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Abstract

In this paper, a macromolecular non-isothermal model for the incompressible
hydrodynamics flow of nematic liquid crystals on T? is considered. By a Galerkin
approximation, we prove the local existence of a unique strong solution if the initial
data up, dg and 6, satisfy some natural conditions and provided that the viscosity
coefficients p and the heat conductivity &, h, which are temperature dependent, are
properly differentiable and bounded. Moreover, with small initial data, we can extend
the local strong solution to be a global one by the argument of contradiction. In this
case, the exponential time decay rate is also established.
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1 Introduction

Liquid crystals, which exist in an intermediate state between isotropic liquid and solid,
are materials with rheological properties. There are three phases of liquid crystals (ne-
matic, cholesteric and sematic), and in the nematic phase, the long axis of the constituent
molecules tend to align parallel to each other along some commonly preferred direction.
The continuum theory for the dynamics of liquid crystal flow was developed by Erick-
sen [1] and Leslie [2] in the 1960s, and it contains three physical conservation laws: the
conservation of mass, the conservation of momentum and the conservation of angular
momentum. In the Ericksen-Leslie system, those three conservation laws govern the mo-
tions of the fluid by the density p, the velocity of the flow u and the mean orientation
field d, respectively. For more details, we refer the reader to De Gennes [3]. However, the
Ericksen-Leslie system is so complicated that there was no further well-posedness study
result until 1989 when Lin [4] derived a simplified version of the Ericksen-Leslie system.
Since then, there have been considerable research results on this simplified model.

In 1995, Lin and Liu [5] established the global existence of the weak solutions to the
simplified system with a Ginzburg-Landau approximation f(d) = l_gl—flzd instead of |Vd|*d
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to relax the constraint |d| = 1, that is,

us+u-Vu+Vp—puAu=-AV-(Vd © Vd),
V.u=0, (11)
di+u-Vd=y(Ad+f(d)),

which is a semilinear system called the penalized model. When the viscosity coefficient
is large enough, the global existence of the unique classical solution was proved in [5].
Subsequently, they obtained the partial regularity of suitable weak solutions to (1.1) (¢f. [6])
and established the same well-posedness theory as in [5] to the full Ericksen-Leslie system
with Ginzburg-Landau approximation [7]. When the density is taken into account, the
global existence of weak solutions was established in [8] for the incompressible penalized
model and in [9, 10] for the compressible case.

On the other hand, there has been much work concerning the non-penalized model of
(1.1) where f(d) in (1.1) is replaced by |Vd|*d so that the constraint |d| = 1 is satisfied. The
latter one is much more difficult to tackle since now one has a quasilinear system with a
quadratic growth term |Vd|?*d and a non-convex constraint |d| = 1. A complete discus-
sion of the convergence ¢ — 0 in (1.1) is unsolved. We refer the reader to [11-15] for the
existence of global weak solutions in dimension two and to [16—18] for the uniqueness.
Nevertheless, in general cases, the regularity and uniqueness of weak solution is still an
open problem for the three-dimensional case; see [19, 20]. In addition, the reader can also
refer to [21-26] for the global existence of unique strong solution to the incompressible
model and [27, 28] for the compressible one. The review of the literature is not intended
to be exhaustive but as a rough description. A more complete bibliography on the devel-
opment of the mathematical theories of liquid crystals has been given by Lin and Wang in
[29].

As was shown by Leslie [30] that the mechanical balance equations must be supple-
mented by an equation to describe the absolute temperature 6, the physical conservation
law the conservation of energy should also be included. In [31], the authors proposed a non-
isothermal penalized model for the nematic liquid crystals with temperature-dependent

viscosity, elasticity and thermal conductivities,

V-u=0,

w+u-Vu+Vp=V- (@) (Vu+VTu)-10)Vd O Vd),
di+u-Vd=y(Ad +f(d)),

O, +u-VO-V-q=u@®)(Vu+VTiu):Vu-10)Vd O Vd: Vu,

1.2)

where g = k(0)V6O + h(0)(d - VO)d, and established the existence of the global weak so-
lutions to this model, see [32] for local existence of the unique strong solution. Later, in
[33], the authors proposed another non-isothermal model to take the effects of stretching
and rotation for large molecules into account; cf. [5]. [33] and [31]; also one dealt with the

penalized models.
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In this paper, a non-isothermal, large molecule model proposed by Li and Xin in [34] is
considered, in which the constraint |d| = 1 is maintained. Precisely, we study the system

ug+u-Vu+Vp=V-(S+c"),
V.-u=0,

1.3)
di+u-Vd-d-Vu+(d-Vu-d)d=y(Ad+|Vd|*d),
0;+V-Wh)+V-q=S:Vu+iy|Ad +|Vd|*d)?,

where
A
S= u(@)(Vu + VTu) +—(d-Vu-d)d®d, q=—-x(0)VO0 -h(0)(d-V0)d,
Y
0" =-\Vd © Vd-1(Ad +|Vd)*d) ®d.
We impose the initial conditions
(l/l, 91 d)lt:O = (MO, 00) dO);
(1.4)
V-uy=0, essinffy =0, > 0, |do| =1, a.e.  Q=[-D,D]> c R%
and the periodic boundary conditions
u(x + De;, t) = u(x — De;, t), 0(x + De;, t) = 0(x — De;, t),
(1.5)

d(x + De;, t) = d(x — De;, t), Vxe€0Q,i=1,2,3.

Moreover, the temperature-dependent coefficients p(-),x(-), 4(-) € C?([0,00)) are sup-
posed to satisfy

w=p®<p  |WO|=<w, |nO)|=<p Vv6=0,
k<k@®) <k, |[O)|=<«, |["©O)=<«" V=0, (1.6)
h<h@®)<h  |HO)|<k, |[WO)|<h Vo=0,

where «,ic, k', k", b, h, i 1, o [y W', " are given positive constants.

The existence of global weak solutions for (1.3)-(1.5) in dimension two has been estab-
lished in [34]. In this paper, we aim to prove the local and global existence of the unique
strong solution.

Before going on, we would like to have some more words on this system. When the
direction field d is a constant vector field, the system (1.3) reduces to a non-isentropic
incompressible Navier-Stokes system with temperature-dependent viscosity coefficients,
to which the global existence of weak solutions was showed in [35]. Moreover, Cho and
Kim in [36] studied a more general non-isentropic incompressible Navier-Stokes system,
where the transport coefficients depend on both temperature and mass density. The au-
thors established the local existence and uniqueness of strong solution; see also [37]. For
the compressible cases, there are many articles on the global existence of unique classical
solution with large initial data for one-dimensional problems; see [38—41] for examples.
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The rest of this paper is arranged as follows. In Section 2, we introduce some nota-
tions and give the main theorems. The approximate solutions to this problem will be
constructed by means of Galerkin method in Section 3. After establishing some suitable
a priori estimates in Section 4, we will prove the local existence, global existence, and

uniqueness in Section 5, 6, 7, respectively.

2 Notations and theorems

We introduce some notations.
o W={ueHY Q)| V- u=0,u satisfies periodic boundary conditions (1.5)}.
o [fi= [of dn, LP = IP(Q), HF := HY(Q) = WF(Q),p > 2,k > 1,

I llg =1 oy T gk o= 1 ko) g = 2, k> 1.

« A < Bdenotes A < CB, where C > 0 is an absolute positive constant.

.

« For 3 x 3 matrices A = (a;)1<;j<3 and B = (b;)1<;;<3, we denote
3
A:B= Zaijbij'
ij=1

Moreover, the usual summation convention is used.

The main results of this paper are the following theorems.

Theorem 2.1 Assume that (ug,60,do) € H>N'W x H* x H3. Then there exists T* > 0, such
that, for any positive time T € (0, T*), there exists a unique solution (u,0,d, p) to the system
(1.3)-(1.5) on [0, T satisfying

uel®0, T;H*NW)NL*0,T;H?),  u,eLl*(0,T;H");

(

del®(0,T;H*)NL* (0, T;HY),  dy € L*(0,T;H?);

0 €L>(0,T;H*)NL*(0,T;H?),  6,€L*(0,T;H");
(

peL®(0,T;H") NL*(0, T; H?).
With small initial data, one can extend the local solution in Theorem 2.1 to a global one.

Theorem 2.2 Assume that the initial data (ug,dy,0o) satisfies V - ug = 0,|do| = 1, and
0o > 0, > 0. Then there exists a unique global-in-time strong solution (u, d, 0) to the system
(1.3)-(1.5) satisfying

+00
supl 9,000} + [ |7 5d,0NO
t> 0

2
= C” (I/l(), VdO) QO)HHZ’ (22)
provided that
| Auoll3 + IVAdo 13 + | Aol < So, (2.3)

for sufficiently small 5, > 0.
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Moreover, there exists a constant o > 0, such that the decay estimate
2 2 -
|(Vu, Vo)D) |1 + | VA®) 2 < Ce™™* (2.4)
is valid for some positive constant C.

3 Galerkin approximation
In this section, we will get an approximate solution for the system (1.3)-(1.5) by means of
the Galerkin approximation.

Denote X = H2 N W and its finite-dimensional subspaces

X" =span{®!,®,..., "}, m=1,2,...,
where {®}%_, is a complete normal orthogonal basis of X. This means that (®/, /) = 8ijs

where §; = 1if i = j, while §;; = 0 if i #j.
For any given m, and k = 1,2,...,m, we study the following approximate system:

(", @%) + W™ - Vu, dF) + (8, VOF) = (o4, v dF),

V.-u"=0,
dr+u™ -Nd" —d" - Vu" + (d" - Vu™ - d™)d" = y(Ad™ + |Vd"2d™),
O + V- (u"0™) + V- " =S™: Vu" + Ay |Ad™ + |Vd" |*d™ |2 (3.1)

(um’ 9m,dm)|t=0 = (Mf)", 90» d0)¢
u”(x + De;, t) = u™(x — De;, t), d"(x + De;, t) = d™(x — De;, t),
0"(x + De;, t) = 0™ (x — De;, t), Vx€0L,i=1,2,3,

where
A
+ =
Y
" = ANA" O VA" — A(Ad" + |Vd"[d™) @ d”,

S™ = u(0™) (Vi + VI u™) (d™-Vu"-d")d" @ d",

q" = -k (0™)VO™ —h(6™)(d" - VO™)d",
uy = Z(uo, )@,
i-1

and (f,g) := [, f - gdx is the inner product of L*($2;R?).

By applying the fixed point theorem, we can show that there exist a T > 0 depending
on ug,do, 0o, m and 2 such that the system (3.1) possesses a strong solution («”,d"”,6™),
in which the velocity field is in the form u™(x,t) = Y 1", g (£)®'(x) where g"(¢) satisfies
£7(0) = (uo, &%) and g"(t) is continuously differentiable. Since this process is similar to
that in [32], we omit the details here. Similar to the system in [32], the following lemma
follows from the maximum principle.

Lemma 3.1 Let (u™,d",0™) be a solution to system (3.1) with initial data (u,do,0) sat-
isfy |do| =1 and supg 6y > 6, > 0. Then, for any (x,t) € Q x (0, To), it is valid that

|d"(x,t)| =1 and sgp@’"(x, £)>0,. (3.2)
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It should be noted that the constant T, depends on m. For a uniformly valid T, > 0 for

every m € N*, we need the estimates in next section.

4 Uniform a priori estimation
It should be noted that by applying a Helmholtz decomposition, (3.1); can be rewritten as

W'+ u" Vu" + Vp" =V - (S" + "), (4.1)

where Vp™ is decided by the property that ®ii=1,2,...,mareall divergence-free. Thus,

the system (3.1) is equivalent to

ul* +u™ - Vu" + Vp" =V . (8" + oy,

V.u" =0, |d”| =1,
d" +u™ -Nd" —d" - Vu" + (d" - Vu" - d™)d" = y(Ad™ + |Vd"2d™),
0 + V- (u"0™) +V - g™ =S" : Vu" + Ay |Ad™ + |Vd" > d™|?, (4.2)

(um,gm, dm)'t:() = (146”: 601 do)y
u(x + De;, t) = u™(x — De;, t),d™ (x + De;, t) = d”(x — De;, t),
0™(x + De;, t) = 0™ (x — De;, t), Vxe€0$,i=1,2,3,

where

A
+ =
Y
O_nd,m Z—XVdeVdm—)\,(Adm+ ‘Vdm‘de) ®dm’

S = M(G”‘)(Vu”’ + VTM"’) (d"’ -Vu™ -d’")d"’ ®d",

q" =k (0")VO" —h(0™)(d" - VO™)d".

To show the solvability of the original system (1.3), in this section, we will omit the su-
perscript m for convenience to establish the uniform estimates, which enable us to take
m — 00 in (4.2). On account of the periodic boundary conditions, it is easy to deduce the
equivalence of || V2f||, and || Af |, by integration by parts and the fact, by the divergence
theorem, that

fvlfdx=/ VT dS=0, forl>1,
Q Q2

which enables us to apply the Poincaré inequality to V/f, that is,

N7 PSS e R B

2’
In addition, since |d| = 1, we have |Vd|?> = —-Ad - d < |Ad|.

Lemma 4.1 (Basic energy inequality) For the solution (u,d,0) of system (4.2)

/(|u(t)|2 + 1| vd(e)|? +26(2)) = f(|u0|2 + 1| Vdo ? +260). (4.3)
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Proof Multiplying (4.2); by u, integrating by parts over Q2 and using (4.2), give

1d [ .,

+A/Vd® Vd:Vu+A/(Ad+|Vd|2d)®d:Vu. (4.4)

Multiplying (4.2)3 by A(Ad + |Vd|?d) and integrating by parts over Q imply that

rd

o |Vd|2+ky/|Ad+|Vd|2d|2

=k/(u-Vd—d-Vu+(d-Vu~d)d)~(Ad+|Vd|2d). (4.5)

Integrating (4.2)4 over  yields

%/9 =/S:W+xyf|Ad+|w|2d\2. (4.6)

Putting (4.4)-(4.6) together, one gets

% <%|u|2+%|Vd|2+9>
:A/Vd@Vd:Vu+k/Ad®d:Vu+k/|Vd|2d®d:Vu
+A/(u-Vd)~Ad—/\/d~Vu-Ad—k/(d~Vu)|Vd|2d
+A/(d-Vu~d)(d-Ad)+A/(d~Vu~d)|Vd|2. (4.7)
Notice that
de@Vd:Vu+/(u~Vd)Ad=0,
/Ad@d:Vu—/d~Vu-Ad:0,
f|Vd|2d®d:Vu—/(d-Vu)|Vd|2d=0,

/(d~Vu~d)(d~Ad)+/(d~Vu~d)|Vd|2:0.

Therefore, it follows that

d 1 A
E/<E|u|2 + E|Vd|2 + 9> =0. (4.8)

This lemma follows from integrating (4.8) over (0, t). a

In the next lemma, we give some high-order estimates.

Page 7 of 23
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Lemma 4.2 Foranyt > 0, it is valid that

%”(Au, VAL, AD)|s + [ (VAu, A%, VA6)| < C(1+ |[(Au, VAL A0)[2)°,  (4.9)
where the constant C depends only on the initial data and known constants.

Proof First of all, applying V to (4.2);, testing the result by VAu and integrating by parts

over $2, we have

lifmﬁ— /A( Vi) - A
Zdt u|;m =—- u u u

+ x/ A[Vd© Vd+(Ad +|Vd)*d) @ d]: VAu

_fA[M(O)(Vu+VTu)+i(d@d:Vu)d@d} :VAu

=1 (4.10)

where
L fc/|Vu||v2u\2scnwnsnAun%, (4.11)
L < C/(|VAd||Vd| + |V2d)*) |V Aul +)\/A2d®d:VAu
< C(IVAd|2|IVd|  + ||v2d”j)||vm¢||2 +A/ A’d®d:VAu, (4.12)

0
135—/¥|VAL¢+VTAM|2—/|d®d:VAu|2
+C(IVOIlZ + 1A6]15 + [|Adl3) |Vl IV Au
+ CIIVOl6||VZu| IV Aullz + Cll Vdlloo | V20| IV At 2. (4.13)

Substituting (4.11)-(4.13) into (4.10), using the Sobolev embedding inequalities, inter-

polation inequalities and Young inequalities yield

1d A
g |Au|2+/,u(0)|VAu|2+—/|d®d:VAu|2
2 dt y

5)\/A%z@d:VAmC||Au||§||VAu||2+C||VAd||§||VAu||2
+ C(I1A03 + A0V AOIY? + VA2 | Aull2 ]IV Aull,
+ ClIAG [l Aully* [V Aull3 + CIIV Ado || Aull2 ]IV Aully

3
<e(IVAul} + IVAOI3) + C(L+ VA3 + | Aull; + [ AO]13)

+A/A2d®d:VAu. (4.14)

Page 8 of 23
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Then, applying VA to (4.2)3, testing the result by AV Ad and integrating by parts over

2, one sees that

rd 2
EE/|VAd|2+)\y/|A2ar|
=A/A(u.Vd—|Vd|2d).A2d+A/A[(d.w~d)d]-A2d
—AfA(d-Vu)~A2d
5A/A(u.w).A%M/(d@d:VAu)d.Azd

—AfA2d®d:VAu

+ C/(|Vd||VAd| + V2| + |V2u||Vd| + |V2d||Vul) | A%d]. (4.15)
Notice that

/A(u~Vd)~A2d=/u~VAd~A2d+/(2Vu:V2d+Au~Vd)~A2d

=—/Vu®VAd:VAd+/(2Vu:V2d+Au-Vd)-Azd

d-ANd=Ad-Ad)-|Ad* -2Vd:VAd=-A(Vd|*) - |Ad|* -2Vd : V Ad.

Thus, it follows from (4.15) that

rd 2
ZZ [ IVAdP? + A A?
2dt/| d|+y/| d|

< C/(|Vd||VAd| + |V2d|)* + |V2u||Vd| + |V2d||Vul)| A%
+/|Vu||VAd|2+C/(|v2d|2+|Ad||Vd|)|VAu|-A/A%l@dzvm

< C(IVdlll VAl + [ V2] + | V2ul IVl + 1Vals [ V2] )| 4%

+ I VulolVAQIS + C(| V2], + 1V A Vdllo) IV Aul
—AfA2d®d:VAu
< C(lAully + IVAdIL) | A%, + CIVAILIV Aull, —A/A2d®d: VAu
<e(IVAul?+ | A%d];) + C(L+ | Aul? + [VA|2)?

—x/ A’d®d:VAu, (4.16)

where the Sobolev embedding inequalities, interpolation inequalities and Young inequal-

ities have been used.



Li Boundary Value Problems (2017) 2017:113 Page 10 of 23

Furthermore, applying V to (4.2),, testing it by VA and integrating on €2 imply that

1d
EE/|A9|2=—/A(u-ve)Ae—/A[K(e)ve+h(9)(al.v9)al].VAe
A
+/A|:/L(9)(VM+VTM)+—(d@d:vu)d@d]A@
Y
4
+Ay/A(Ad+|Vd|2d)A9 =T (4.17)
i=1
where
]1§Cf|Au||A9||V9|+C/|Vu|V29|2
< CllAul2l1A0]5]VO |6 + ClI Vulls| VZ6 ; (4.18)

Jo < —/K(9)|VA9|2—/h(9)|d~VA9|2+Cf(|V9| +|Vd|)|VO* | VAS|
+C/(|V9| +|Vd|)|V?6]IVAg| +cf |Ad||VO||V A

= _/K(9)|VA9|2_/h(9)|d'VA9|2+C(”V9”6+ IVdlls) I VOIZIVADIL2
+ C(IVOlls + 1Vdlis) | V20,1V AGN2 + ClIAIIIIVO 6 VA2, (4.19)

J5 < C/ |AG)?|Vu| + c/(|va|2 +|Ad])|Vul| A6

+ c/(|v9| +Vd|)|V?ul|A8] + c/ |V Au||Ab]

< CIlAOI3(IVulls + C(IVOIZ + | Ad3) I Viells | Al
+C(IIVOlle + IVdll6) | Vu|, I A0 15 + CIV Aull2|| A2, (4.20)

Ja< C/(|A2d| +|Vd||VAd| + |V2d|*)| A6
2
<C(|A%d], +IVdllalVAdIy + [ V2d] ) 1 A6l (4.21)
Substituting (4.18)-(4.21) into (4.17), using the Sobolev embedding inequalities, inter-
polation inequalities and Young inequalities give

%%/|A6‘|2+/K(9)|VA9|2+/h(9)|d'VA9|2

S Aulla [ AG15% VALY + | Aulla | AG |2V ABly + [ AG[3]V AB]l
+ VAL AOISIVAO, + (1 A0]2 + [VALl) | AO]3(VAG3?
+ | Aull2 | AO13 + | Aull2 [ A0 [V Ad]l,
+ 118612 (IV Aully + | A*d]|, + [V Ad]3)

< L+ 1Aul? + IVAdIE + 186012)° + e(IVAul? + IVAGIZ + |A2d]2).  (4.22)

Summing up (4.14), (4.16), and (4.22) with & > 0 small enough, one shows (4.9). O
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With these lemmas, we can obtain the local uniform estimates for the approximate so-

lutions.

Lemma 4.3 There exists a finite time T* > 0 such that, for any T € (0, T*), it is valid that

T
sup ||(Vau, VO, Ad)| 7 + / |(Au, 86,V Ad)|}, < C, (4.23)
0

0<t<T

where C depends only on initial data and known constants.

Proof

Denote

F() = | (Au, 26,V A +1,
H(t):= | (VAw, VA0, A%) .
Then it follows from (4.9) that

%f (&) + H(t) < CF()°. (4.24)

In particular, one obtains

d 3
&}—(t) <CF@)y,

which implies that

d
—F()?>-2C.
3l W=
Integrating this inequality on [0, £] yields
F@) 2= F0)?2-2cCt.
Take T* := [2CF(0)?]L. Then, for any T € (0, T*), one has

F)? <[FO)2-2CcT]", Vo<t<T. (4.25)

Consequently, it follows from (4.24) that

_3
2

iJT(zr) +H(t) < C[F(0) - 2CT]

<C, 4.26
de - ( )

Integrating it on [0, ¢] C [0, T'] and using the Poincaré inequality, we deduce (4.23). O

For a more complete description to the approximate solution, we need the lemma below.
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Lemma 4.4 Forany 0 < T < T*, it is valid that

T
OSUPTH(VP:Q»dt) ”i + / ” (Vp,uy, 0, th)”i,l <C (4.27)
<t< 0

where T* is defined in Lemma 4.3 and C depends only on initial data and known constants.

Proof First, we give some estimates for Vp.

Since V - u = 0, it yields by taking the divergence to (4.2);
Ap=-V - (u-Vu)+V*: (S+0™). (4.28)
Then, by elliptic estimates, the Holder inequality, the Sobolev embedding inequalities,

the Young inequality, and (4.3), one has

2
2 2
VPl < llu- Vully +

~

V. |:,u(0)(Vu + VTu) + %(a’ -Vu- d)d®d]

2

+|V-(Vdovd)|,+|V-[(ad+|VdPd) e d]|;
S NulZIVull3 + VOGNVl + | Aull3 + [Vl | Va3
+ VA2 I AdIS + VA + VI VAl
<1+ [(Vu, Ad, VO) |2,), (4.29)
[V2pl5 SV - @ Va5 + [ 9285 + [ 92 0]
SIVuly + (IVOl5 + 14615 + A3 + [IVd) I Vull,
+ (el + VA, + VO ) I Aully + IV Aully + | Adll3
+ (IVAIE + VA2 I3 + VIS VA%, + || A%
S 1+ (Vi V0, 8d)|2,)° ([ (A, A6, VAD) |2 +1). (4.30)
Second, we give estimates for Vu,.

Applying V to (4.2);, testing the result by Vu,, integrating by parts on €2, and using the

Cauchy inequality, we have
Va2 S [V - V)| + |VV - (@) (Vu+ V)| + | VY - [(@ - Vu- d)d @ d] |
+[Vdivvd © Vd|} + | VV - [(Ad + |Vd|*d) @ d] |}
SIVuls + (el + IVOIE) N Aul; + (IVON5 + 11A615) [ VulZ,
+ VA3 + (1Ad]5 + VAR IVl + VAl Aull3
+IVAQZIVAIZ +I1AdI + | A%, + (1AdI3 + IVAI) VAL,

S 1+ (Vi V0, 8d)|2,)° ([ (Aw, 260,V A) |2 +1). (4.31)

Third, we give estimates for Ad;.
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Applying A to (4.2)s, it is easy to see that

1A 2 S |A[-u-Vd+d-Vu—(d-Vu-d)d+y(Ad+|Vd]d)]|;
< (IVull + [V2d| ) IVale + (lul + 1VaIZ) IV A3
VUl V2| + VAR Al + IV Aul? + | A% + | Ad)l:
SUVAul + [ A%d]) + (1+ |[(Vu, V6, Ad) || 74)*. (4.32)
Fourthly, we give estimates for V6.
Applying V to (4.2)4, we get
IVOIE S| VV- o +q)|s+ |VS: Vi) |3+ | V(1ad + (Va]*d])|;
SNAGE(Iul? + 1V012) + VoI (1Vull? + 1 AdI3) + 1170118
+ (IVOIE + IVAIR) (IVOIGIVAIE + 1 Vulg) + IV A6
+ | Vulgl Aull} + [ ADIZ(IVAAIS + V|2 |IVd]lg)

S+ (Vi V0, Ad)[20)° + | (A, 50,V Ad) . (4.33)

Finally, it is easy to obtain from the above estimates that
| 42,6,60, 0, V)| S (1+ | (Vat, V6, Ad) | 1) (4.34)
Equation (4.27) follows from (4.29)-(4.34) and (4.23). O

Now we conclude that there exists a Ty > 0 such that, for any given m € N*, there exists
a strong solution («”,d™, 0™, p) to system (4.2) satisfying (4.23) and (4.27).

5 Local existence

It is concluded from the previous section that there exists T* > 0, such that, for any T €
(0, T*), the following estimates are valid:

T
sup oo v [ (19wl o) < 6)
0<t<T 0

T
sup | va” 172 +/0 (lad™|3n + |dr|2.) <€ |d"|=1ae.  @x[0,T],
=t=

(5.2)

T
sup [0 2 + [ (190" 2 +Jorl}n) <€ 0726500 @x[07)
0

0<t<
(5.3)
9 T
sup ||VP’"||2+/ IVpl2, < C. (5.4)
0<t<T 0

To prove the convergence of sequences (u",d”,0™,p™), we need the compactness
lemma.
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Lemma 5.1 (Simon [42]) Assume that X,B and Y are three Banach spaces with X <<~
B < Y. Then the following hold true.
(i) IfF is a bounded subset of LP(0, T;X),1 < p < 00, and % = {% | f € F} is bounded in
LY0, T; Y), then F is relatively compact in LP(0, T; B).
(i) IfF is a bounded subset of L*°(0, T; X), and % is bounded in L"(0, T;Y), where r > 1,
then F is relatively compact in C([0, T; B).

Since H? <><> H' < 2, itis clear from Lemma 5.1 and (5.1) that {#"*}>°., € C(0, T; H")
is relatively compact, which means the existence of convergent subsequence, still denoted
by {u™}, satisfying " — u strongly in C([0, T]; H'). Similarly, we have d”" — d strongly
in C([0, T); H?) and 6™ — 6 strongly in C([0, T]; H).

With these convergence arguments in hand, it is easy to conclude that, as m — o0, each
term of system (4.2) converges to the corresponding term in (1.3). Here we select two

terms to show the convergence, and the others can be done in a similar manner.

Lemma 5.2 Assume that

u" —~u  weakly in L*(0, T; H®), u™ — u strongly in C([0, T); H'),

d™ —d strongly in C([0, T); H?), 6™ — @ strongly in C([0, T); HY).

Then it is true that

T
lim/ /V~[(d’”~Vu’”-d’")d’"®d”’]
0

T
=/ /V-[(d~Vu~d)d®d], (5.5)
0
T
lim/ fu(@m)(Vum+VTum):Vum
m— 00 0
T
=f /M(@)(VM+VTM):VM. (5.6)
0

Proof Notice that
v-[(@ Vi d")d" @d" |-V - [(d-Vu-d)d®d]
V(@ —d) -V - d") " @ d"] + V- [(d- Vi - (@ - d))d" © "]
oV [(d- Vi d) (@ - d) @ d"]+ V- [(d- Vi - d)d @ (@ - d)]
+V(d®d):(Vu”’—Vu) . (d®d)+(d®d):(Vu’”—Vu)V~(d®d)

+d®d): (Vu" = V?u) - (d®d) =K + K+ + K.

Then, as m — o0, the uniform estimates and convergence of (1, d™,0") imply that

[/

T T
< [ [lam-alvurivar|eivay s [ flan-alvar
0 0

T T
+/ /|Vd’”—Vd||Vum|+/ /|Vum—Vu||Vd|
0 0
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T
§/0 [a7 =al,([va"], ([ V"], + 1Veli) + [V2u™]],)

T T
o [ v -valvurl,« [ v - vl ivai,

ST sup @ =d, sup (L+ [Va" [ + VAl + [ Vi [,)
0<t<T 0<t<T

+T sup ||Vu —Vu||2 sup IVd]|, — 0, (5.7)
0<t<T
T
/ /(d@d):v2um-(d®d)—>/ /(d®d):V2u-(d®d). (5.8)
0 0

Thus, (5.6) follows. Similarly, as m — oo,

M(@’”)(Vu’” + VTu'”) :Vu" - ,u(@)(Vu + VTu) : Vu]

po(@’”) - M(Q)](Vum + VTu"’) :Vu™

M(G)[V(u”’ - u) + VT(u”’ - u)] :Vu”

M(G) Vu + VT (u - u)

5/ /|9’”—9||Vum|2+/ /|Vu”’—Vu|(|Vum|+|Vu|)
< [ ool v e [ 19 - vul, (19l + 19u)

ST 0" -6 vu"
ST sup 6" =0l sup [Vu”|,

+Tosup ||Vu —Vu”2 sup (||Vu”‘H2+||Vu||2)
<t< 0<t<

The proof of this lemma is completed. d

In conclusion, (u(x,?),6(x,t),d(x,t), p(x,t)) solves system (1.3)-(1.5) on 2 x [0, 7] and
satisfies

ulx,t) € L®(0, T; H*) NL*(0, T; H®),  w, € L*(0, T;H');
d(x,t) € L(0, T; H*) N L*(0, T; H*) N L™ (R x [0, T1);

dy(x,t) € L*(0, T; H?), ldx,t)| <lae.  Qx[0,T];

)
)
)
O(x,t) € L®(0, T; H*) N L*(0, T3 H?);  6,(x,8) € L*(0, T; H');

Ox,0)>0y>0ae.  Qx[0,T],  Vplxt)eL>®(0,T;L*) NL*(0, T;H').
6 Global existence

In this section, we will prove that the local strong solutions constructed in Section 5 are

also global in time provided that the initial data is small enough.
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On one hand, we re-estimate (4.14), (4.16), and (4.22), respectively, as follows:

1d A
——/|Au|2+M/|VAu|2+—/|d®d:VAu|2
dt - y

< A/ A*d®@d:VAu+C|Aull2|VAull, + C|VA|3IVAul,

+ C(1A015 + 1A012IVAO IS + IV Adl) | Aulla [V Aully

+ CIAO2 [ Aully* IV Aull}? + CIIV A2 | Aull2 |V Aul,
5)\fA%i@d:VAu+C||Au||2||VAu||§+C||VAal||2HA%lHZMVAun2

+C(1A013 + VA2 + IIAHIIZ)IIVAuH% + CllAull2[VAull2|V A,

VAP + f A%d|
m/' ey (]
2 2 2 2 2 .
<c(laul + IVAadR)| A d||2+C||VAd||2||VAu||2—)»/A d®d:VAu
2 2 7112

< CllAull2 IV Aullz | A%d ||, + CIIVAd], | A%

+ CIVAd|2 ||V Aul,| A%, —,\/ A’dQ®d:VAu,

2 2 ) 2
2dt/|A6| +;</|VA9| /h(9)|d VAd|

(6.1)

(6.2)

S 1 Aullo|AGIS2IVAOLS + [ Aulla | A0l IVAO 2 + |V Al | AG]15 1V AB 2

+ [ AOIBIVAOLL + (1A0 2 + [VALLL) AN IVAO NS + [ Aull2 | A3
+ 1 Aull2 | A2V Ay + | A2 (IV Aully + | A%, + IV A]3)
2
<C(lAuly + VA, + |A0]2) (1 + [ A0]12) IV AB3 + ClIAG 2] A%

+ CllAulIVAO |2 | A%, + CL(IIV Aulz + | A2d||§) + %nvmuz.
Then, for suitable larger C,, calculating ((6.1) + (6.2)) x C; + (6.3), we have
d
€0+ D) = G5(VE® +E() D),
where we denote

€(t):= |Au@|} + | VAd@) |2 + |26,

= |[Vau@)|; + | A%, + | 205
Define

To := sup{t>()| sup &(s) <2€(0 )}

0<s<t

Then, for any t € (0, Tj), (6.4) implies that

%S(t) +[1-C3(v/26(0) +26(0)) | D(¢) < 0.

(6.3)

(6.4)

(6.5)

(6.6)

(6.8)

Page 16 of 23
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Thus, integrating (6.8) over (0,s) C (0, £) gives

sup &(s) + /t[l - C3(v/2€(0) +2€(0)) | D(s) ds < €(0). (6.9)
0

0<s<t

In particular, we have

sup &(s) < &(0), (6.10)

0<s<t

once &(0) satisfies C3(+/28(0) +28(0)) <1, i.e. £(0) < ZJCC; - i /1+ cig‘
If Ty < +00, then it follows from (6.7) and (6.10) that

2€(0) = sup &(s) < &(0) <28(0),

0<s<Tp

which is a contradiction. Therefore, Ty = +00 and

sup &(¢) + & f+w D(s)ds < &(0), (6.11)
0

t>0

where g¢ :=1 - C3(+/2&(0) + 2€(0)).
On the other hand, multiplying (4.2), by 6 and integrating by parts over Q2 gives

1d

§£/|9|2+/K(9)|V(9|2 <C(IVull%, + ||Ad||§o)f9. (6.12)

Then it follows from the Sobolev embedding inequality, (4.3), (6.11), and the Holder in-
equality that

+00
sug”e(t)”j ‘ / V00| dt < C|(uto, Vo, 60) 2. (6.13)
t> 0

Thus, by virtue of (4.3), (6.11) and (6.13), (2.2) is deduced with &y = 24+CC33 - % /1+ c%'
Moreover, applying the Poincaré inequality to (6.8), we get

d
Eé’(t) +Cepé(t) <0. (6.14)

Consequently, taking o = Ceo and applying the Gronwall inequality to (6.14) we deduce
(2.4).

7 Uniqueness
Assume that (u;,d;,0;, Vp;),i = 1,2 are two strong solutions to system (1.3)-(1.5) on € x
[0, T satistying (5.1)-(5.4) and denote

Uu:.= Uy — Uy, d:= dl—dz, 9_Z= 91—02, V]_?ZZ Vpl—sz,

where T = T* for the local solutions and T = +oo for the global ones.
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Then (i,d, 6, Vp) solves the following initial-boundary value problem:

Uy +it-Vuy+uy-Vit+Vp=V - (8 + 8, — O — ),

V.i=0,
di+uy-Vd+i1-Vdy — P =y[Ad + (Vd : (Vdy + Vd,))dy + |Vd,|2d],
9t+ﬁ-V61+u2-V@—V-((,‘Z1+(,‘22)=M1+M2+N, (7.1)

(Ijl; 9_, a)|t=0 = (01 0; O)r
it(x — De;, t) = u(x + De;, t), d(x — De;, t) = d(x + De;, t),
O(x —De;) = 0(x + De;), Vxe€df,i=1,2,3,

where, for convenience, we denote

/31 = (,LL(@l) - /,L(eg)) (letl + VTMI) + M(@z)(Vﬁ + VTIZ)

A - - _
2= ;[(d@’ dy:Vuy)dy @ dy + (dy @ d: Vuy)dy @ dy + (dy @ dy : Vi )d ® dly |

A -
+ ; [(d2 X dg : Vul)dg X d+ (d2 X dz : Vth)dz ® dz],

0,:=1Vd © Vd, + \Vd, © Vd,

Oy = A(Ady + |Vdi|*dy) ® dy — A(Ads + Vo |*dy) ® do,

P i=[dy - Vuy—(dy - Vg - dy)dy | = [dy - Viy = (do - Vi - do)dds ],

Q1 := (k(61) — k(62)) VO, + & (61) V0,

Q> = h(61)(dy - VO)dy + (h(6r) - h(62))(dr - VO2)dh + h(6:)(d - V6y)dy
+h(0y)(dy - VOy)d,

My = ((6) = w(02)) (Vs + Vi) - Vg + 0(62) (Vi + Vi) : Vi

+ w(02) (Vo + Vi up) : Vi,
My = %[c_i@dl:Vul +dy®@d:Vuy +dy Qdy: Vid](dy @ dy : Vi)
+ %(d2®d2:Vu2)[c_i®d1:Vu1 +dy®d:Vuy +dy ®dy: Vi,
N = Ay Ad - (Ady + Ady) — Ay (IVdi|* + |Vd,|*)(Vd + Vdy) : V.
Following the idea given by [43], we indicate that

[(dl X Adl X dl] ®d1 [(dz X Adz) X dg] ®d2
=A[(di x Ad) x d] @ di + Ry, |Rs| < 3|Ad,]|d), (7.2)

P

[ 1 X (dl . lell)] X d1 - [dz X (d2 . Vuz)] X dz
= [di x (di - Vit)] x di + Ryy |Ry] < 3|V ]|d]. (7.3)

In what follows, we will show that (i, 6, d, Vp) =(0,0,0,0) a.e.in  x [0, T].
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First of all, multiplying (7.1); by & and integrating by parts over Q2 give

2dt/| |2 = /a-wl»7—/(4*1+32):va+/@1:va+/(§2:va, (7.4)

where

o A
_/(51+52):Vﬁ§—/M(GZ)]Vﬁ+VTﬁ|2—/—|d2®d2:Vﬁ|2
14

+C [ 1vil(61 + @)1, 7.5
/(51:Vﬁ—/ﬁ-Vu1~ﬁ§/|ﬁ|2|Vu1|+/(|Vd1|+|Vd2|)|Vc_1||Vﬁ|, (7.6)
/@Z:Vﬁsk/[(dl x Ad) xd1]®d1:V£t+3/|Adz||c_i||Vit|. (7.7)

Substituting (7.5)-(7.7) into (7.4), we get

o A _
2dtf|u|2 /M(92)|Vu+VTu|2+/;|d2®d2:Vu|2
SC/IVM1|(|9_|+|6_1|)|Vﬁ|+/|ﬁ|2|VM1I+/(IVd1I+Idel)IVZl’IIVD_tI

+/|Ad2||;i||Vﬁ|+A/[(d1 x Ad) x di| ®dy : Vil. (7.8)

Similarly, multiplying (7.1); by d and integrating by parts over  we deduce

1d , _2
v
2 [ @2y [va
:fﬁ-le-c_i+/{/5-o_i+y/|Vd2|2|c_l|2+y/(Vc_Z:(Vd1+Vd2))d1-c_i
C/(|Vd1||it| + Vit)|d|

C/(|Vd1|+|Vd2|)|Vo_i||El|+f|El|2(|Vu2|+|Vd2|2). (7.9)

Moreover, multiplying (7.1); by AAd and integrating by parts over 2 yield

2dt/|Vd|2+Ay/|Ad|2

:—A/{ﬁ-AZZ—A/[uz-Vc_i+ﬁ-Vd1+y(VZZ:(Vd1+Vd2))d1+y|Vd2|2;i]~Ad
< c/ |itl| Ad|| V| +C/(|u2| +|Vd])|Vd]|Ad] +C/(|VM2| +|Vdy|?)|d|| Ad]|

- f [di x (di - Vin)] x dy - Ad. (7.10)

Page 19 of 23
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In addition, multiplying (7.1)4 by 6 and integrating by parts over 2 give

M/mz /@1+(Ezz)-vé:-/ﬁ-velé+/(M1+M2+N)é, (7.11)
where
/(@1+a2) Vo >/(K(91)|V9| +h(6y)|d - VOI*) /|V02||V0|(|0|+|d|) (7.12)

[ a2 < [ 1vuPior + ¢ [ (vt + vl i
C/(|Vu1|2 +|Vup|?)|d]16], (7.13)

/(N—zz-vel)és/|ve1||a||é|+/(|Adl|+|Ad2|)|A£l||é|
C/(|Vd1|3 +|Vd,?)|Vd]||8]. (7.14)

Substituting (7.12)-(7.14) into (7.11), we obtain

1d _ -
Y R RO TR

sc/|ve2||vé|(|9‘|+|21|)+/|VM1|2|9‘|2+C](|W1|+|Vu2|)|Vﬁ||é|
+C/(|Vu1|2+|w2|2)|51||é| +/|ve1||a||é|+/(|Adl|+ |Ads )| A1)
+/(|Vd1|3+ \Vd,?)|Vd]||6]. (7.15)

Finally, summing up (7.8)-(7.10) and (7.15), we arrive at

1d
2 de

5/(|VM1|+|Ad2|)|6_1||V1_4|+/|b_l|2|VM1|+/(|Vd1|+|Vd2|)|V0_l||Vl_4|

(I + |d* + |Vd* + 101) + f(gwmz+y|v51|2+y|A£l|2+g|vé|2)

+/(|Vd1||ﬁ|+Vﬁ)|5l|+/(|Vd1|+|wz|)|v51||£t|+f|51|2(|w2|+|wz|2)
+f|a||AEl||Vd1|+/(|uz|+|Vd1|)|vél||Aél|+/(|Vu2|+|Vd2|2)|51||A51|
+/|vez||vé|(|é|+|£l|)+f|w1|2|é|2+/(|wl|+|w2|)|vm|é|

+f(|w1|2+|w2|2)|51||9'|+f|ve1||a||é|+/(|Adl|+|Ad2|)|M||é|

16

+ /(|Vd1|3 +|Vdy?)|Vd 6] = ZM,, (7.16)

i=1

where the assumption (1.6) has been used to get 1, k, and the formula (@ x b) -c = (b x ¢)-a
has been used to eliminate the last term in (7.8) and in (7.10).
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Notice that

3
> M S|V, Ady) | lldlle + || (Y, Vo) | VAl ]I Vil + 71131 Vo |3
i=1

< C(Id1% + 1al2) (1 + IVl + | (Vo Vdo) [2) + el Vazll2, (7.17)

6
> M S (IVallsollitlly + 1 Vila) dlla + || (Vay, V)| VAl Il

i=4
+ 1415 (IVaalls + Vs 5)

< C(Id12 + 1@2) (L + (Ve |2 + | (Ve V)| ) + €l Va3, (7.18)
9
> M Sllall2 | Ad)l2 | Ve lloo + || (w2, Vay) | 11 VA2l Al
i=7

+ (IVualls + 1Va 1) I dll6ll Adll
< C(>Id120 + 1@2) (L + Ve |2, + || (Vo V)| 52) + €l Ad2, (7.19)
12
> M SVl VO] 0,d) |, + I VeullglO113 + || (Varr, Vaaa) | | Vitl2 1113

i=10

< C(Idl2s + 1012) (1 + | (Vaar, Vi, ¥0,) | 3) + €| (Vaz, ¥O) |5, (7.20)

16

2 - - — -
> S (Vur, Vo) | i dll6 10112 + 11V L 22116115
i=13

+ [(ady, Ady) | N AN 16115 + || (Vdi, Vo) |2 11V dll2 116112
= C(IaN, + [ @O;) (1 + [(Vdr, Vo) [ + | (Vi Vi, V82) )’

+¢|(v8,Ad)|. (7.21)

Then, substituting (7.17)-(7.21) into (7.16), taking & small enough and using (5.1)-(5.4)
for (u;,d;,6;),i =1,2 imply that

d . o o
gl va,0)|; +|(Va, vd, Ad, V)| < C|(& d,Vd,0)];. (7.22)

Consequently, it follows from the Gronwall inequality and the initial condition (i, d,
6)l¢=0 = (0,0,0) that

T
sup (lll3 + 413 + 10112,) + /0 (IVal3 + IVdlZ, + IVO]3) <0, (7.23)

0<t<T

from which one infers that i = d = 6 = 0 a.e.  x [0, T]. The fact that Vp=0, ae 2 x
[0, T'] can also be got.
The proof of uniqueness of the strong solution to the initial-boundary value problem

(1.3)-(1.5) is completed, where p is uniquely determined up to a constant.
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8 Conclusion

There is a lot literature focused on the isothermal models for liquid crystals, but still few

papers considering the non-isothermal ones. Based on the Galerkin approximation, we

first established the existence of the local-in-time strong solutions to system (1.3)-(1.5) by

a fixed point theorem and energy methods. Furthermore, the uniqueness of the strong

solution is also proved by energy methods. Finally, under the assumption of small initial

data, we showed the global-in-time existence of the established unique strong solution

and obtained the decay rate of the global strong solution. These results for a bounded

domain with periodic boundary condition extend the corresponding known results for

the isothermal models and is a part of the well-posedness theories for the non-isothermal

model. Based on the results in this paper, we shall consider a general bounded domain case

and Cauchy problems in the whole space in forthcoming studies. The author believes that

the studies of the non-isothermal model might lead us to a more complete understanding

of the behavior of the flow of liquid crystals.
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