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Abstract

In this paper, we investigate the existence of an S-shaped component in the solution
set of the following fourth-order boundary value problem:

where f € C([0, 1] x [0, 00) x (-00,0],10,00)),and A > 0 is a parameter. By figuring the
shape of unbounded continua of solutions, we show the existence and multiplicity of
positive solutions with respect to the parameter A, and especially, we obtain the
existence of at least three distinct positive solutions for A being in a certain interval.
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1 Introduction

The fourth-order boundary value problem

u" (x) = M (%, u(x), u”(x)), x€(0,1), (L1)
u(0)=u)=u"(0)=u"(1)=0

describes the deformations of an elastic beam with ends simply supported at 0 and 1; see

Gupta [1], Lazer and McKenna [2], and references therein. The solvability of (1.1) with

A =1 has been extensively studied by several authors under the at most linear growth

conditions; see Usmani [3], Yang [4], Del Pino [5], and Cabada [6]. However, these results

give no information about the sign of solutions.

The positivity (or negativity) of solutions of beam equation (i.e., the deflection of the
roadbed) is crucial for the whole system and properties of possibly nonstationary solu-
tions. Even if we focus on one-dimensional ODE problems, we would like to mention
works of Grunau and Sweers [7, 8], where positive solutions of fourth-order PDEs subject
to different types of boundary conditions are investigated. The existence and multiplic-
ity of positive solutions of (1.1) or its particular case have been investigated via theory of
fixed point index in a cone and Leray-Schauder degree by many authors; see, for example,
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[9-17] and the references therein. Notice that these results give no information on the in-
teresting problem as to what happens to the norms of positive solutions of (1.1) as A varies
in R*.

Recently, the global behavior of solution set of (1.1) has been studied by using Dancer’s
or Rabinowitz’s global bifurcation theorem (see Ma [18], Ma, Gao, and Han [19], and Dai
and Han [20]), and accordingly, the existence and multiplicity of positive solutions and
nodal solutions have been obtained. However, the sublinear and superlinear conditions
or asymptotic linear growth conditions imposed on the nonlinearities only deduce a rela-
tively simple “shape of the component”

For the second-order boundary value problem
iy”(x) =), xe(0.1), 12

y(0)=y(1) =0,

there have been some results on the existence of an S-shaped component. For example,

in the recent paper [21], Kim and Tanaka showed the existence of three positive solutions

via proving the existence of an S-shaped connected component in the solution set of the

following problem:

i (Y1P2y) =2alf o), %€ (0D), 13
»(0) = (1) = 0.

More precisely, they prove the following:

Theorem A ([21], Theorem 1.1) Assume that the following conditions hold:

(F1) there exist x1,%y € [0,1] such that x1 < x,, a(x) > 0 on (x1,%2), and a(x) < 0 on
[0, 1\ [1, %2];

(F2) there exista > 0,fo > 0, and fi > 0 such that lim;_, o+ f(z;f{)fffl =—fi;

(F3) fuo 1= limy_oo L% = 0;

(F4) there exists so > 0 such that

min Jlfzzfo(p—l)< T )p,

s€ls0,2s0] SP /,Llho X9 — X1

where (11 > 0 is the simple principal eigenvalue of the linear problem corresponding to (1.3),
and

2 ho=  min  hx).

Ty =
. T )
= 3. 3.
psin(%) re[ B 11430 |

Then there exist A, € (0, "—01) and A* > % such that
(i) (1.3) has at least one positive solution if . = hy;

(i) (1.3) has at least two positive solutions if hy < L <

(
(iif) (
(
(

) £l
Jo

) has at least three positive solutions ij“,—ol <A <AY

)

)

(iv)
(v)

1.3
1.3) has at least two positive solutions if . = 1*;
1.3

has at least one positive solution if . > 1*.

Page 2 of 13



Wang and Ma Boundary Value Problems (2016) 2016:189 Page 3 of 13

Of course, the natural question is what happens if we consider the fourth-order prob-
lem (1.1)? As we know, there are great differences between second-order and fourth-order
BVPs; for example, for second-order BVPs, the existence of a well-ordered pair of lower
and upper solutions is sufficient to ensure the existence of a solution enclosed by them;
see [22]. But this is not correct for fourth-order BVPs even for the simple boundary con-
ditions, as the authors showed in [6]. On the other hand, the concavity and convexity of
the solutions of second-order BVPs can be deduced directly from the nonlinearity in the
equation, but for fourth-order BVPs, this becomes complicated, especially when the non-
linearity changes the sign.

The purpose of this paper is to investigate the existence of an S-shaped component in
the solution set of problem (1.1).

Let

C= {(A, u;): A >0 and u, is a solution of(l.l)}

be a component in the solution set of problem (1.1). On the (4, ||u; || 0)-plane, we define
the component curve of C as follows:

C={(mllmrllo) : ) €C). (1.4)

We say that C is S-shaped if C has at least two turning points at some points (A%, |26 ||o0)
and (A4, |4, ||co), where A, < A* are two positive numbers such that

(©) Ml lloo < [l lloos

(i) at (A, |ltt3% |l o), the component curve C turns to the left,

(iii) at (A« [, lloo), the component curve C turns to the right.

As we mentioned before, the change of sign of f brings a great difficulty to the solvability
of (1.1), so in this paper, we only consider the nonnegative case. Evidently, if there exists an
S-shaped component in the positive solutions set of problem (1.1), then we can accordingly
deduce the existence and multiplicity of positive solutions for problem (1.1) and, especially,
establish the existence of three distinct positive solutions for A being in a certain interval.

It is worth remarking that the existence of an S-shaped component has its independent
interest. This relationship is very useful for computing the numerical solutions of (1.1)
since it can be used to guide the numerical work. For example, it can be used to estimate
the u-interval in advance in applying the finite difference method. Moreover, we note that
if f is nonnegative, then any positive solution u of (1.1) satisfies

T 1
il = u(z) = fo W (s)ds < [0 4/ (0) ds = u/(0),

and this, together with the S-shaped connected component, can be used to restrict the
range of initial values in applying the shooting method.
Throughout the paper, we assume that

(H1) f:[0,1] x [0,00) x (—00,0] — [0, 00) is continuous, and f (x,s, p) > 0 for x € [0,1] and

(s,p) € ([0,00) x (=00,0])\{(0,0)};
(H2) there exist constants a, b € [0,00) with a + b > 0 and ¢ > 0,d > 0 such that

lim f(x,8,p) — (as — bp)
W»o ,;SZ n p21+c

=—d uniformly for x € [0,1];
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(H3)

lim f(x,s,p)

s2+p2—00 v/ s? +P2

(H4) there exists so > 0 such that

=0 uniformly for x € [0,1];

X, 5, 1674
min L &SP | dom
selsodsol S M(a,

uniformly for x € [0,1], p € (-00,0],

where A1(a, b) > 0 is the generalized principal eigenvalue of the linear problem

u” (x) = AMau - bu"), x€(0,1),
u(0)=u)=u"(0)=u"1)=0

defined in Lemma 2.1.

It is easy to find that if (H2) holds, then

fs,p)=as—bp+o(y/s*+p?) asy/s?+p*—0. (1.5)
Moreover, if (1.5) and (H3) hold, then there exist constants A,B € [0,00) with A + B> 0
such that

f(x,s,p) <As—Bp uniformly for x € [0,1]. (1.6)

Considering the shape of a component in the positive solution set of problem (1.1), we
have the following result.

Theorem 1.1 Assume that (H1), (H2), (H3), and (H4) hold. Then there exist A, €
(0, A1(a, b)) and 1* > \i(a, b) such that

(i) (1.1) has at least one positive solution if . = L;

(ii

)

)
(ii)
iv)
)

1.1) has at least two positive solutions if A, < A < A(a, b);
1.1) has at least three positive solutions if M (a, b) < X < 1*;

(iv) (1.1) has at least two positive solutions if . = A*;

(
(
(
(v) (1.1) has at least one positive solution if A > 1*.
Remark 1.1 Using the Amann’s three-solution theorem, Cabada et al. [6] proved the ex-
istence of at least three solutions in the presence of lower and upper solutions for the
fourth-order problem

u” (x) = flx,ulx)), x€(0,1), 7)
u(0) =u() =u"(0)=u"(1) =0,

where f is bounded and satisfies the unilateral Lipschitz condition. Using the Morse the-

ory, Han and Xu [23] obtained an existence theorem on three solutions of problem (1.7),

where f(x, u) is differentiable in [0,1] x R. Our conditions imposed here are quite different

from those in [6] and [23]. Clearly, problem (1.7) can be seen as a particular case of (1.1),

and thus Theorem 1.1 extend the results of [6] and [23].
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The rest of this paper is arranged as follows. In Section 2, we show a global bifurcation
phenomena from the trivial branch with rightward direction. Section 3 is devoted to show
that there are at least two direction turns of the component and complete the proof of
Theorem 1.1.

2 Rightward bifurcation
In this section, we state some preliminary results and show a global bifurcation phe-
nomenon from the trivial branch with rightward direction.

Definition 2.1 Let o, 8 € [0,00) be given constants with & + B > 0. We say that A is a
generalized eigenvalue of the linear problem

u" (%) = AMau - Bu”), x€(0,1),
u(0) =u(l) =u"(0) =u"(1) =0,

if (2.1) has a nontrivial solution.

Lemma 2.1 ([18], Theorem 3.1) Let «, B € [0, 00) be given constants with a + 8 > 0. Then
the generalized eigenvalues of (2.1) are given by

)Vl(arﬁ) < )‘2(0[’,3) <-oe< )\n(a! ,3) <

where

k 4
hlet, B) = afﬂ% ke,

The generalized eigenfunction corresponding to Ar(o, B) is ¢i(t) = sinkmt.

Remark 2.1 The first generalized eigenvalue A1(c, 8) of the linear problem (2.1) is the
minimum of the Rayleigh quotient, that is,

Cc*0,1,u#0

o " (%)) dx ‘ e

M(a, B) = inf
(e p)=in { X @) + B @)P) dx

and #(0) = u(1) =" (0) = 4" (1) = 0}.

Moreover, the corresponding eigenfunction ¢;(¢) = sin ¢ is positive in (0, 1).

Let g € C[0,1]. It is well known that the fourth-order linear problem

has a unique solution

1 p1
v(t) = f / G(t,5)G(s, T)g(r)dr ds,
o Jo



Wang and Ma Boundary Value Problems (2016) 2016:189 Page 6 of 13

Moreover, if g > 0 and g # 0, then

1
V() = —/ G(t,5)g(s)ds < 0,
0

that is, v > 0 is concave.
The Green'’s function G(t, s) has the following properties:
(i) 0<G(t1H)G(s,s) < GlL,s) < G(s,s),Vt,s€(0,1);
(i) G(t,s) > 1G(s,5), ¥t € [%,2],5€(0,1).

Therefore, for any t € [%, %], we have

v(t) = /01 G(t,s)|:/01 G(s, T)g(‘[)d'(] ds

1 1 1
> Z/o G(s,s)[/o G(s,r)g(t)dri| ds

Vlloo- (2.2)

=

N

Let
e(x):=sinwx, x€][0,1],

and

X={ueC?0,1] | u(0) =u(l) =u"(0) = u"(1) = 0,

Jy €(0,00), s.t. —ye(x) <u’(x) < ye(x) for x € [0,1]}.

We define the norm of X by
llullx := inf{y | —ye(x) < u”"(x) < ye(x),x € [0,1]}.
It is easy to check that (X, || - ||x) is a Banach space and
letlloo < "], < Iullx. (23)
Let
P:={ueX|u'"(x)<0,ulx)>0,xe[0,1]}.

Then P is a normal cone of X and has a nonempty interior, and X = P — P.
Let ¢ € C([0,1] x [0,00) x (00, 0]) be such that

fx,s,p) =as—bp+¢(x,s,p).
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Clearly, (1.5) implies that

lim ¢(x,8,p)
V20 /8% + p?

=0 uniformly for x € [0,1].

Then we consider

u”(x) = Mau - bu") + L (x,u,u”), x€(0,1),
u(0)=ul)=u"(0)=u"1)=0

as a bifurcation problem from the trivial solution u = 0.
Using the Dancer bifurcation theorem and following the arguments in the proof of The-
orem 4.1 in [18], we have the following:

Lemma 2.2 ([18]) Assume that (H1) and (H2) hold. Then from (\i(a, b),0) there emanate
an unbounded subcontinuum C of positive solutions of (1.1) in the set

{(n, ) €(0,00) x P:u €intP}.

Lemma 2.3 Assume that (H1), (H2), and (H3) hold. Let {(,,, u,)} be a sequence of posi-
tive solutions to (1.1) that satisfies A, — *i(a,b) and |\u,||x — 0. Then there exists a sub-

sequence of {u,}, again denoted by {u,}, such that g converges uniformly to Si;’z”‘ on
[0,1].
Proof Set v, := H:ﬁ Then |v,llx = 1, and (2.3) implies that ||v,|lo and ||V]|l are

bounded. By the Ascoli-Arzela theorem a subsequence of v, uniformly converges to a
limit v, and we again denote by v, the subsequence.

For every (A, u,), we have

1 1
U, (x) = k,,/o G(x,s)[/o G(s, 'L’)f(‘L’, u, (1), u’,;(r)) dt] ds. (2.4)

Dividing both sides of (2.4) by ||u,||x, we get

1 1 1"
Vu(x) = Ay / G(x,s) |:/ G(s, t)JM dr:| ds. (2.5)
0 0

”un”X

Combining (1.6) with (2.3), we have

flr,u,(T), U, (7)) _ Au,(t) — Bu,(7)

Nl llx B ll22 1 x

<A+ B uniformly for t € [0,1]. (2.6)
Recalling (1.5), Lebesgue’s dominated convergence theorem shows that

1 1
v(x) = A(a, b)/o G(x,s) |;/0 G(s, r)(m/(r) -b/'(1)) dr:| ds, (2.7)

which means that v is a nontrivial solution of (2.1) with A = A;(a, b), and hence there exists
a constant k such that v = k¢, = ksinzx since ||v|x =1, and then k = % (I
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Remark 2.2 From the proof of Lemma 2.3 we have that Huﬁlx converges uniformly to

—sinwx on [0,1].

Lemma 2.4 Assume that (H1), (H2), and (H3) hold. Let C be as in Lemma 2.2. Then there
exists 8 > 0 such that (A, u) € C and |\ — ©i(a, b)| + ||ullx <& imply X > A1(a, b).

Proof Assume to the contrary that there exists a sequence {(A,, u,)} C C such that A, —

M(a, b), luqllx — 0,and A, Al(a, b). By Lemma 2.3 there exists a subsequence of {u,},

//
sin nx

again denoted by {u,}, such that converges uniformly to and converges

Hu || Tunllx ||

uniformly to —sinzx on [0, 1]. Multiplying the equation of (1.1) w1th (A u) = (A uy) by 1y,

and integrating over [0, 1], we have

1 1
f ()t (x) dox = A, / f(x, U, (%), u:;(x))un(x) dx. (2.8)
0 0
By simple computation and using the definition of 1;(a, b) in Remark 2.1, we get
1 1 )
/ t,(x)ut)" (x) dix = / (u(x))” dx
0 0
! 2
> A(a, b)/ (aui(x) + b(u'n(x)) )dx. (2.9)
0

Combining (2.8) with (2.9), we have

1 1
/ f(x, Uy, u;’)u,, dx > M / (aui(x) + h(u’n(x))z) dx
0 }\n 0

_ )\.1 (d, b)

1
/ (autn(x) — buiy(x))u, (x) dx, (2.10)
0

that is,

folf(x, Uy, Utk A — fol (avy(x) — bul)(x)) iy (x) dx

loen 1%

(BB 1) [ (e () — by () () dx

lloull

(2.11)

Since

o G, vty )Yty i — [ (@t () — bl (%)) () e

loaall 3
1
/ [/t 18,) — (att(3) — bty o)) ot () /267 + 02
X
u2 + u”zl ||un||2+c

/ ) )~ ) ) ( >_dx
I/l

+ u//21 122l x ||un||)(
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Lebesgue’s dominated convergence theorem, (2.3), condition (H2), and Lemma 2.3 imply
that

folf(x, Uy W)Uy, A — fol(am,,(x) - bu)(x))u, (x) dx

2
lletn X"

lic

Lsinzx (sinmx 2
— —d > ——— tsin“mx dx < 0.
0 4 T

Similarly,

(29D 1) [ e () — bue ()t ()

2
ll2enll "

(b 1w, " f
=< 1(a )_1) : / 1, (%) (ﬂ Uy (%) b u, (%) )dx, (212)
An lunllx Jo Nunllx \ Nl lluenllx
and by Lebesgue’s dominated convergence theorem, (2.3), and Lemma 2.3 we have
1 "
/ Un (%) (ﬂ Un) 4, (%) ) dx
o lunlix \ lNunllx  llonllx

Lsingx [ sinmx .
— a——— +bsinnx | dx >0,
0

2 w2

which contradicts (2.11). O

3 Direction turns of component and proof of Theorem 1.1

In this section, we show that there are at least two direction turns of the component under
conditions (H3) and (H4), that is, the component is S-shaped, and accordingly, we finish
the proof of Theorem 1.1.

Lemma 3.1 Assume that (H1) and (H4) hold. Let u be a positive solution of (1.1) with
lletll oo = 4Sg. Then A < Ai(a, b).

Proof Let u be a solution of (1.1) with || #||s = 4so. Then (2.2) imply that

1 13
Ellulloo=80§u(x)§||u||oo=4sO, xeloa|

Suppose on the contrary that A > A1(a, b). Then by (H4) we have

" (x) = M (%, u(x), u" (x))

> ) u(x)
6 4
> ha b)%u(x)

=l6ntux), xe [—,—i|. (3.1)
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Multiplying inequality (3.1) by sin[27 (x — %)] and integrating over [i, %], we have
3 3
1 1 1 1
/1 u”" sin |:27r ( - Z)] dx > /1 167 u(x) sin |:27T (x - Z):| dx. (3.2)
3 i

On the other hand, by simple computation we have that

3

[ i (- £ o
ol (B) e (2)] 5o u(2) eol2)]

3

+ /11 167 u(x) sin[2n <x - i):| dx.

4

Since u(t) > 0 is concave, we have 27 [u”(i) + u”(%)] - 8n3[u(i) + u(%)] < 0, which gives a
contradiction. O

Lemma 3.2 Assume that (H1), (H2), and (H3) hold. Then, C joins (A (a, b),0) to (00, 00)
in [0,00) x P.

Proof We divide the proof into two steps.

Step 1. We show that sup{A | (A, u) € C} = c0.

Assume on the contrary that sup{A | (A, u) € C} =: ¢ < 00. Let {(Ay, u,)} C C be such that
[Aul + et llx — oo. Then ||u,||x — oo. Since (A, u,) € C, we have that

u:«://(x) = )"nf(x’ Mn(x)x MZ(x))r PAS (O’ 1)) (3 3)
1n(0) = u,(1) = (0) = u;(1) = 0. '
Set w, := H:ﬁ Then ||w,|lx =1, and
1 o onf @ (), (%))
wn (x) - et Nl x ’ S (0) 1), (3'4)
wn(o) = wn(l) = a)Z(O) = w;,/(l) =0.

Similarly to (2.6), W%W is bounded, and thus {w)"} is bounded. By the Ascoli-
Arzela theorem, choosing a subsequence and relabeling if necessary, it follows that there

exists (1, 7) € [0, co] x P with |[7]|x = 1 such that

lim (A, w,) = (0, 7)  in [0,co] % P. (3.5)

n—00

Let

~

fr) = max{f(x,s,p) [0 <

(s,p)| =r,xel0,1]}.

Thenf is nondecreasing, and (H3) implies that

im 79 _ o, (3.6)

r—oo r
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By (2.3) we have

S0, 10@) _ TS Tt + T2 _ T/t 1)

ll4nllx B lla4nllx T lluallx

which, together with (3.6) and ||u, ||x — oo, implies that

S, u, (%), 1, () _

(3.7)
n—00 llznllx
Notice that (3.4) is equivalent to
1 7
(%) = A / G(x,s)[ / Gis, oy (D). 14,(T)) dri| ds, xe(0,1). (3.8)
0 Iz |l x

Combining this with (3.5) and using (3.7) and the Lebesgue dominated convergence the-
orem, it follows that

1 1
aﬁ/o G(x,s)[/o G(s,r)0d11|ds:0, x€(0,1).

This contradicts with ||| x = 1. Therefore, sup{A | (A, u) € C} = 00

Step 2. We show that sup{||u||x | (A, u) € C} = 00

Assume on the contrary that sup{||u||x | (A, u) € C} =: My < 00. Let {(X,,, u,)} C C be such
that

Ap—> 00, |ullx < M.

Then, by (2.3), [|uxllcc < Mo, Il llcc < Mo.

Since (A4, u,) € C, using (2.2) we have

|: G(S,‘L')f T, u,(1), u”(r)) dr] ds

_ ! 1 [T, un(7),u,(7)) ]
—)L,,/O G(x,s)[ﬁ G(s,r)—n( ) u,(t)drt | ds

4

u,(x) = G(x, G(s,t)f T, u,(1), u”(r)) dr] ds

| \/

G (x, S)

1 1 " "
> _Hunnoo)\n/ G(x,s)[/ G(s,T) M r] ds, (3.9)
4 0 ) luallx
which yields that {1, } is bounded. This gives a contradiction. 0

Proof of Theorem 1.1. Let C be as in Lemma 2.2. By Lemma 2.4, C is bifurcating from
(A1(a, b),0) and goes rightward. By Lemma 3.2 there exists a sequence {(A,, u#,)} C C such
that ,, — oo and ||u,||x — oco. Itis easy to see that || u,||x — oo implies ||u, | — 00, and
then there exists (Ao, o) € C such that ||u|| oo = 4so. Lemma 3.1 implies that Ag < A1(a, b).
By Lemmas 2.4, 3.1, and 3.2, C passes through some points (A;(a, b),v1) and (A1(a, b), v2)
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with [|[v1 [l < 450 < ||V2 s, and there exist A and A that satisfy 0 < A < A1(a, b) < A and both
(i) and (ii):
(i) if A € (A1(a, b), 1], then there exist u and v such that (&, %), (A, v) € C and
ltllco < VIloo < 4805
(i) if A € (A, A1(a, b)], then there exist u and v such that (A, z), (A,v) € C and
lulloo < 4o < [[V]loo-

Define A* = sup{A : A satisfies (i)} and A, = inf{A : A satisfies (ii)}. Then (1.1) has positive
solutions u,, at A = A, and u,* at A = A%, respectively. Clearly, the component curve C
turns to the left at (A%, ||u;x||o) and to the right at (A4, ||#;, ||« ), that is, C is an S-shaped
component. This, together with Lemma 3.2, completes the proof of Theorem 1.1. d
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