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## Abstract

In view of the Avery-Peterson fixed point theorem, this paper investigates the existence of three positive solutions for the second-order boundary value problem with integral boundary conditions

$$
\left\{\begin{array}{l}
u^{\prime \prime}(t)+h(t) f\left(t, u(t), u^{\prime}(t)\right)=0, \quad 0<t<1, \\
u(0)-\alpha u^{\prime}(0)=\int_{0}^{1} g_{1}(s) u(s) d s \\
u(1)+\beta u^{\prime}(1)=\int_{0}^{1} g_{2}(s) u(s) d s
\end{array}\right.
$$

The interesting point is that the nonlinear term involves the first-order derivative explicitly.
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## 1 Introduction

In this paper, we consider the positive solutions of the following boundary value problem:

$$
\left\{\begin{array}{l}
u^{\prime \prime}(t)+h(t) f\left(t, u(t), u^{\prime}(t)\right)=0, \quad 0<t<1,  \tag{1.1}\\
u(0)-\alpha u^{\prime}(0)=\int_{0}^{1} g_{1}(s) u(s) d s \\
u(1)+\beta u^{\prime}(1)=\int_{0}^{1} g_{2}(s) u(s) d s,
\end{array}\right.
$$

where $\alpha$ and $\beta$ are nonnegative constants.
Boundary value problems of ordinary differential equations arise in kinds of different areas of applied mathematics and physics. Many authors have studied two-point, threepoint, multi-point boundary value problems for second-order differential equations extensively, see $[1-4]$ and the references therein. In recent years, boundary value problems with integral boundary conditions also arise in thermal conduction, chemical engineering, underground water flow, and plasma physics. Some authors have investigated boundary value problems with integral boundary conditions; see [5-13]. Boucherif [6] considered the following problem:

$$
\left\{\begin{array}{l}
y^{\prime \prime}(t)=f(t, y(t)), \quad 0<t<1 \\
y(0)-a y^{\prime}(0)=\int_{0}^{1} g_{0}(s) y(s) d s \\
y(1)-b y^{\prime}(1)=\int_{0}^{1} g_{1}(s) y(s) d s
\end{array}\right.
$$

where $f:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ is continuous, $g_{0}, g_{1} \in C([0,1] \rightarrow[0,+\infty))$, $a, b \geq 0$. By using Krasnoselskii's fixed point theorem, the existence of positive solutions was obtained.
To the best knowledge of the authors, no work has been done for boundary value problem (1.1) by applying the Avery-Peterson fixed point theorem. In this paper, we will study the existence of three positive solutions of BVP (1.1). Now, we give the following assumptions:
$\left(\mathrm{H}_{1}\right) f \in C([0,1] \times[0, \infty) \times(-\infty, \infty),[0, \infty)), h \in C([0,1],[0, \infty))$;
$\left(\mathrm{H}_{2}\right) g_{1}, g_{2} \in C([0,1],[0, \infty))$, and $0 \leq \sigma_{1}+\sigma_{2}<1, \rho=1-\sigma_{2}-\sigma_{3}+\sigma_{2} \sigma_{3}-\sigma_{1} \sigma_{4}>0$, where

$$
\begin{array}{ll}
\sigma_{1}=\int_{0}^{1} \frac{\alpha+s}{1+\alpha+\beta} g_{1}(s) d s, & \sigma_{2}=\int_{0}^{1} \frac{1+\beta-s}{1+\alpha+\beta} g_{1}(s) d s \\
\sigma_{3}=\int_{0}^{1} \frac{\alpha+s}{1+\alpha+\beta} g_{2}(s) d s, & \sigma_{4}=\int_{0}^{1} \frac{1+\beta-s}{1+\alpha+\beta} g_{2}(s) d s
\end{array}
$$

## 2 Preliminaries

In this section, we present the Avery-Peterson fixed point theorem and some lemmas.

Theorem 2.1 ([14]) Let P be a cone in a real Banach space E. Let $\gamma$ and $\theta$ be nonnegative continuous convex functional on $P$. Let $\alpha$ be a nonnegative continuous concave functional on $P$, and let $\psi$ be a nonnegative continuous functional on $P$ satisfying $\psi(\lambda x) \leq \lambda \psi(x)$ for $0 \leq \lambda \leq 1$, such that for some positive numbers $M$ and $d$,

$$
\alpha(x) \leq \psi(x) \quad \text { and } \quad\|x\| \leq M \gamma(x)
$$

for all $x \in \overline{P(\gamma, d)}$. Suppose that $T: \overline{P(\gamma, d)} \rightarrow \overline{P(\gamma, d)}$ is a completely continuous operator and there exist positive numbers $a, b$, and $c$ with $a<b$ such that
$\left(\mathrm{C}_{1}\right)\{x \in P(\gamma, \theta, \alpha, b, c, d) \mid \alpha(x)>b\} \neq \emptyset$ and $\alpha(T x)>b$ for $x \in P(\alpha, b ; \theta, c ; \gamma, d)$;
$\left(C_{2}\right) \alpha(T x)>b$ for $x \in P(\alpha, b ; \gamma, d)$ with $\theta(T x)>c$;
$\left(C_{3}\right) 0 \notin R(\gamma, \psi, a, d)$ and $\psi(T x)<a$ for $x \in R(\gamma, \psi, a, d)$ with $\psi(x)=a$.
Then $T$ has at least three fixed points $x_{1}, x_{2}, x_{3} \in \overline{P(\gamma, d)}$ such that $\gamma\left(x_{i}\right) \leq d$ for $i=1,2,3$; $b<\alpha\left(x_{1}\right) ; a<\psi\left(x_{2}\right)$ with $\alpha\left(x_{2}\right)<b ; \psi\left(x_{3}\right)<a$.

Let $E=\left(C^{1}[0,1],\|\cdot\|\right)$ be the Banach space with the maximum norm

$$
\|u\|=\max \left\{\max _{0 \leq t \leq 1}|u(t)|, \max _{0 \leq t \leq 1}\left|u^{\prime}(t)\right|\right\} .
$$

Denote by $P$

$$
P=\{u \in E \mid u(t) \geq 0, \text { and } u(t) \text { is concave on }[0,1]\} .
$$

Lemma 2.2 If $\left(\mathrm{H}_{2}\right)$ holds, then for $p(t) \geq 0, t \in[0,1]$, the boundary value problem

$$
\begin{align*}
& u^{\prime \prime}(t)+p(t)=0, \quad 0<t<1  \tag{2.1}\\
& u(0)-\alpha u^{\prime}(0)=\int_{0}^{1} g_{1}(s) u(s) d s, \quad u(1)+\beta u^{\prime}(1)=\int_{0}^{1} g_{2}(s) u(s) d s, \tag{2.2}
\end{align*}
$$

has a unique solution

$$
u(t)=\int_{0}^{1} G(t, s) p(s) d s+\int_{0}^{1} R(t, s) \int_{0}^{1} G(s, \tau) p(\tau) d \tau d s
$$

where

$$
G(t, s)= \begin{cases}\frac{(\alpha+t)(1+\beta-s)}{1+\alpha+\beta}, & 0 \leq t \leq s \leq 1  \tag{2.3}\\ \frac{(\alpha+s)(1+\beta-t)}{1+\alpha+\beta}, & 0 \leq s \leq t \leq 1,\end{cases}
$$

and

$$
R(t, s)=\frac{\left[\left(1-\sigma_{3}\right)(1+\beta-t)+\sigma_{4}(\alpha+t)\right] g_{1}(s)+\left[\sigma_{1}(1+\beta-t)+\left(1-\sigma_{2}\right)(\alpha+t)\right] g_{2}(s)}{\rho(1+\alpha+\beta)} .
$$

Remark 2.1 Here we point out that the form of $u(t)$ is different from the corresponding part of [5], but their proofs are similar, we omit them here.

It is obvious that $G(t, s) \geq 0$ for $(t, s) \in[0,1] \times[0,1]$ if $\alpha \geq 0, \beta \geq 0$.

Lemma 2.3 ([6]) Let $\alpha \geq 0, \beta \geq 0$. Then for $t, s \in[0,1]$, we have

$$
\gamma_{0} G(s, s) \leq G(t, s) \leq G(s, s)
$$

where $0<\gamma_{0}<1$.
$\forall u \in P$, we define

$$
\begin{align*}
(T u)(t)= & \int_{0}^{1} G(t, s) h(s) f\left(s, u(s), u^{\prime}(s)\right) d s \\
& +\int_{0}^{1} R(t, s) \int_{0}^{1} G(s, \tau) h(\tau) f\left(\tau, u(\tau), u^{\prime}(\tau)\right) d \tau d s \tag{2.4}
\end{align*}
$$

By Lemma 2.2, $u(t)$ is a solution of BVP (1.1) if and only if $u$ is a fixed point of $T$.

Lemma 2.4 If conditions $\left(\mathrm{H}_{1}\right)$ and $\left(\mathrm{H}_{2}\right)$ hold, then $T: P \rightarrow P$ is completely continuous.

Proof In virtue of the definitions of $T, G(t, s), R(t, s)$, we see, for each $u \in P$, that there is $T u \geq 0, t \in[0,1]$. From $(T u)^{\prime \prime}(t)=-h(t) f\left(t, u(t), u^{\prime}(t)\right) \leq 0$, we deduce that $T u$ is concave on $[0,1]$. Therefore, $T: P \rightarrow P$. A standard argument indicates that $T: P \rightarrow P$ is completely continuous.

Lemma 2.5 ([15]) If $u \in P, \delta \in\left(0, \frac{1}{2}\right)$, then $u(t) \geq \delta \max _{0 \leq t \leq 1} u(t), t \in[\delta, 1-\delta]$.

Lemma 2.6 For $u \in P$, if $\left(\mathrm{H}_{2}\right)$ holds, then

$$
\max _{0 \leq t \leq 1} u(t) \leq \frac{1+\alpha}{1-\sigma_{1}-\sigma_{2}} \max _{0 \leq t \leq 1}\left|u^{\prime}(t)\right| .
$$

Proof The fact that $u(t)=u(0)+\int_{0}^{t} u^{\prime}(s) d s$ implies that

$$
u(t) \leq u(0)+\max _{0 \leq t \leq 1}\left|u^{\prime}(t)\right|
$$

Simultaneously,

$$
u(0)=\alpha u^{\prime}(0)+\int_{0}^{1} g_{1}(s) u(s) d s \leq \alpha \max _{0 \leq t \leq 1}\left|u^{\prime}(t)\right|+\max _{0 \leq t \leq 1} u(t) \int_{0}^{1} g_{1}(s) d s
$$

Hence,

$$
\max _{0 \leq t \leq 1} u(t) \leq(1+\alpha) \max _{0 \leq t \leq 1}\left|u^{\prime}(t)\right|+\max _{0 \leq t \leq 1} u(t) \int_{0}^{1} g_{1}(s) d s
$$

i.e.,

$$
\max _{0 \leq t \leq 1} u(t) \leq \frac{1+\alpha}{1-\int_{0}^{1} g_{1}(s) d s} \max _{0 \leq t \leq 1}\left|u^{\prime}(t)\right|=\frac{1+\alpha}{1-\sigma_{1}-\sigma_{2}} \max _{0 \leq t \leq 1}\left|u^{\prime}(t)\right|
$$

## 3 Main result

Let

$$
\gamma(u)=\max _{0 \leq t \leq 1}\left|u^{\prime}(t)\right|, \quad \theta(u)=\psi(u)=\max _{0 \leq t \leq 1} u(t), \quad \alpha(u)=\min _{\delta \leq t \leq 1-\delta} u(t),
$$

where $\gamma$ and $\theta$ are nonnegative continuous convex functionals, $\psi$ is a nonnegative continuous functional, $\alpha$ is a nonnegative continuous concave functional on the cone $P$.

With Lemmas 2.5 and 2.6 , for all $u \in P$, we have

$$
\delta \theta(u) \leq \alpha(u) \leq \theta(u)=\psi(u), \quad\|u\|=\max \{\theta(u), \gamma(u)\} \leq \frac{1+\alpha}{1-\sigma_{1}-\sigma_{2}} \gamma(u) .
$$

For convenience, put

$$
\begin{aligned}
& m_{1}=\min \{R(t, s) \mid t, s \in[0,1]\}, \quad M_{1}=\max \{R(t, s) \mid t, s \in[0,1]\}, \\
& m_{2}=\min \left\{\left.\left|\frac{\partial R(t, s)}{\partial t}\right| \right\rvert\, t, s \in[0,1]\right\}, \quad M_{2}=\max \left\{\left.\left|\frac{\partial R(t, s)}{\partial t}\right| \right\rvert\, t, s \in[0,1]\right\}, \\
& L=\frac{2+\alpha+2 \beta}{1+\alpha+\beta} \int_{0}^{1} h(s) d s+M_{2} \int_{0}^{1} G(s, s) h(s) d s, \\
& M=\delta \gamma_{0}\left(1+m_{1}\right) \int_{\delta}^{1-\delta} G(s, s) h(s) d s, \quad N=\left(1+M_{1}\right) \int_{0}^{1} G(s, s) h(s) d s
\end{aligned}
$$

Now, we are in the position to give our main result.
Theorem 3.1 Let conditions $\left(\mathrm{H}_{1}\right)$ and $\left(\mathrm{H}_{2}\right)$ hold, and there exist positive numbers $a, b, d$ with $0<a<b<\delta d$ such that
$\left(\mathrm{A}_{1}\right) f(t, x, y) \leq \frac{d}{L}$, for $(t, x, y) \in[0,1] \times\left[0, \frac{1+\alpha}{1-\sigma_{1}-\sigma_{2}} d\right] \times[-d, d]$,
$\left(\mathrm{A}_{2}\right) f(t, x, y)>\frac{b}{M}$, for $(t, x, y) \in[\delta, 1-\delta] \times\left[b, \frac{b}{\delta}\right] \times[-d, d]$,
$\left(\mathrm{A}_{3}\right) f(t, x, y)<\frac{a}{N}$, for $(t, x, y) \in[0,1] \times[0, a] \times[-d, d]$.

Then BVP (1.1) has at least three positive solutions $u_{1}, u_{2}$, and $u_{3} \in \overline{P(\gamma, d)}$ satisfying

$$
\max _{0 \leq t \leq 1}\left|u_{i}^{\prime}(t)\right| \leq d, \quad i=1,2,3
$$

and

$$
\min _{\delta \leq t \leq 1-\delta} u_{1}(t)>b, \quad \max _{0 \leq t \leq 1} u_{2}(t)>a, \quad \text { with } \min _{\delta \leq t \leq 1-\delta} u_{2}(t)<b, \quad \max _{0 \leq t \leq 1} u_{3}(t)<a .
$$

Proof Now we prove that $T$ satisfies the conditions of the Avery-Peterson fixed point theorem which will give the existence of three fixed points of $T$.
We first of all show that $T: \overline{P(\gamma, d)} \rightarrow \overline{P(\gamma, d)}$. If $u \in \overline{P(\gamma, d)}$, then

$$
\gamma(u)=\max _{0 \leq t \leq 1}\left|u^{\prime}(t)\right| \leq d .
$$

In view of Lemma 2.6, we have

$$
\max _{0 \leq t \leq 1} u(t) \leq \frac{1+\alpha}{1-\sigma_{1}-\sigma_{2}} d,
$$

then $\left(\mathrm{A}_{1}\right)$ implies that $f\left(t, u(t), u^{\prime}(t)\right) \leq \frac{d}{L}$. By the concavity of $T u$ on $[0,1]$, we have

$$
\begin{aligned}
\gamma(T u)= & \max _{0 \leq t \leq 1}\left|(T u)^{\prime}(t)\right|=\max \left\{\left|(T u)^{\prime}(0)\right|,\left|(T u)^{\prime}(1)\right|\right\} \\
\leq & \left|\int_{0}^{1} \frac{1+\beta-s}{1+\alpha+\beta} h(s) f\left(s, u(s), u^{\prime}(s)\right) d s\right|+\left|\int_{0}^{1} h(s) f\left(s, u(s), u^{\prime}(s)\right) d s\right| \\
& +\left|\int_{0}^{1} \frac{\partial R(t, s)}{\partial t} \int_{0}^{1} G(s, \tau) h(\tau) f\left(\tau, u(\tau), u^{\prime}(\tau)\right) d \tau d s\right| \\
\leq & \left(1+\frac{1+\beta}{1+\alpha+\beta}\right) \int_{0}^{1} h(s) f\left(s, u(s), u^{\prime}(s)\right) d s \\
& +\int_{0}^{1}\left|\frac{\partial R(t, s)}{\partial t}\right| \int_{0}^{1} G(\tau, \tau) h(\tau) f\left(\tau, u(\tau), u^{\prime}(\tau)\right) d \tau d s \\
\leq & \frac{2+\alpha+2 \beta}{1+\alpha+\beta} \frac{d}{L} \int_{0}^{1} h(s) d s+M_{2} \frac{d}{L} \int_{0}^{1} G(s, s) h(s) d s \\
= & \frac{d}{L} \cdot L=d .
\end{aligned}
$$

Thus, $T: \overline{P(\gamma, d)} \rightarrow \overline{P(\gamma, d)}$.
Second, we confirm the condition $\left(C_{1}\right)$ of Theorem 2.1. By choosing $u(t) \equiv \frac{b}{\delta}, 0 \leq t \leq 1$, we get

$$
\alpha(u)=\frac{b}{\delta}>b, \quad \theta(u)=\frac{b}{\delta}, \quad \gamma(u)=0<d
$$

Therefore $\left\{\left.u \in P\left(\gamma, \theta, \alpha, b, \frac{b}{\delta}, d\right) \right\rvert\, \alpha(u)>b\right\} \neq \emptyset$. Hence, if $u \in\left\{\left.P\left(\gamma, \theta, \alpha, b, \frac{b}{\delta}, d\right) \right\rvert\, \alpha(u)>b\right\}$, then $b \leq u(t) \leq \frac{b}{\delta},\left|u^{\prime}(t)\right| \leq d, \delta \leq t \leq 1-\delta$. By $\left(\mathrm{A}_{2}\right)$, we have $f\left(t, u(t), u^{\prime}(t)\right)>\frac{b}{M}, \delta \leq t \leq$
$1-\delta$. Combining the definition of $\alpha$ with Lemma 2.5 , we obtain

$$
\begin{aligned}
\alpha(T u)= & \min _{\delta \leq t \leq 1-\delta}(T u)(t) \geq \delta \max _{0 \leq t \leq 1}(T u)(t) \\
= & \delta \max _{0 \leq t \leq 1}\left[\int_{0}^{1} G(t, s) h(s) f\left(s, u(s), u^{\prime}(s)\right) d s\right. \\
& \left.+\int_{0}^{1} R(t, s) \int_{0}^{1} G(s, \tau) h(\tau) f\left(\tau, u(\tau), u^{\prime}(\tau)\right) d \tau d s\right] \\
\geq & \gamma_{0} \delta\left[1+\int_{0}^{1} R(t, s) d s\right] \int_{0}^{1} G(s, s) h(s) f\left(s, u(s), u^{\prime}(s)\right) d s \\
\geq & \gamma_{0} \delta\left(1+m_{1}\right) \int_{\delta}^{1-\delta} G(s, s) h(s) f\left(s, u(s), u^{\prime}(s)\right) d s \\
> & \gamma_{0} \delta\left(1+m_{1}\right) \frac{b}{M} \int_{\delta}^{1-\delta} G(s, s) h(s) d s \\
= & \frac{b}{M} \cdot M=b .
\end{aligned}
$$

This shows that condition $\left(\mathrm{C}_{1}\right)$ of Theorem 2.1 is satisfied.
Third, if $u \in P(\gamma, \alpha, b, d)$ and $\theta(T u)>\frac{b}{\delta}$, then

$$
\alpha(T u)=\min _{\delta \leq t \leq 1-\delta}(T u)(t) \geq \delta \max _{0 \leq t \leq 1}(T u)(t)=\delta \theta(T u)>\delta \cdot \frac{b}{\delta}=b .
$$

Thus, condition $\left(\mathrm{C}_{2}\right)$ of Theorem 2.1 follows.
Finally, we show that $\left(\mathrm{C}_{3}\right)$ of Theorem 2.1 holds. Clearly, $\psi(0)=0<a$, so $0 \notin R(\gamma, \psi, a, d)$.
Suppose that $u \in R(\gamma, \psi, a, d)$ with $\psi(u)=a$, then $0 \leq u(t) \leq a, t \in[0,1]$. By $\left(\mathrm{A}_{3}\right)$, we get

$$
\begin{aligned}
\psi(T u)= & \max _{0 \leq t \leq 1}(T u)(t) \\
= & \max _{0 \leq t \leq 1}\left[\int_{0}^{1} G(t, s) h(s) f\left(s, u(s), u^{\prime}(s)\right) d s\right. \\
& \left.+\int_{0}^{1} R(t, s) \int_{0}^{1} G(s, \tau) h(\tau) f\left(\tau, u(\tau), u^{\prime}(\tau)\right) d \tau d s\right] \\
\leq & \max _{0 \leq t \leq 1}\left[1+\int_{0}^{1} R(t, s) d s\right] \int_{0}^{1} G(s, s) h(s) f\left(s, u(s), u^{\prime}(s)\right) d s \\
= & \left(1+M_{1}\right) \int_{0}^{1} G(s, s) h(s) f\left(s, u(s), u^{\prime}(s)\right) d s \\
< & \left(1+M_{1}\right) \frac{a}{N} \int_{0}^{1} G(s, s) h(s) d s \\
= & \frac{a}{N} \cdot N=a .
\end{aligned}
$$

Condition $\left(\mathrm{C}_{3}\right)$ of Theorem 2.1 is also satisfied.
Therefore, Theorem 2.1 implies that BVP (1.1) has at least three positive solutions $u_{1}$, $u_{2}$, and $u_{3}$ such that

$$
\max _{0 \leq t \leq 1}\left|u_{i}^{\prime}(t)\right| \leq d, \quad i=1,2,3,
$$

and

$$
\min _{\delta \leq t \leq 1-\delta} u_{1}(t)>b, \quad \max _{0 \leq t \leq 1} u_{2}(t)>a, \quad \min _{\delta \leq t \leq 1-\delta} u_{2}(t)<b, \quad \max _{0 \leq t \leq 1} u_{3}(t)<a .
$$

The proof of Theorem 3.1 is complete.

In the following we give an example to illustrate our result.

## 4 Example

Example 4.1 Consider the following boundary value problem:

$$
\left\{\begin{array}{l}
u^{\prime \prime}(t)+f\left(t, u(t), u^{\prime}(t)\right)=0, \quad 0<t<1,  \tag{4.1}\\
u(0)-2 u^{\prime}(0)=\frac{1}{2} \int_{0}^{1} u(s) d s, \quad u(1)+2 u^{\prime}(1)=\int_{0}^{1} s u(s) d s,
\end{array}\right.
$$

where

$$
f(t, x, y)= \begin{cases}\frac{1}{100} t+75 x^{10}+\frac{1}{100}\left(\frac{y}{6 \times 10^{8}}\right)^{2}, & x \leq 3  \tag{4.2}\\ \frac{1}{100} t+75 \times 3^{10}+\frac{1}{100}\left(\frac{y}{6 \times 10^{8}}\right)^{2}, & x>3\end{cases}
$$

Let $\delta=\frac{1}{3}, a=\frac{1}{2}, b=1, d=6 \times 10^{8}$, after a direct calculation, we get $\sigma_{1}=\frac{1}{4}, \sigma_{2}=\frac{1}{4}, \sigma_{3}=\frac{4}{15}$, $\sigma_{4}=\frac{7}{30}, \rho=\frac{59}{120}, \gamma_{0}=\frac{2}{15}, m_{1}=\frac{26}{59}, M_{1}=\frac{92}{59}, M_{2}=\frac{6}{59}, m_{2}=0, L=\frac{509}{295}, M=\frac{11458}{430110}, N=\frac{5587}{1770}$. Then $f(t, x, y)$ satisfies

$$
\begin{aligned}
& f(t, x, y) \leq \frac{d}{L}=3.48 \times 10^{8}, \quad \text { for }(t, x, y) \in[0,1] \times\left[0,3.6 \times 10^{9}\right] \times\left[-6 \times 10^{8}, 6 \times 10^{8}\right] ; \\
& f(t, x, y)>\frac{b}{M}=37.6, \quad \text { for }(t, x, y) \in\left[\frac{1}{3}, \frac{2}{3}\right] \times[1,3] \times\left[-6 \times 10^{8}, 6 \times 10^{8}\right] ; \\
& f(t, x, y)<\frac{a}{N}=0.18, \quad \text { for }(t, x, y) \in[0,1] \times\left[0, \frac{1}{2}\right] \times\left[-6 \times 10^{8}, 6 \times 10^{8}\right] .
\end{aligned}
$$

All conditions of Theorem 3.1 are satisfied. By Theorem 3.1, BVP (4.1) has at least three positive solutions $u_{1}, u_{2}, u_{3}$ such that

$$
\begin{equation*}
\max _{0 \leq t \leq 1}\left|u_{i}^{\prime}(t)\right| \leq 6 \times 10^{8}, \quad i=1,2,3, \tag{4.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\min _{\frac{1}{3} \leq t \leq \frac{2}{3}} u_{1}(t)>1, \quad \max _{0 \leq t \leq 1} u_{2}(t)>\frac{1}{2}, \quad \min _{\frac{1}{3} \leq t \leq \frac{2}{3}} u_{2}(t)<1, \quad \max _{0 \leq t \leq 1} u_{3}(t)<\frac{1}{2} \tag{4.4}
\end{equation*}
$$
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