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#### Abstract

This paper studies a Caputo type anti-periodic boundary value problem of impulsive fractional $q$-difference equations involving a $q$-shifting operator of the form ${ }_{a} \Phi_{q}(m)=q m+(1-q) a$. Concerning the existence of solutions for the given problem, two theorems are proved via Schauder's fixed point theorem and the Leray-Schauder nonlinear alternative, while the uniqueness of solutions is established by means of Banach's contraction mapping principle. Finally, we discuss some examples illustrating the main results.
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## 1 Introduction

The quantum calculus (calculus without limits or $q$-calculus) is concerned with difference operators and allows one to deal with sets of nondifferentiable functions. Quantum difference operators appear in several branches of mathematics, such as orthogonal polynomials, basic hyper-geometric functions, combinatorics, the calculus of variations, mechanics, and the theory of relativity. For the fundamental concepts of quantum calculus, we refer the reader to the text by Kac and Cheung [1].
In recent years, the topic of $q$-calculus has attracted the attention of several researchers and a variety of new results can be found in $[2-15]$ and the references cited therein.

In [16] and [17], the authors studied the problems involving nonlinear impulsive $q_{k}$-difference equations. In [18], some new concepts of fractional quantum calculus were introduced in terms of a $q$-shifting operator ${ }_{a} \Phi_{q}(m)=q m+(1-q) a$, and existence results for initial value problems of impulsive fractional $q$-difference equations were obtained.

In this paper we study the following anti-periodic boundary value problem of an impulsive fractional $q$-difference equation:

$$
\left\{\begin{array}{l}
c_{k}^{c} D_{q_{k}}^{\alpha_{k}} x(t)=f(t, x(t)), \quad t \in J_{k} \subseteq[0, T], t \neq t_{k},  \tag{1.1}\\
\Delta x\left(t_{k}\right):=x\left(t_{k}^{+}\right)-x\left(t_{k}\right)=\varphi_{k}\left(t_{k-1} I_{q_{k-1}}^{\beta_{k-1} x} x\left(t_{k}\right)\right), \quad k=1,2, \ldots, m, \\
t_{k} D_{q_{k}} x\left(t_{k}^{+}\right)-t_{k-1} D_{q_{k-1}} x\left(t_{k}\right)=\varphi_{k}^{*}\left(t_{k-1} I_{q_{k-1}}^{\left.\gamma_{k-1} x\left(t_{k}\right)\right), \quad k=1,2, \ldots, m,}\right. \\
x(0)=-x(T), \quad{ }_{0} D_{q_{0}} x(0)=-t_{m} D_{q_{m}} x(T),
\end{array}\right.
$$

where $0=t_{0}<t_{1}<\cdots<t_{m}<t_{m+1}=T,{ }_{t_{k}}^{c} D_{q_{k}}^{\alpha_{k}}$ denotes the Caputo $q_{k}$-fractional derivative of order $\alpha_{k}$ on $J_{k}, 1<\alpha_{k} \leq 2,0<q_{k}<1, J_{k}=\left(t_{k}, t_{k+1}\right]$, $J_{0}=\left[0, t_{1}\right], k=0,1, \ldots, m, J=[0, T]$, $f \in C(J \times \mathbb{R}, \mathbb{R}), \varphi_{k}, \varphi_{k}^{*} \in C(\mathbb{R}, \mathbb{R}), k=1,2, \ldots, m, t_{k} I_{q_{k}}^{\beta_{k}}, t_{k} I_{q_{k}}^{\gamma_{k}}$ denotes the Riemann-Liouville $q_{k}$-fractional integral of orders $\beta_{k}, \gamma_{k}>0$ on $J_{k}, k=0,1,2, \ldots, m-1$.

The rest of the paper is organized as follows. In Section 2, we present some background material for the problem at hand and prove an auxiliary lemma for the linear variant of problem (1.1). Section 3 contains the main results which are established by means of Schauder's fixed point theorem, the Leray-Schauder nonlinear alternative, and Banach's fixed point theorem. Section 4 deals with some illustrative examples for the existence results obtained in Section 3.

## 2 Preliminaries

First of all, we recall some basic concepts of $q$-calculus [18].
The $q$-derivative of a function $f$ on the interval $[a, b]$ is defined by

$$
\begin{equation*}
\left({ }_{a} D_{q} f\right)(t)=\frac{f(t)-f\left({ }_{a} \Phi_{q}(t)\right)}{(1-q)(t-a)}, \quad t \neq a \quad \text { and } \quad\left({ }_{a} D_{q} f\right)(a)=\lim _{t \rightarrow a}\left({ }_{a} D_{q} f\right)(t) \tag{2.1}
\end{equation*}
$$

and $q$-derivative of higher order is given by

$$
\left({ }_{a} D_{q}^{k} f\right)(t)={ }_{a} D_{q}^{k-1}\left({ }_{a} D_{q} f\right)(t), \quad\left({ }_{a} D_{q}^{0} f\right)(t)=f(t), \quad k \in \mathbb{N} .
$$

The $q$-derivatives of a product and ratio of functions $f$ and $g$ on $[a, b]$ are

$$
\begin{align*}
{ }_{a} D_{q}(f g)(t) & =f(t)_{a} D_{q} g(t)+g\left({ }_{a} \Phi_{q}(t)\right)_{a} D_{q} f(t) \\
& =g(t)_{a} D_{q} f(t)+f\left({ }_{a} \Phi_{q}(t)\right)_{a} D_{q} g(t) \tag{2.2}
\end{align*}
$$

and

$$
\begin{equation*}
{ }_{a} D_{q}\left(\frac{f}{g}\right)(t)=\frac{g(t)_{a} D_{q} f(t)-f(t)_{a} D_{q} g(t)}{g(t) g\left({ }_{a} \Phi_{q}(t)\right)} \tag{2.3}
\end{equation*}
$$

where $g(t) g\left({ }_{a} \Phi_{q}(t)\right) \neq 0$.
The $q$-integral of a function $f$ defined on the interval $[a, b]$ is given by

$$
\begin{equation*}
\left({ }_{a} I_{q} f\right)(t)=\int_{a}^{t} f(s)_{a} d s=(1-q)(t-a) \sum_{i=0}^{\infty} q^{i} f\left({ }_{a} \Phi_{q^{i}}(t)\right), \quad t \in[a, b], \tag{2.4}
\end{equation*}
$$

with

$$
\begin{equation*}
\left({ }_{a} I_{q}^{k} f\right)(t)={ }_{a} I_{q}^{k-1}\left({ }_{a} I_{q} f\right)(t), \quad\left({ }_{a} I_{q}^{0} f\right)(t)=f(t), \quad k \in \mathbb{N} . \tag{2.5}
\end{equation*}
$$

The fundamental theorem of calculus applies to the operators ${ }_{a} D_{q}$ and ${ }_{a} I_{q}$ as follows:

$$
\begin{equation*}
\left({ }_{a} D_{q a} I_{q} f\right)(t)=f(t) . \tag{2.6}
\end{equation*}
$$

If $f$ is continuous at $t=a$, then

$$
\begin{equation*}
\left({ }_{a} I_{q a} D_{q} f\right)(t)=f(t)-f(a) . \tag{2.7}
\end{equation*}
$$

The formula for $q$-integration by parts on the interval $[a, b]$ is

$$
\begin{equation*}
\int_{a}^{b} f(s)_{a} D_{q} g(s){ }_{a} d_{q} s=\left.(f g)(t)\right|_{a} ^{b}-\int_{a}^{b} g\left({ }_{a} \Phi_{q}(s)\right)_{a} D_{q} f(s){ }_{a} d_{q} s . \tag{2.8}
\end{equation*}
$$

Now we enlist some useful properties of the $q$-shifting operator ${ }_{a} \Phi_{q}(m)=q m+(1-q) a$ as follows:
(i) ${ }_{a} \Phi_{q}^{k}(m)={ }_{a} \Phi_{q}^{k-1}\left({ }_{a} \Phi_{q}(m)\right)$ with ${ }_{a} \Phi_{q}^{0}(m)=m$, for any positive integer $k$.
(ii) ${ }_{a}(n-m)_{q}^{(0)}=1,{ }_{a}(n-m)_{q}^{(k)}=\prod_{i=0}^{k-1}\left(n-{ }_{a} \Phi_{q}^{i}(m)\right), k \in \mathbb{N} \cup\{\infty\}$.
(iii) ${ }_{a}(n-m)_{q}^{(\gamma)}=n^{(\gamma)} \prod_{i=0}^{\infty} \frac{1-\frac{a}{n} \Phi_{q}^{i}(m / n)}{1-\frac{a}{n} \Phi_{q}^{\gamma+i}(m / n)}, \gamma \in \mathbb{R}$.

Next we turn to the definitions of the Riemann-Liouville fractional $q$-derivative and the $q$-integral on the interval $[a, b]$.

Definition 2.1 [18] The fractional $q$-derivative of Riemann-Liouville type of order $v \geq 0$ on the interval $[a, b]$ is defined by $\left({ }_{a} D_{q}^{0} f\right)(t)=f(t)$ and

$$
\begin{equation*}
\left({ }_{a} D_{q}^{v} f\right)(t)=\left({ }_{a} D_{q}^{l} I_{q}^{l-v} f\right)(t), \quad v>0 \tag{2.9}
\end{equation*}
$$

where $l$ is the smallest integer greater than or equal to $v$.
Definition 2.2 [18] Let $\alpha \geq 0$ and $f$ be a function defined on [ $a, b]$. The fractional $q$-integral of Riemann-Liouville type is given by $\left({ }_{a} I_{q}^{0} f\right)(t)=f(t)$ and

$$
\begin{equation*}
\left({ }_{a} I_{q}^{\alpha} f\right)(t)=\frac{1}{\Gamma_{q}(\alpha)} \int_{a}^{t}{ }_{a}\left(t-{ }_{a} \Phi_{q}(s)\right)_{q}^{(\alpha-1)} f(s)_{a} d_{q} s, \quad \alpha>0, t \in[a, b] . \tag{2.10}
\end{equation*}
$$

From [18], we have the following formulas:

$$
\begin{align*}
& { }_{a} D_{q}^{\alpha}(t-a)^{\beta}=\frac{\Gamma_{q}(\beta+1)}{\Gamma_{q}(\beta-\alpha+1)}(t-a)^{\beta-\alpha},  \tag{2.11}\\
& { }_{a} I_{q}^{\alpha}(t-a)^{\beta}=\frac{\Gamma_{q}(\beta+1)}{\Gamma_{q}(\beta+\alpha+1)}(t-a)^{\beta+\alpha} . \tag{2.12}
\end{align*}
$$

Lemma 2.1 [18] Let $\alpha, \beta \in \mathbb{R}^{+}$and $f$ be a continuous function on $[a, b], a \geq 0$. The Riemann-Liouville fractional q-integral has the following semi-group property:

$$
\begin{equation*}
{ }_{a} I_{q}^{\beta}{ }_{a}^{q} I^{\alpha} f(t)={ }_{a} I_{q}^{\alpha} a{ }_{q}^{\beta} f(t)={ }_{a} I_{q}^{\alpha+\beta} f(t) . \tag{2.13}
\end{equation*}
$$

Lemma 2.2 [18] Let $f$ be a q-integrable function on $[a, b]$. Then the following equality holds:

$$
\begin{equation*}
{ }_{a} D_{q}^{\alpha} a I_{q}^{\alpha} f(t)=f(t), \quad \text { for } \alpha>0, t \in[a, b] . \tag{2.14}
\end{equation*}
$$

Lemma 2.3 [18] Let $\alpha>0$ and $p$ be a positive integer. Then for $t \in[a, b]$ the following equality holds:

$$
\begin{equation*}
{ }_{a} I_{q}^{\alpha}{ }_{a} D_{q}^{p} f(t)={ }_{a} D_{q}^{p} I_{q}^{\alpha} f(t)-\sum_{k=0}^{p-1} \frac{(t-a)^{\alpha-p+k}}{\Gamma_{q}(\alpha+k-p+1)}{ }_{a} D_{q}^{k} f(a) . \tag{2.15}
\end{equation*}
$$

In this paper we first give the definition of Caputo fractional $q$-derivative as follows.

Definition 2.3 The fractional $q$-derivative of Caputo type of order $\alpha \geq 0$ on the interval [a,b] is defined by $\left({ }_{a}^{c} D_{q}^{0} f\right)(t)=f(t)$ and

$$
\begin{equation*}
\left({ }_{a}^{c} D_{q}^{\alpha} f\right)(t)=\left({ }_{a} I_{q}^{n-\alpha}{ }_{a} D_{q}^{n} f\right)(t), \quad \alpha>0, \tag{2.16}
\end{equation*}
$$

where $n$ is the smallest integer greater than or equal to $\alpha$.

Lemma 2.4 Let $\alpha>0$ and $n$ be the smallest integer greater than or equal to $\alpha$. Then for $t \in[a, b]$, the following equality holds:

$$
\begin{equation*}
{ }_{a} I_{q}^{\alpha c} D_{q}^{\alpha} f(t)=f(t)-\sum_{k=0}^{n-1} \frac{(t-a)^{k}}{\Gamma_{q}(k+1)}{ }_{a} D_{q}^{k} f(a) \tag{2.17}
\end{equation*}
$$

Proof From Lemma 2.3, for $\alpha=p=m$, where $m$ is a positive integer, we have

$$
{ }_{a} I_{q}^{m}{ }_{a} D_{q}^{m} f(t)={ }_{a} D_{q}^{m} I_{q}^{m} f(t)-\sum_{k=0}^{m-1} \frac{(t-a)^{k}}{\Gamma_{q}(k+1)}{ }_{a} D_{q}^{k} f(a)=f(t)-\sum_{k=0}^{m-1} \frac{(t-a)^{k}}{\Gamma_{q}(k+1)}{ }_{a} D_{q}^{k} f(a) .
$$

Then by Definition 2.3, we have

$$
{ }_{a} I_{q}^{\alpha c} D_{q}^{\alpha} f(t)={ }_{a} I_{q}^{\alpha} I_{q}^{n-\alpha}{ }_{a} D_{q}^{n} f(t)={ }_{a} I_{q}^{n}{ }_{a} D_{q}^{n} f(t)=f(t)-\sum_{k=0}^{n-1} \frac{(t-a)^{k}}{\Gamma_{q}(k+1)}{ }_{a} D_{q}^{k} f(a) .
$$

Lemma 2.5 Let $h \in C(J, \mathbb{R})$. Then the unique solution of

$$
\left\{\begin{array}{l}
{ }^{c} D_{k} D_{q_{k}}^{\alpha_{k}} x(t)=h(t), \quad t \in J_{k} \subseteq[0, T], t \neq t_{k},  \tag{2.18}\\
\Delta x\left(t_{k}\right)=\varphi_{k}\left(t_{k-1} I_{q_{k-1}}^{\beta_{k-1}} x\left(t_{k}\right)\right), \quad k=1,2, \ldots, m, \\
t_{k} D_{q_{k}} x\left(t_{k}^{+}\right)-t_{k-1} D_{q_{k-1}} x\left(t_{k}\right)=\varphi_{k}^{*}\left(t_{k-1} I_{q_{k-1}}^{\left.\gamma_{k-1} x\left(t_{k}\right)\right), \quad k=1,2, \ldots, m,}\right. \\
x(0)=-x(T), \quad{ }_{0} D_{q_{0}} x(0)=-t_{m} D_{q_{m}} x(T),
\end{array}\right.
$$

is given by

$$
\begin{aligned}
x(t)= & -\frac{1}{2} \sum_{i=1}^{m}\left[t_{i-1} I_{q_{i-1}}^{\alpha_{i-1}} h\left(t_{i}\right)+\varphi_{i}\left(t_{i-1} I_{q_{i-1}}^{\beta_{i-1}} x\left(t_{i}\right)\right)\right] \\
& -\frac{1}{2} \sum_{i=1}^{m}\left(T-t_{i}\right)\left\{t_{i-1} I_{q_{i-1}}^{\alpha_{i-1}-1} h\left(t_{i}\right)+\varphi_{i}^{*}\left(t_{i-1} I_{q_{i-1}}^{\gamma_{i-1}} x\left(t_{i}\right)\right)\right\} \\
& -\frac{1}{2} t_{m} I_{q_{m}}^{\alpha_{m}} h(T)+\left(t-\frac{T}{2}\right)\left[-\frac{1}{2} \sum_{i=1}^{m}\left\{t_{i-1} I_{q_{i-1}}^{\alpha_{i-1}-1} h\left(t_{i}\right)\right.\right. \\
& \left.\left.+\varphi_{i}^{*}\left(t_{i-1} I_{q_{i-1}}^{\gamma_{i-1}} x\left(t_{i}\right)\right)\right\}-\frac{1}{2} t_{m} I_{q_{m}}^{\alpha_{m}-1} h(T)\right] \\
& +\sum_{i=1}^{k}\left[t_{i-1} I_{q_{i-1}}^{\alpha_{i-1}} h\left(t_{i}\right)+\varphi_{i}\left(t_{i-1} I_{q_{i-1}}^{\beta_{i-1}} x\left(t_{i}\right)\right)\right]
\end{aligned}
$$

$$
\begin{align*}
& +\sum_{i=1}^{k}\left(t-t_{i}\right)\left\{t_{i-1} I_{q_{i-1}}^{\alpha_{i-1}-1} h\left(t_{i}\right)+\varphi_{i}^{*}\left(t_{i-1}{ }_{q_{i-1}}^{Y_{i-1}} x\left(t_{i}\right)\right)\right\} \\
& +t_{k} I_{q_{k}}^{\alpha_{k}} h(t) \tag{2.19}
\end{align*}
$$

where $\sum_{1}^{0}(\cdot)=0$.

Proof Applying the Riemann-Liouville fractional $q_{0}$-integral operator of order $\alpha_{0}$ on both sides of the first equation of (2.18) for $t \in J_{0}$ and using Lemma 2.4, we obtain

$$
t_{0} I_{q_{0} t_{0}}^{\alpha_{0} c} D_{q_{0}}^{\alpha_{0}} x(t)=x(t)-x(0)-\frac{{ }_{0} D_{q_{0}} x(0)}{\Gamma_{q_{0}}(2)} t=t_{0} I_{q_{0}}^{\alpha_{0}} h(t),
$$

which yields

$$
\begin{equation*}
x(t)=C_{0}+C_{1} t+{ }_{t_{0}} I_{q_{0}}^{\alpha_{0}} h(t) \tag{2.20}
\end{equation*}
$$

where $C_{0}=x(0)$ and $C_{1}={ }_{0} D_{q_{0}} x(0)$. In particular, for $t=t_{1}$, we have

$$
\begin{equation*}
x\left(t_{1}\right)=C_{0}+C_{1} t_{1}+t_{0} I_{q_{0}}^{\alpha_{0}} h\left(t_{1}\right) \quad \text { and } \quad t_{0} D_{q_{0}} x\left(t_{1}\right)=C_{1}+{ }_{t_{0}} I_{q_{0}}^{\alpha_{0}-1} h\left(t_{1}\right) \tag{2.21}
\end{equation*}
$$

For $t \in J_{1}$, on application of the Riemann-Liouville fractional $q_{1}$-integral operator of order $\alpha_{1}$ to (2.18) and using the above arguments, we get

$$
\begin{equation*}
x(t)=x\left(t_{1}^{+}\right)+\left(t-t_{1}\right)_{t_{1}} D_{q_{1}} x\left(t_{1}^{+}\right)+{ }_{t_{1}} I_{q_{1}}^{\alpha_{1}} h(t) . \tag{2.22}
\end{equation*}
$$

Using the impulsive conditions $x\left(t_{1}^{+}\right)=x\left(t_{1}\right)+\varphi_{1}\left(t_{0} I_{q_{0}}^{\beta_{0}} x\left(t_{1}\right)\right)$ and ${ }_{t_{1}} D_{q_{1}} x\left(t_{1}^{+}\right)={ }_{t_{0}} D_{q_{0}} x\left(t_{1}\right)+$ $\varphi_{1}^{*}\left(t_{0} I_{q_{0}}^{\gamma_{0}} x\left(t_{1}\right)\right)$, we obtain

$$
\begin{aligned}
x(t)= & C_{0}+C_{1} t+\left[{ }_{t_{0}} \alpha_{q_{0}}^{\alpha_{0}} h\left(t_{1}\right)+\varphi_{1}\left(t_{0} I_{q_{0}}^{\beta_{0}} x\left(t_{1}\right)\right)\right] \\
& +\left(t-t_{1}\right)\left[t_{0} I_{q_{0}}^{\alpha_{0}-1} h\left(t_{1}\right)+\varphi_{1}^{*}\left({ }_{t_{0}} I_{q_{0}}^{\gamma_{0}} x\left(t_{1}\right)\right)\right]+{ }_{t_{1}} I_{q_{1}}^{\alpha_{1}} h(t) .
\end{aligned}
$$

In a similar manner, for $t \in J_{2}$, we have

$$
\begin{aligned}
x(t)= & C_{0}+C_{1} t+\left[t_{0} I_{q_{0}}^{\alpha_{0}} h\left(t_{1}\right)+\varphi_{1}\left(t_{0} I_{q_{0}}^{\beta_{0}} x\left(t_{1}\right)\right)\right]+\left[{ }_{t_{1}} I_{q_{1}}^{\alpha_{1}} h\left(t_{2}\right)+\varphi_{2}\left(t_{1} I_{q_{1}}^{\beta_{1}} x\left(t_{2}\right)\right)\right] \\
& +\left(t-t_{1}\right)\left[{ }_{t_{0}} I_{q_{0}}^{\alpha_{0}-1} h\left(t_{1}\right)+\varphi_{1}^{*}\left({ }_{t_{0}} I_{q_{0}}^{\gamma_{0}} x\left(t_{1}\right)\right)\right] \\
& +\left(t-t_{2}\right)\left[{ }_{t_{1}} I_{q_{1}}^{\alpha_{1}-1} h\left(t_{2}\right)+\varphi_{2}^{*}\left({ }_{t_{1}} I_{q_{1}}^{\gamma_{1}} x\left(t_{2}\right)\right)\right]+{ }_{t_{2}} I_{q_{2}}^{\alpha_{2}} h(t) .
\end{aligned}
$$

Repeating the above process, for $t \in J_{k} \subseteq J, k=0,1,2, \ldots, m$, we obtain

$$
\begin{align*}
x(t)= & C_{0}+C_{1} t+\sum_{i=1}^{k}\left[t_{i-1} I_{q_{i-1}}^{\alpha_{i-1}} h\left(t_{i}\right)+\varphi_{i}\left(t_{i-1} I_{q_{i-1}}^{\beta_{i-1}} x\left(t_{i}\right)\right)\right] \\
& +\sum_{i=1}^{k}\left(t-t_{i}\right)\left\{t_{i-1} I_{q_{i-1}}^{\alpha_{i-1}-1} h\left(t_{i}\right)+\varphi_{i}^{*}\left(t_{i-1} I_{q_{i-1}}^{\gamma_{i-1}} x\left(t_{i}\right)\right)\right\} \\
& +{ }_{t_{k}} I_{q_{k}}^{\alpha_{k}} h(t), \tag{2.23}
\end{align*}
$$

where $\sum_{1}^{0}(\cdot)=0$. Notice that $x(0)=C_{0}$ and

$$
\begin{aligned}
x(T)= & C_{0}+C_{1} T+\sum_{i=1}^{m}\left[t_{i-1} I_{q_{i-1}}^{\alpha_{i-1}} h\left(t_{i}\right)+\varphi_{i}\left(t_{i-1} I_{q_{i-1}}^{\beta_{i-1}} x\left(t_{i}\right)\right)\right] \\
& +\sum_{i=1}^{m}\left(T-t_{i}\right)\left\{t_{i-1} I_{q_{i-1}}^{\alpha_{i-1}-1} h\left(t_{i}\right)+\varphi_{i}^{*}\left(t_{i-1} I_{q_{i-1}}^{\gamma_{i-1}} x\left(t_{i}\right)\right)\right\} \\
& +t_{m} I_{q_{m}}^{\alpha_{m}} h(T) .
\end{aligned}
$$

On the other hand, we have

$$
t_{k} D_{q_{k}} x(t)=C_{1}+\sum_{i=1}^{k}\left\{t_{i-1} I_{q_{i-1}}^{\alpha_{i-1}-1} h\left(t_{i}\right)+\varphi_{i}^{*}\left(t_{i-1} I_{q_{i-1}}^{\gamma_{i-1}} x\left(t_{i}\right)\right)\right\}+{ }_{t_{k}} I_{q_{k}}^{\alpha_{k}-1} h(t)
$$

which implies $t_{0} D_{q_{0}} x(0)=C_{1}$ and

$$
t_{m} D_{q_{m}} x(T)=C_{1}+\sum_{i=1}^{m}\left\{t_{i-1} I_{q_{i-1}}^{\alpha_{i-1}-1} h\left(t_{i}\right)+\varphi_{i}^{*}\left(t_{i-1} I_{q_{i-1}}^{\gamma_{i-1}} x\left(t_{i}\right)\right)\right\}+{ }_{t_{m}} I_{q_{m}}^{\alpha_{m}-1} h(T) .
$$

Now making use of the boundary conditions given by (2.18), we find that

$$
\begin{aligned}
C_{0}= & -\frac{1}{2} C_{1} T-\frac{1}{2} \sum_{i=1}^{m}\left[t_{i-1} I_{q_{i-1}}^{\alpha_{i-1}} h\left(t_{i}\right)+\varphi_{i}\left(t_{i-1} I I_{q_{i-1}}^{\beta_{i-1}} x\left(t_{i}\right)\right)\right] \\
& -\frac{1}{2} \sum_{i=1}^{m}\left(T-t_{i}\right)\left\{t_{i-1} I_{q_{i-1}}^{\alpha_{i-1}-1} h\left(t_{i}\right)+\varphi_{i}^{*}\left(\left(_{i-1} I_{q_{i-1}}^{\gamma_{i-1}} x\left(t_{i}\right)\right)\right\}-\frac{1}{2} t_{m} I_{q_{m}}^{\alpha_{m}} h(T)\right.
\end{aligned}
$$

and

$$
C_{1}=-\frac{1}{2} \sum_{i=1}^{m}\left\{t_{i-1} I_{q_{i-1}}^{\alpha_{i-1}-1} h\left(t_{i}\right)+\varphi_{i}^{*}\left(t_{i-1} I_{q_{i-1}}^{\gamma_{i-1}} x\left(t_{i}\right)\right)\right\}-\frac{1}{2} t_{m} I_{q_{m}}^{\alpha_{m}-1} h(T) .
$$

Substituting the values $C_{0}$ and $C_{1}$ in (2.23) yields the solution (2.19).

## 3 Main results

Let $P C(J, \mathbb{R})=\left\{x: J \rightarrow \mathbb{R}: x(t)\right.$ is continuous everywhere except for some $t_{k}$ at which $x\left(t_{k}^{+}\right)$ and $x\left(t_{k}^{-}\right)$exist and $\left.x\left(t_{k}^{-}\right)=x\left(t_{k}\right), k=1,2, \ldots, m\right\}$. Observe that $P C(J, \mathbb{R})$ is a Banach space equipped with the norm $\|x\|_{P C}=\sup \{|x(t)|: t \in J\}$.

In view of Lemma 2.5 , we define an operator $\mathcal{A}: P C(J, \mathbb{R}) \rightarrow P C(J, \mathbb{R})$ by

$$
\begin{aligned}
\mathcal{A} x(t)= & -\frac{1}{2} \sum_{i=1}^{m}\left[t_{i-1} I_{q_{i-1}}^{\alpha_{i-1}} f\left(t_{i}, x\left(t_{i}\right)\right)+\varphi_{i}\left(t_{i-1} I_{q_{i-1}}^{\beta_{i-1}} x\left(t_{i}\right)\right)\right] \\
& -\frac{1}{2} \sum_{i=1}^{m}\left(T-t_{i}\right)\left\{t_{i-1} I_{q_{i-1}}^{\alpha_{i-1}-1} f\left(t_{i}, x\left(t_{i}\right)\right)+\varphi_{i}^{*}\left(t_{i-1} I_{q_{i-1}}^{\gamma_{i-1}} x\left(t_{i}\right)\right)\right\} \\
& -\frac{1}{2} t_{t_{m}} \alpha_{q_{m}}^{\alpha_{m}} f(T, x(T))+\left(t-\frac{T}{2}\right)\left[-\frac{1}{2} \sum_{i=1}^{m}\left\{t_{i-1} I_{q_{i-1}}^{\alpha_{i-1}} f\left(t_{i}, x\left(t_{i}\right)\right)\right.\right.
\end{aligned}
$$

$$
\begin{align*}
& \left.\left.+\varphi_{i}^{*}\left(t_{i-1} I_{q_{i-1}}^{\gamma_{i-1}} x\left(t_{i}\right)\right)\right\}-\frac{1}{2} t_{m} I_{q_{m}}^{\alpha_{m}-1} f(T, x(T))\right] \\
& +\sum_{i=1}^{k}\left[t_{i-1} I_{q_{i-1}}^{\alpha_{i-1}} f\left(t_{i}, x\left(t_{i}\right)\right)+\varphi_{i}\left(t_{i-1} I_{q_{i-1}}^{\beta_{i-1}} x\left(t_{i}\right)\right)\right] \\
& +\sum_{i=1}^{k}\left(t-t_{i}\right)\left\{t_{i-1} I_{q_{i-1}}^{\alpha_{i-1}-1} f\left(t_{i}, x\left(t_{i}\right)\right)+\varphi_{i}^{*}\left(t_{i-1} I_{q_{i-1}}^{\gamma_{i-1}} x\left(t_{i}\right)\right)\right\} \\
& +{ }_{t_{k}} I_{q_{k}}^{\alpha_{k}} f(t, x(t)) \tag{3.1}
\end{align*}
$$

where

$$
\begin{aligned}
& \qquad{ }_{a} I_{q}^{p} f(u, x(u))=\frac{1}{\Gamma_{q}(p)} \int_{a}^{u}{ }_{a}\left(u-{ }_{a} \Phi_{q}(s)\right)_{q}^{(p-1)} f(s, x(s))_{a} d_{q} s, \\
& p \in\left\{\alpha_{0}, \ldots, \alpha_{m}, \alpha_{0}-1, \ldots, \alpha_{m}-1, \beta_{0}, \ldots, \beta_{m-1}, \gamma_{0}, \ldots, \gamma_{m-1}\right\}, q \in\left\{q_{0}, \ldots, q_{m}\right\}, a \in\left\{t_{0}, \ldots, t_{m}\right\}, \\
& \text { and } u \in\left\{t, t_{1}, t_{2}, \ldots, t_{m}, T\right\} .
\end{aligned}
$$

For computational convenience, we set

$$
\begin{align*}
\Omega_{1}= & \frac{3}{2} \sum_{i=1}^{m+1} \frac{\left(t_{i}-t_{i-1}\right)^{\alpha_{i-1}}}{\Gamma_{q_{i-1}}\left(\alpha_{i-1}+1\right)}+\frac{3}{2} \sum_{i=1}^{m} \frac{\left(T-t_{i}\right)\left(t_{i}-t_{i-1}\right)^{\alpha_{i-1}-1}}{\Gamma_{q_{i-1}}\left(\alpha_{i-1}\right)} \\
& +\frac{T}{4} \sum_{i=1}^{m+1} \frac{\left(t_{i}-t_{i-1}\right)^{\alpha_{i-1}-1}}{\Gamma_{q_{i-1}}\left(\alpha_{i-1}\right)},  \tag{3.2}\\
\Omega_{2}= & \frac{3}{2} m M_{1}+\frac{3}{2} M_{2} \sum_{i=1}^{m}\left(T-t_{i}\right)+\frac{T}{4} m M_{2} . \tag{3.3}
\end{align*}
$$

Now we present our first existence result for the problem (1.1), which is based on the Schauder fixed point theorem.

## Theorem 3.1 Assume that

$\left(\mathrm{H}_{1}\right)$ there exist continuous functions $a(t), b(t)$, and nonnegative constants $M_{1}, M_{2}$ such that

$$
\begin{equation*}
|f(t, x)| \leq a(t)+b(t)|x|, \quad(t, x) \in J \times \mathbb{R} \tag{3.4}
\end{equation*}
$$

with $\sup _{t \in J}|a(t)|=a_{1}, \sup _{t \in J}|b(t)|=b_{1}$, and

$$
\begin{equation*}
\left|\varphi_{k}(x)\right| \leq M_{1}, \quad\left|\varphi_{k}^{*}(x)\right| \leq M_{2}, \quad \forall x \in \mathbb{R}, k=1,2, \ldots, m \tag{3.5}
\end{equation*}
$$

Then the anti-periodic boundary value problem (1.1) has at least one solution on J if

$$
\begin{equation*}
b_{1} \Omega_{1}<1 \tag{3.6}
\end{equation*}
$$

Proof Let us define a closed ball $B_{R}=\left\{x \in P C(J, \mathbb{R}):\|x\|_{P C} \leq R\right\}$ with

$$
R>\frac{a_{1} \Omega_{1}+\Omega_{2}}{1-b_{1} \Omega_{1}}
$$

where $a_{1}, b_{1}$ are defined in $\left(\mathrm{H}_{1}\right)$ and $\Omega_{1}, \Omega_{2}$ are, respectively, given by (3.2) and (3.3). Clearly $B_{R}$ is a bounded, closed, and convex subset of $P C(J, \mathbb{R})$. Now we show that the operator $\mathcal{A}: P C(J, \mathbb{R}) \rightarrow P C(J, \mathbb{R})$ defined by (3.1) has a fixed point in the following two steps.

Step 1. $\mathcal{A}: B_{R} \rightarrow B_{R}$.
For any $x \in B_{R}$, using (2.12), we have

$$
\begin{aligned}
& |\mathcal{A} x(t)| \leq \frac{1}{2} \sum_{i=1}^{m}\left[t_{i-1} I_{q_{i-1}}^{\alpha_{i-1}}\left|f\left(t_{i}, x\left(t_{i}\right)\right)\right|+\left|\varphi_{i}\left(t_{i-1} I_{q_{i-1}}^{\beta_{i-1}} x\left(t_{i}\right)\right)\right|\right] \\
& +\frac{1}{2} \sum_{i=1}^{m}\left(T-t_{i}\right)\left\{t_{i-1} I_{q_{i-1}}^{\alpha_{i-1}-1}\left|f\left(t_{i}, x\left(t_{i}\right)\right)\right|+\left|\varphi_{i}^{*}\left(t_{i-1} Y_{q_{i-1}}^{Y_{i-1}} x\left(t_{i}\right)\right)\right|\right\} \\
& +\frac{1}{2}{ }_{t_{m}} I_{q_{m}}^{\alpha_{m}}|f(T, x(T))|+\frac{T}{2}\left[\frac { 1 } { 2 } \sum _ { i = 1 } ^ { m } \left\{t_{i-1} I_{q_{i-1}}^{\alpha_{i-1}-1}\left|f\left(t_{i}, x\left(t_{i}\right)\right)\right|\right.\right. \\
& \left.\left.+\left|\varphi_{i}^{*}\left(t_{i-1} I_{q_{i-1}}^{\gamma_{i-1}} x\left(t_{i}\right)\right)\right|\right\}+\frac{1}{2}{ }_{t_{m}} I_{q_{m}}^{\alpha_{m}-1}|f(T, x(T))|\right] \\
& +\sum_{i=1}^{k}\left[t_{i-1} I_{q_{i-1}}^{\alpha_{i-1}}\left|f\left(t_{i}, x\left(t_{i}\right)\right)\right|+\left|\varphi_{i}\left(t_{i-1} I_{q_{i-1}}^{\beta_{i-1}} x\left(t_{i}\right)\right)\right|\right] \\
& +\sum_{i=1}^{k}\left(t-t_{i}\right)\left\{t_{i-1} I_{q_{i-1}}^{\alpha_{i-1}-1}\left|f\left(t_{i}, x\left(t_{i}\right)\right)\right|+\left|\varphi_{i}^{*}\left(t_{i-1} I I_{q_{i-1}}^{\gamma_{i-1}} x\left(t_{i}\right)\right)\right|\right\} \\
& +{ }_{t_{k}} I_{q_{k}}^{\alpha_{k}}|f(t, x(t))| \\
& \leq \frac{1}{2} \sum_{i=1}^{m}\left[\left(a_{1}+b_{1}\|x\|_{P C}\right)_{t_{i-1}} I_{q_{i-1}}^{\alpha_{i-1}} 1\left(t_{i}\right)+M_{1}\right] \\
& +\frac{1}{2} \sum_{i=1}^{m}\left(T-t_{i}\right)\left\{\left(a_{1}+b_{1}\|x\|_{P C}\right)_{t_{i-1}} I_{q_{i-1}}^{\alpha_{i-1}-1} 1\left(t_{i}\right)+M_{2}\right\} \\
& +\frac{1}{2}\left(a_{1}+b_{1}\|x\|_{P C}\right)_{t_{m}} I_{q_{m}}^{\alpha_{m}} 1(T) \\
& +\frac{T}{2}\left[\frac{1}{2} \sum_{i=1}^{m}\left\{\left(a_{1}+b_{1}\|x\|_{P C}\right)_{t_{i-1}} I_{q_{i-1}}^{\alpha_{i-1}-1} 1\left(t_{i}\right)+M_{2}\right\}\right. \\
& \left.+\frac{1}{2}\left(a_{1}+b_{1}\|x\|_{P C}\right)_{t_{m}} I_{q_{m}}^{\alpha_{m}-1} 1(T)\right] \\
& +\sum_{i=1}^{m}\left[\left(a_{1}+b_{1}\|x\|_{P C}\right)_{t_{i-1}} \alpha_{q_{i-1}}^{\alpha_{i-1}} 1\left(t_{i}\right)+M_{1}\right] \\
& +\sum_{i=1}^{m}\left(T-t_{i}\right)\left\{\left(a_{1}+b_{1}\|x\|_{P C}\right)_{t_{i-1}} I_{q_{i-1}}^{\alpha_{i-1}-1} 1\left(t_{i}\right)+M_{2}\right\} \\
& +\left(a_{1}+b_{1}\|x\|_{P C}\right)_{t_{m}} I_{q_{m}}^{\alpha_{m}} 1(T) \\
& =\frac{3}{2} \sum_{i=1}^{m+1} \frac{\left(t_{i}-t_{i-1}\right)^{\alpha_{i-1}}}{\Gamma_{q_{i-1}}\left(\alpha_{i-1}+1\right)}\left(a_{1}+b_{1}\|x\|_{P C}\right)+\frac{3}{2} m M_{1} \\
& +\frac{3}{2} \sum_{i=1}^{m}\left(T-t_{i}\right)\left\{\frac{\left(t_{i}-t_{i-1}\right)^{\alpha_{i-1}-1}}{\Gamma_{q_{i-1}}\left(\alpha_{i-1}\right)}\left(a_{1}+b_{1}\|x\|_{P C}\right)+M_{2}\right\}
\end{aligned}
$$

$$
\begin{aligned}
& +\frac{T}{4} \sum_{i=1}^{m+1} \frac{\left(t_{i}-t_{i-1}\right)^{\alpha_{i-1}-1}}{\Gamma_{q_{i-1}}\left(\alpha_{i-1}\right)}\left(a_{1}+b_{1}\|x\|_{P C}\right)+\frac{T}{4} M_{2} m \\
= & a_{1} \Omega_{1}+\Omega_{2}+b_{1}\|x\|_{P C} \Omega_{1} \leq R,
\end{aligned}
$$

which implies $\|\mathcal{A} x\|_{P C} \leq R$. Therefore, $\mathcal{A}: B_{R} \rightarrow B_{R}$.
Step 2 . The operator $\mathcal{A}: P C(J, \mathbb{R}) \rightarrow P C(J, \mathbb{R})$ is completely continuous on $B_{R}$.
Let $\sup _{(t, x) \in J \times B_{R}}|f(t, x)|=F_{1}$. For any $\tau_{1}, \tau_{2} \in J_{k}, k=0,1, \ldots, m$, with $\tau_{1}<\tau_{2}$, we have

$$
\begin{aligned}
\left|\mathcal{A} x\left(\tau_{2}\right)-\mathcal{A} x\left(\tau_{1}\right)\right| \leq & \left|\tau_{2}-\tau_{1}\right|\left[\frac{1}{2} \sum_{i=1}^{m+1} \frac{\left(t_{i}-t_{i-1}\right)^{\alpha_{i-1}-1}}{\Gamma_{q_{i-1}}\left(\alpha_{i-1}\right)} F_{1}+\frac{m M_{2}}{2}\right] \\
& +\left|\tau_{2}-\tau_{1}\right| \sum_{i=1}^{k}\left[\frac{\left(t_{i}-t_{i-1}\right)^{\alpha_{i-1}-1}}{\Gamma_{q_{i-1}}\left(\alpha_{i-1}\right)} F_{1}+M_{2}\right] \\
& \left.+\frac{F_{1}}{\Gamma_{q_{k}}\left(\alpha_{k}\right)} \right\rvert\, \int_{t_{k}}^{\tau_{2}} t_{k}\left(\tau_{2}-{ }_{t_{k}} \Phi_{q_{k}}\right)_{q_{k}}^{\left(\alpha_{k}-1\right)}{ }_{t_{k}} d_{q_{k}} s \\
& -\int_{t_{k}}^{\tau_{1}} t_{k}\left(\tau_{1}-t_{k} \Phi_{q_{k}}\right)_{q_{k}}^{\left(\alpha_{k}-1\right)} t_{k} d_{q_{k}} s \mid
\end{aligned}
$$

which is independent of $x$ and tends to zero as $\tau_{2}-\tau_{1} \rightarrow 0$. Therefore $\mathcal{A}$ is equicontinuous. Thus $\mathcal{A} B_{R}$ is relatively compact as $\mathcal{A} B_{R} \subset B_{R}$ is uniformly bounded. In view of the continuity of $f, \varphi_{k}$ and $\varphi_{k}^{*}, k=1,2, \ldots, m$, it is clear that the operator $\mathcal{A}$ is continuous. Hence the operator $\mathcal{A}: P C(J, \mathbb{R}) \rightarrow P C(J, \mathbb{R})$ is completely continuous on $B_{R}$. Applying the Schauder fixed point theorem, we deduce that the operator $\mathcal{A}$ has at least one fixed point in $B_{R}$. This shows that the problem (1.1) has at least one solution on $J$.

In the next existence result, we make use of Leray-Schauder's nonlinear alternative.

Lemma 3.1 (Nonlinear alternative for single valued maps) [19] Let E be a Banach space, $C$ a closed, convex subset of $E, U$ an open subset of $C$, and $0 \in U$. Suppose that $F: \bar{U} \rightarrow C$ is a continuous, compact (that is, $F(\bar{U})$ is a relatively compact subset of $C$ ) map. Then either
(i) $F$ has a fixed point in $\bar{U}$, or
(ii) there is $a u \in \partial U$ (the boundary of $U$ in $C$ ) and $\theta \in(0,1)$ with $u=\theta F(u)$.

In the sequel, we set

$$
\begin{align*}
& \Omega_{3}=\frac{3}{2} \sum_{i=1}^{m} \frac{\left(t_{i}-t_{i-1}\right)^{\beta_{i-1}}}{\Gamma_{q_{i-1}}\left(\beta_{i-1}+1\right)},  \tag{3.7}\\
& \Omega_{4}=\frac{3}{2} \sum_{i=1}^{m} \frac{\left(T-t_{i}\right)\left(t_{i}-t_{i-1}\right)^{\gamma_{i-1}}}{\Gamma_{q_{i-1}}\left(\gamma_{i-1}+1\right)}+\frac{T}{4} \sum_{i=1}^{m} \frac{\left(t_{i}-t_{i-1}\right)^{\gamma_{i-1}}}{\Gamma_{q_{i-1}}\left(\gamma_{i-1}+1\right)} . \tag{3.8}
\end{align*}
$$

Theorem 3.2 Assume that
$\left(\mathrm{H}_{2}\right)$ there exist a continuous nondecreasing function $\psi:[0, \infty) \rightarrow(0, \infty)$, a continuous function $p: J \rightarrow \mathbb{R}^{+}$with $p^{*}=\sup _{t \in J}|p(t)|$ and constants $M_{3}, M_{4}>0$ such that

$$
\begin{equation*}
|f(t, x)| \leq p(t) \psi(|x|), \quad \forall(t, x) \in J \times \mathbb{R} \tag{3.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\varphi_{k}(x)\right| \leq M_{3}|x|, \quad\left|\varphi_{k}^{*}(x)\right| \leq M_{4}|x|, \quad \forall x \in R, k=1, \ldots, m ; \tag{3.10}
\end{equation*}
$$

$\left(\mathrm{H}_{3}\right)$ there exists a constant $N>0$ such that

$$
\begin{equation*}
\frac{\left(1-M_{3} \Omega_{3}-M_{4} \Omega_{4}\right) N}{p^{*} \psi(N) \Omega_{1}}>1, \quad M_{3} \Omega_{3}+M_{4} \Omega_{4}<1 \tag{3.11}
\end{equation*}
$$

where $\Omega_{3}, \Omega_{4}$ are, respectively, given by (3.7) and (3.8).
Then the problem (1.1) has at least one solution J.

Proof We shall show that the operator $\mathcal{A}$ defined by (2.5) has a fixed point. To accomplish this, for a positive number $\rho$, let $B_{\rho}=\left\{x \in P C(J, \mathbb{R}):\|x\|_{P C} \leq \rho\right\}$ denote a closed ball in $P C(J, \mathbb{R})$. Then for $x \in B_{\rho}, t \in J$, and using (2.12), we have

$$
\begin{aligned}
|\mathcal{A} x(t)| \leq & \frac{1}{2} \sum_{i=1}^{m}\left[p^{*} \psi(\rho)_{t_{i-1}} I_{q_{i-1}}^{\alpha_{i-1}} 1\left(t_{i}\right)+\rho M_{3 t_{i-1}} I_{q_{i-1}}^{\beta_{i-1}} 1\left(t_{i}\right)\right] \\
& +\frac{1}{2} \sum_{i=1}^{m}\left(T-t_{i}\right)\left\{p^{*} \psi(\rho)_{t_{i-1}} I_{q_{i-1}}^{\alpha_{i-1}-1} 1\left(t_{i}\right)+\rho M_{4 t_{i-1}} Y_{q_{i-1}}^{\gamma_{i-1}} 1\left(t_{i}\right)\right\} \\
& +\frac{1}{2} p^{*} \psi(\rho)_{t_{m}} I_{q_{m}}^{\alpha_{m}} 1(T)+\frac{T}{2}\left[\frac { 1 } { 2 } \sum _ { i = 1 } ^ { m } \left\{p^{*} \psi(\rho)_{t_{i-1}} I_{q_{i-1}}^{\alpha_{i-1}-1} 1\left(t_{i}\right)\right.\right. \\
& \left.\left.+\rho M_{4 t_{i-1}} I_{q_{i-1}}^{\gamma_{i-1}} 1\left(t_{i}\right)\right\}+\frac{1}{2} p^{*} \psi(\rho)_{t_{m}} I_{q_{m}}^{\alpha_{m}-1} 1(T)\right] \\
& +\sum_{i=1}^{m}\left[p^{*} \psi(\rho)_{t_{i-1}} I_{q_{i-1}}^{\alpha_{i-1}} 1\left(t_{i}\right)+\rho M_{3 t_{i-1}} I_{q_{i-1}}^{\beta_{i-1}} 1\left(t_{i}\right)\right] \\
& +\sum_{i=1}^{m}\left(T-t_{i}\right)\left\{p^{*} \psi(\rho)_{t_{i-1}} I_{q_{i-1}}^{\alpha_{i-1}-1} 1\left(t_{i}\right)+\rho M_{4 t_{i-1}} I_{q_{i-1}}^{\gamma_{i-1} 1} 1\left(t_{i}\right)\right\} \\
& +p^{*} \psi(\rho)_{t_{m}} I_{q_{m}}^{\alpha_{m}} 1(T) \\
= & p^{*} \psi(\rho) \Omega_{1}+\rho M_{3} \Omega_{3}+\rho M_{4} \Omega_{4}:=K
\end{aligned}
$$

which implies that $\|\mathcal{A} x\|_{P C} \leq K$.
To show that the operator $\mathcal{A}$ maps bounded sets into equicontinuous sets of $P C(J, \mathbb{R})$, we take $\tau_{1}, \tau_{2} \in J_{k}$ for some $k \in\{0,1,2, \ldots, m\}$ with $\tau_{1}<\tau_{2}$ and $x \in B_{\rho}$. Then we have

$$
\begin{aligned}
& \left|\mathcal{A} x\left(\tau_{2}\right)-\mathcal{A} x\left(\tau_{1}\right)\right| \\
& \leq \mid \\
& \quad\left|\tau_{2}-\tau_{1}\right|\left[\frac{p^{*} \psi(\rho)}{2} \sum_{i=1}^{m+1} \frac{\left(t_{i}-t_{i-1}\right)^{\alpha_{i-1}-1}}{\Gamma_{q_{i-1}}\left(\alpha_{i-1}\right)}+\frac{\rho M_{4}}{2} \sum_{i=1}^{m} \frac{\left(t_{i}-t_{i-1}\right)^{\gamma_{i-1}}}{\Gamma_{q_{i-1}}\left(\gamma_{i-1}+1\right)}\right] \\
& \quad+\left|\tau_{2}-\tau_{1}\right| \sum_{i=1}^{k}\left[\frac{\left(t_{i}-t_{i-1}\right)^{\alpha_{i-1}-1}}{\Gamma_{q_{i-1}}\left(\alpha_{i-1}\right)} p^{*} \psi(\rho)+\rho M_{4} \frac{\left(t_{i}-t_{i-1}\right)^{\gamma_{i-1}}}{\Gamma_{q_{i-1}}\left(\gamma_{i-1}+1\right)}\right] \\
& \quad+\frac{p^{*} \psi(\rho)}{\Gamma_{q_{k}}\left(\alpha_{k}\right)}\left|\int_{t_{k}}^{\tau_{2}} t_{k}\left(\tau_{2}-t_{k} \Phi_{q_{k}}\right)_{q_{k}}^{\left(\alpha_{k}-1\right)}{ }_{t_{k}} d_{q_{k}} s-\int_{t_{k}}^{\tau_{1}} t_{k}\left(\tau_{1}-t_{k} \Phi_{q_{k}}\right)_{q_{k}}^{\left(\alpha_{k}-1\right)}{ }_{t_{k}} d_{q_{k}} s\right|
\end{aligned}
$$

which tends to zero independent of $x$ as $\tau_{1} \rightarrow \tau_{2}$. Thus, by the Arzelá-Ascoli theorem, the operator $\mathcal{A}: P C(J, \mathbb{R}) \rightarrow P C(J, \mathbb{R})$ is completely continuous.
Finally, for $\lambda \in(0,1)$, let $x=\lambda \mathcal{A} x$. Then, as in the first step, we can get

$$
\|x\|_{P C} \leq p^{*} \psi\left(\|x\|_{P C}\right) \Omega_{1}+\|x\|_{P C} M_{3} \Omega_{3}+\|x\|_{P C} M_{4} \Omega_{4}
$$

which can alternatively be written as

$$
\frac{\left(1-M_{3} \Omega_{3}-M_{4} \Omega_{4}\right)\|x\|_{P C}}{p^{*} \psi\left(\|x\|_{P C}\right) \Omega_{1}} \leq 1 .
$$

In view of $\left(\mathrm{H}_{3}\right)$, there exists $N$ such that $\|x\|_{P C} \neq N$. We define $\mathcal{U}=\left\{x \in P C(J, \mathbb{R}):\|x\|_{P C}<\right.$ $N\}$. Note that the operator $\mathcal{A}: \overline{\mathcal{U}} \rightarrow P C$ is continuous and completely continuous. From the choice of $\mathcal{U}$, there is no $x \in \partial \mathcal{U}$ such that $x=\lambda \mathcal{A} x$ for some $\lambda \in(0,1)$. Consequently, by the nonlinear alternative of Leray-Schauder type (Lemma 3.1), we deduce that $\mathcal{A}$ has a fixed point $x \in \overline{\mathcal{U}}$ which is a solution of the problem (1.1) on $J$. This completes the proof.

In the last theorem, we apply Banach's contraction principle to establish the uniqueness of solutions for the problem (1.1).

Theorem 3.3 Assume that there exist a function $\mathcal{W}(t) \in C\left(J, \mathbb{R}^{+}\right)$with $W=\sup _{t \in J}|\mathcal{W}(t)|$ and positive constants $M_{5}, M_{6}$ such that

$$
\begin{equation*}
|f(t, x)-f(t, y)| \leq \mathcal{W}(t)|x-y|, \quad \forall(t, x) \in J \times \mathbb{R} \tag{3.12}
\end{equation*}
$$

and

$$
\begin{align*}
& \left|\varphi_{k}(x)-\varphi_{k}(y)\right| \leq M_{5}|x-y| \\
& \left|\varphi_{k}^{*}(x)-\varphi_{k}^{*}(y)\right| \leq M_{6}|x-y|, \quad x, y \in \mathbb{R} \tag{3.13}
\end{align*}
$$

for $k=1,2, \ldots, m$. If

$$
\begin{equation*}
W \Omega_{1}+M_{5} \Omega_{3}+M_{6} \Omega_{4}<1, \tag{3.14}
\end{equation*}
$$

then the problem (1.1) has a unique solution on $J$.

Proof For any $x, y \in P C(J, \mathbb{R})$, we have

$$
\begin{aligned}
& |\mathcal{A} x(t)-\mathcal{A} y(t)| \\
& \leq \leq \frac{1}{2} \sum_{i=1}^{m}\left[t_{i-1} I_{q_{i-1}}^{\alpha_{i-1}}\left|f\left(t_{i}, x\right)-f\left(t_{i}, y\right)\right|+M_{5 t_{i-1}} I_{q_{i-1}}^{\beta_{i-1}}|x-y|\left(t_{i}\right)\right] \\
& \quad+\frac{1}{2} \sum_{i=1}^{m}\left(T-t_{i}\right)\left\{{ }_{t_{i-1}} I_{q_{i-1}}^{\alpha_{i-1}-1}\left|f\left(t_{i}, x\right)-f\left(t_{i}, y\right)\right|+M_{6 t_{i-1}} \eta_{q_{i-1}}^{Y_{i-1}}|x-y|\left(t_{i}\right)\right\} \\
& \quad+\frac{1}{2} t_{m} I_{q_{m}}^{\alpha_{m}}|f(T, x)-f(T, y)|+\frac{T}{2}\left[\frac { 1 } { 2 } \sum _ { i = 1 } ^ { m } \left\{t_{i-1} I_{q_{i-1}}^{\alpha_{i-1}-1}\left|f\left(t_{i}, x\right)-f\left(t_{i}, y\right)\right|\right.\right.
\end{aligned}
$$

$$
\begin{aligned}
& \left.\left.+M_{6 t_{i-1}} I_{q_{i-1}}^{\gamma_{i-1}}|x-y|\left(t_{i}\right)\right\}+\frac{1}{2} t_{m} I_{q_{m}}^{\alpha_{m}-1}|f(T, x)-f(T, y)|\right] \\
& +\sum_{i=1}^{k}\left[t_{i-1} I_{q_{i-1}}^{\alpha_{i-1}}\left|f\left(t_{i}, x\right)-f\left(t_{i}, y\right)\right|+M_{5 t_{i-1}} I_{q_{i-1}}^{\beta_{i-1}}|x-y|\left(t_{i}\right)\right] \\
& +\sum_{i=1}^{k}\left(t-t_{i}\right)\left\{\left\{_{t_{i-1}} I_{q_{i-1}}^{\alpha_{i-1}-1}\left|f\left(t_{i}, x\right)-f\left(t_{i}, y\right)\right|+M_{6 t_{i-1}} I_{q_{i-1}}^{\gamma_{i-1}}|x-y|\left(t_{i}\right)\right\}\right. \\
& \quad+{ }_{t_{k}} I_{q_{k}}^{\alpha_{k}}|f(t, x)-f(t, y)| \\
& \leq\left(W \Omega_{1}+M_{5} \Omega_{3}+M_{6} \Omega_{4}\right)\|x-y\|_{P C},
\end{aligned}
$$

which yields

$$
\|\mathcal{A} x-\mathcal{A} y\|_{P C} \leq\left(W \Omega_{1}+M_{5} \Omega_{3}+M_{6} \Omega_{4}\right)\|x-y\|_{P C} .
$$

By (3.14), we conclude that $\mathcal{A}$ is a contraction. Thus, by Banach's contraction mapping principle, the problem (1.1) has a unique solution on $J$. This completes the proof.

## 4 Examples

In this section, we present three examples to illustrate our results.

Example 4.1 Consider the following anti-periodic boundary value problem for impulsive Caputo fractional $q$-difference equations:

$$
\left\{\begin{array}{l}
{ }_{t_{k}}^{c} D_{\frac{k+3}{k+2}}^{k^{2}-3 k+4} x(t)=2 t^{2}+1+\frac{1}{8} \sin ^{2} t \frac{x^{2}(t)}{1+|x(t)|}, \quad t \in[0,2] \backslash\left\{t_{1}, t_{2}, t_{3}\right\},  \tag{4.1}\\
\left.\Delta x\left(t_{k}\right)=\frac{k}{k+1} e^{1-\left(t_{k-1} I^{\frac{2 k-1}{2}} \frac{1}{k^{2}-5 k+8}\right.} x\left(t_{k}\right)\right)^{2} \\
t_{k} D \frac{1}{k^{2}-3 k+4} x\left(t_{k}^{+}\right)-t_{k-1} D \frac{k}{2}, k=1,2,3, \\
\quad=k^{2} \cos \left(\operatorname { l o g } \left(1+\left.\right|_{t_{k-1}} I^{\frac{2 k+5}{2}} x\left(t_{k}\right)\right.\right. \\
x(0)=-x(2), \quad{ }_{0} D_{\frac{1}{4}} x(0)=-\frac{1}{2} D_{\frac{1}{4}}^{2} x(2) .
\end{array}\right.
$$

Here $\alpha_{k}=(k+3) /(k+2), q_{k}=1 /\left(k^{2}-3 k+4\right), k=0,1,2,3, \beta_{k-1}=(2 k-1) / 2, \gamma_{k-1}=(2 k+$ $5) / 2, t_{k}=k / 2, k=1,2,3, m=3, T=2$. With the given information, it is found that $\Omega_{1}=$ 7.575532753. Also, we have

$$
\begin{aligned}
& |f(t, x)|=\left|2 t^{2}+1+\frac{1}{8} \sin ^{2} t \frac{x^{2}}{1+|x|}\right| \leq 2 t^{2}+1+\frac{1}{8} \sin ^{2} t|x| \\
& \left|\varphi_{k}(y)\right|=\left|\frac{k}{k+1} e^{1-y^{2}}\right| \leq e, \quad\left|\varphi_{k}^{*}(z)\right|=\left|k^{2} \cos (\log (1+|z|))\right| \leq 9, \quad k=1,2,3 .
\end{aligned}
$$

With $B=\sup _{t \in[0,2]}\left|(1 / 8) \sin ^{2} t\right|=1 / 8$, we obtain $B \Omega_{1}=0.9469415941<1$. Thus all the conditions of Theorem 3.1 are satisfied. Therefore, by the conclusion of Theorem 3.1, the problem (4.1) has at least one solution on [0,2].

Example 4.2 Consider the anti-periodic impulsive boundary value problem of fractional $q$-difference equations given by

Here $\alpha_{k}=\left(k^{2}+5\right) /\left(k^{2}+3\right), q_{k}=1 /\left(k^{2}-4 k+6\right), k=0,1,2,3,4, \beta_{k-1}=\left(2+(-1)^{k-1}\right) / 2$, $\gamma_{k-1}=\left(4+(-1)^{k-1}\right) / 2, t_{k}=k / 3, k=1,2,3,4, m=4, T=5 / 3$. Using the above data, we find that $\Omega_{1}=6.316994013, \Omega_{3}=2.358729544, \Omega_{4}=0.6481929403$, and

$$
\begin{aligned}
& |f(t, x)|=\left|\frac{1}{(2+t)^{2}}\left(\log _{e}\left(\frac{|x|}{4}+2\right)\right)^{2}\right| \leq \frac{1}{(2+t)^{2}}\left(\frac{|x|}{4}+2\right) \\
& \left|\varphi_{k}(y)\right|=\frac{1}{11+k}|\sin y| \leq \frac{1}{12}|y|, \quad\left|\varphi_{k}^{*}(z)\right|=\frac{1}{3+k}|z| \leq \frac{1}{4}|z|, \quad k=1,2,3,4
\end{aligned}
$$

Setting $\psi(x)=(x / 4)+2, p^{*}=\sup _{t \in[0,5 / 3]}\left|1 /(2+t)^{2}\right|=1 / 4, M_{3}=1 / 12$, and $M_{4}=1 / 4$, we find that $M_{3} \Omega_{3}+M_{4} \Omega_{4}=0.3586090304<1$. Also, there exists a constant $N$ such that $N>12.80927819$ satisfying (3.11). Clearly the hypothesis of Theorem 3.2 holds true. Thus the conclusion of Theorem 3.2 implies that the problem (4.2) has at least one solution on [0,5/3].

Example 4.3 Consider the following impulsive anti-periodic problem of a fractional $q$-difference equation:

Here $\alpha_{k}=\left(k^{2}+k+3\right) /\left(k^{2}+2\right), q_{k}=1 /\left(k^{2}-5 k+8\right), k=0,1,2,3,4,5, \beta_{k-1}=(2 k+1) / 2$, $\gamma_{k-1}=\left(2 k^{2}-4 k+3\right) / 2, t_{k}=k / 4, k=1,2,3,4,5, m=5, T=3 / 2$. With the given values, we find that $\Omega_{1}=5.173430458, \Omega_{3}=0.2141916028$, and $\Omega_{4}=1.375385103$. Also, we have

$$
\begin{aligned}
& \left|f\left(t, x_{1}\right)-f\left(t, x_{2}\right)\right| \leq\left|\frac{2 e^{-t} \sin (2 t+1)}{t^{2}+30}\right|\left|x_{1}-x_{2}\right| \\
& \left|\varphi_{k}\left(y_{1}\right)-\varphi_{k}\left(y_{2}\right)\right|=\frac{7 k}{25}\left|\tan ^{-1} y_{1}-\tan ^{-1} y_{2}\right| \leq \frac{7}{5}\left|y_{1}-y_{2}\right| \\
& \left|\varphi_{k}^{*}\left(z_{1}\right)-\varphi_{k}^{*}\left(z_{2}\right)\right|=\frac{1}{5 k}\left|\frac{\left|z_{1}\right|}{1+\left|z_{1}\right|}-\frac{\left|z_{2}\right|}{1+\left|z_{2}\right|}\right| \leq \frac{1}{5}\left|z_{1}-z_{2}\right|, \quad k=1,2,3,4,5
\end{aligned}
$$

It is easy to see that $W=1 / 15$. Hence, $W \Omega_{1}+M_{5} \Omega_{3}+M_{6} \Omega_{4}=0.9198406284<1$. Thus all the conditions of Theorem 3.3 are satisfied. Hence it follows by the conclusion of Theorem 3.3 that the problem (4.3) has a unique solution on [0,3/2].
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