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#### Abstract

A diffusion problem involving a time derivative acting on two time scales represented by two fractional derivatives is investigated. The orders of the fractional derivatives are both between 0 and 1 and therefore the problem corresponds to the subdiffusion case. It is considered on a semi-infinite axis and the forcing term and the initial data are assumed compactly supported. To reduce the problem to that support there is a risk of being lead to an 'infected' problem due to the reflected waves on the new settled boundary. To avoid this undesirable effect of reflected waves on the standard boundaries, we establish artificial boundaries and find the appropriate artificial boundary conditions. Then, using the properties of fractional derivatives, a generalized version of the Mittag-Leffler function and some adequate manipulations of inverse Laplace transforms we find the explicit solution of the reduced problem.


## 1 Introduction

Fractional calculus is attracting a growing number of researchers these days due to its great capability of dealing with complex phenomena. In particular, fractional kinetic equations are shown to be more accurate in the treatment of anomalous diffusion. In petroleum engineering, the behavior of fluid flow in porous media is extremely difficult to describe. It has a non-Newtonian behavior which may be described much better using fractional derivatives.

In [1], Caputo, taking into account the memory effect, derived a new model by replacing the Darcy law [2] by a non-local one (in time) in a porous media problem (see also [3]). The equation looks like the usual diffusion equation but with a (Caputo type) fractional derivative placed in front of the Laplacian

$$
\frac{\partial p}{\partial t}=K D^{\alpha} \frac{\partial^{2} p}{\partial x^{2}}
$$

This type of equations has been studied by few authors see [4-8], for instance, the sort of equation called the 'modified' fractional diffusion equation, whereas

$$
D^{\alpha} p=K \frac{\partial^{2} p}{\partial x^{2}}
$$

is called the fractional diffusion equation; see [9-12] where many interesting results have been derived. The latter equation is derived in detail in [7]. The normal (asymptotic long-

[^0]time behavior of the) mean squared displacement $\left\langle r^{2}\right\rangle=M_{1} t$ is replaced by the 'generalized' mean squared displacement $\left\langle r^{2}\right\rangle=M_{\alpha} t^{\alpha}$ [13, 14]. The process is then categorized according to the values of $\alpha$ :
$0<\alpha<1 \ldots$ subdiffusive case,
$\alpha=1 \ldots$ ordinary diffusion equation,
$1<\alpha<2 \ldots$ superdiffusive case,
$\alpha=2 \ldots$ wave equation.
A similar equation (to the one we intend to study),
$$
\frac{\partial p}{\partial t}=K_{1} D^{\alpha} \frac{\partial^{2} p}{\partial x^{2}}+K_{2} D^{\beta} \frac{\partial^{2} p}{\partial x^{2}},
$$
has been introduced and discussed in [5, 7, 8, 15-18] sometimes on the whole real axis. The second fractional derivative models the situation where the medium becomes less anomalous (see [10, 17-22]). It corresponds also to the mean squared displacement
$$
\left\langle r^{2}\right\rangle=M_{1} t^{1-\alpha}+M_{2} t^{1-\beta}
$$
justified by the observation that a single power law cannot describe accurately a complex anomalous phenomenon. This is the case for the oil flow in a fractal medium. Notice that when $0<\beta<\alpha<1$, at small times the first term in the right-hand side dominates whereas at large times it is the second term which dominates. For Riemann-Liouville derivatives, this behavior corresponds to accelerating diffusion and for Caputo derivatives it describes slowing-down subdiffusive processes.

It is worth noting that ultraslow diffusion is modeled by the fractional distributionalorder' equation [5, 7, 23, 24]

$$
\int_{0}^{1} h(\gamma) D^{\gamma} p d \gamma=K \frac{\partial^{2} p}{\partial x^{2}}
$$

Accordingly, our two time scales equation becomes a special case corresponding to $h(\gamma)=$ $K_{1} \delta(\gamma-\alpha)+K_{2} \delta(\gamma-\beta)$ where $\delta$ is the Dirac distribution. We refer the reader to the review paper [25] (which complements and is a continuation of [20] by the same authors).
In petroleum engineering, oil is considered to be a viscoelastic material. As such it has the ability of storing energy and releasing it (dissipation) after removal of the load. The Boltzmann principle states that the relationship between the stress and the strain involves a time convolution of a kernel (called the relaxation function) and the Laplacian of the state

$$
\int_{0}^{t} \xi^{\prime}(t-s) \frac{\partial^{2} u}{\partial x^{2}}(s) d s
$$

The fractional derivative corresponds then to $\xi(t)=\frac{t^{-\alpha}}{\Gamma(1-\alpha)}$.
In general, the constitutive equation for the conventional viscoelastic models

$$
\sigma(t)+\sum_{k=1}^{m} a_{i} \frac{d^{k}}{d t^{k}} \sigma(t)=b_{0} \varepsilon(t)+\sum_{k=1}^{n} b_{i} \frac{d^{k}}{d t^{k}} \varepsilon(t)
$$

is replaced by (the fractional one) [26]

$$
\sigma(t)+\sum_{k=1}^{m} a_{i} D^{\gamma_{k}} \sigma(t)=b_{0} \varepsilon(t)+\sum_{k=1}^{n} b_{i} D^{\mu_{k}} \varepsilon(t), \quad 0<\gamma_{k}, \mu_{k}<1 .
$$

Moreover, it is well known in applications that lower order derivatives describe usually a certain type of damping (like the frictional damping represented by the first order derivative in hyperbolic problems). In the case of oil, it may be due to the different drag forces caused by the fractal media.
In this paper we would like to investigate the problem

$$
\left\{\begin{array}{l}
\frac{\partial p}{\partial t}=K_{1} D^{\alpha} \frac{\partial^{2} p}{\partial x^{2}}+K_{2} D^{\beta} \frac{\partial^{2} p}{\partial x^{2}}+f(x, t), \quad-L<x<\infty, t>0 \\
p(x, 0)=g(x), \quad-L<x<\infty \\
p(-L, t)=l(t), \quad t>0 \\
p(x, t) \rightarrow 0, \quad x \rightarrow+\infty, t>0
\end{array}\right.
$$

The function $p$ here is the pressure, $f$ and $g$ are compactly supported functions which denote an external source and the initial pressure at time $t=0$, respectively. The operators $D^{\alpha}$ and $D^{\beta}, 0<\beta<\alpha<1$ denote the Caputo fractional derivative of order $\alpha$ and $\beta$, respectively defined in the next section [27-31]; see also [29,32,33] for some interesting results.
Here, for continuous functions close to zero, the Caputo derivative and the RiemannLiouville derivative (see Definition 2 and Definition 3 below) are equivalent. The reason is that we shall be using the Laplace transform method and under this operator they have the same Laplace transform. These derivatives are equal for functions having the value zero at zero (see Theorem 1 below).
Initially and typically the problem is set in the semi-infinite axis $(0,+\infty)$ but for convenience we shall shift it to $(-L,+\infty)$. As the functions $f$ and $g$ are of compact support, we may, without loss of generality, assume that their support is in $(-L, 0)$. We first solve the problem in $(0,+\infty)$ (with $f$ and $g$ being zero). Then we solve the problem with all necessary (non-homogeneous) data in $(-L, 0)$. To be able to solve the problem in this bounded domain one needs to find appropriate boundary conditions which allow smooth movement of the flow and avoid the possible contamination of the solution. So these boundary conditions should not allow reflections which will contaminate the solution inside the bounded domain. Solving the problem first in $(0,+\infty)$ permits one to establish the appropriate (Neumann type) boundary condition at $x=0$ which is our artificial boundary. We mention here that artificial boundaries have been applied to other problems in [9, 34-39].
We shall use the Laplace transform and some crucial results due to Prabhakar (and others) as regards the three-parameter Mittag-Leffler function as well as some specific properties of fractional derivatives. In particular a crucial and problematic step of inverting Laplace transforms has been overcome by a simple trick.
The bounded domain is say $\left(L_{l}, L_{r}\right)$ but for simplicity we shall consider $(-L, 0)$ and the original unbounded domain is $(-L, \infty)$. This may be more convenient than considering $(0,1)$ and $(0, \infty)$. Our argument, once finished, will apply for the left semi-axis as well.
The plan of our paper is as follows: the next section contains some material needed in our argument later. In Section 3 we determine the appropriate artificial boundary condition.

The proof of the uniqueness of the solution to the problem in the bounded domain can be found in Section 4. The explicit solution is derived in Section 5.

## 2 Preliminaries

We present in this section some material needed later to prove our result. They are collected from [27-31].

Definition 1 The Riemann-Liouville fractional integral of order $\alpha$ of $f$ is defined by

$$
\left(I_{0^{+}}^{\alpha} f\right)(t)=\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} f(s) d s, \quad t>0, \alpha>0,
$$

when the right-hand side exists.

Definition 2 The Riemann-Liouville fractional derivative of order $\alpha$ of $f$ is defined by

$$
\left({ }^{\mathrm{RL}} D_{0^{+}}^{\alpha} f\right)(t)=\frac{1}{\Gamma(1-\alpha)} \frac{d}{d t} \int_{0}^{t}(t-s)^{-\alpha} f(s) d s, \quad t>0,0<\alpha<1,
$$

when the right-hand side exists. Note that

$$
\left({ }^{\mathrm{RL}} D_{0^{+}}^{\alpha} f\right)(t)=\frac{d}{d t}\left(I^{1-\alpha} f\right)(t) .
$$

Definition 3 The Caputo fractional derivative of order $\alpha$ of $f$ is defined by

$$
\left({ }^{\mathrm{C}} D_{0^{+}}^{\alpha} f\right)(t)=\frac{1}{\Gamma(1-\alpha)} \int_{0}^{t}(t-s)^{-\alpha} f^{\prime}(s) d s, \quad t>0,0<\alpha<1
$$

(the prime here is for the derivative) when the right-hand side exists. Note that

$$
\left({ }^{\mathrm{C}} D_{0^{+}}^{\alpha} f\right)(t)=\left(I^{1-\alpha} \frac{d}{d t} f\right)(t)
$$

The relationship between these two types of derivatives is given by the following theorem.

Theorem 1 We have

$$
\left({ }^{\mathrm{RL}} D_{0^{+}}^{\alpha} f\right)(t)=\left({ }^{\mathrm{C}} D_{0^{+}}^{\alpha} f\right)(t)+\frac{t^{-\alpha}}{\Gamma(1-\alpha)} f\left(0^{+}\right), \quad t>0,0<\alpha<1 .
$$

For $0<\alpha<1$, the Laplace transforms of these derivatives [40] are given by

$$
\begin{align*}
& \mathcal{L}\left[\left(f^{\prime}\right)(t)\right](s)=s \mathcal{L}[f(t)](s)-f\left(0^{+}\right)  \tag{1}\\
& \mathcal{L}\left[\left(^{\mathrm{C}} D_{0^{+}}^{\alpha} f\right)(t)\right](s)=s^{\alpha} \mathcal{L}[f(t)](s)-s^{\alpha-1} f\left(0^{+}\right) \tag{2}
\end{align*}
$$

Lemma 2 Assume that $f(t)$ is continuous on $[0, A]$ for some $A>0$, then

$$
\lim _{t \rightarrow 0^{+}} I_{0^{+}}^{\alpha} f(t)=0, \quad \alpha>0 .
$$

Proof See [4].

Definition 4 A function $k \in L_{\text {loc }}^{1}[0,+\infty)$ is called positive definite if

$$
\int_{0}^{t} w(s) \int_{0}^{s} k(s-z) w(z) d z d s \geq 0, \quad t \geq 0
$$

for every $w \in C[0,+\infty)$.

Definition 5 The function $k(t)$ is said to be strongly positive definite if there exists a positive constant $\gamma$ such that the mapping $t \rightarrow k(t)-\gamma e^{-t}$ is positive definite.

The function $k(t)=t^{-\alpha}, 0<\alpha<1$ is an example of a strongly positive definite function. In 1971 Prabhakar [41] proved the relation

$$
\begin{equation*}
\mathcal{L}\left\{t^{\gamma-1} E_{\beta, \gamma}^{\delta}\left(w t^{\beta}\right)\right\}=s^{-\gamma}\left(1-w s^{-\beta}\right)^{-\delta} ; \tag{3}
\end{equation*}
$$

$\operatorname{Re} \beta>0, \operatorname{Re} \gamma>0, \operatorname{Re} s>0$, and $|s|>|w|^{\frac{1}{\operatorname{Re} \beta}}$, where $E_{\beta, \gamma}^{\delta}(z)$ is a generalized Mittag-Leffler function introduced by himself and defined by

$$
E_{\beta, \gamma}^{\delta}:=\sum_{n=0}^{\infty} \frac{(\delta)_{n} z^{n}}{\Gamma\left(\beta_{n}+\gamma\right) n!}, \quad \beta, \gamma, \delta \in \mathbb{C} \text { with } \operatorname{Re} \beta>0
$$

Here $(\delta)_{n}$ is the Pochhammer symbol

$$
(\delta)_{0}=1, \quad(\delta)_{n}=\delta(\delta+1)(\delta+2) \cdots(\delta+n-1) .
$$

The two-parameter Mittag-Leffler function corresponds to $\delta=1$ and the classical one corresponds to $\delta=\gamma=1$. We also recall the useful formula (see [42, 43])

$$
\begin{equation*}
\mathcal{L}^{-1}\left[\frac{s^{\alpha-\beta}}{s^{\alpha} \mp a}\right]=t^{\beta-1} E_{\alpha, \beta}\left( \pm a t^{\alpha}\right) \tag{4}
\end{equation*}
$$

## 3 Artificial boundary and artificial condition

We designate

$$
\begin{aligned}
& \Omega=\{(x, t),-L \leq x<+\infty, 0<t \leq T\}, \\
& \Omega_{0}=\{(x, t),-L \leq x<0,0<t \leq T\}
\end{aligned}
$$

and

$$
\Omega_{e}=\{(x, t), 0 \leq x<+\infty, 0<t \leq T\} .
$$

Note that $\Omega$ is in this way split into a bounded domain $\Omega_{0}$ and an unbounded one $\Omega_{e}$. Our artificial boundary will be

$$
\Gamma_{0}=\{(x, t), x=0,0<t \leq T\} .
$$

Let us first determine the artificial boundary condition by solving the following problem:

$$
\left\{\begin{array}{l}
\frac{\partial p}{\partial t}=K_{1} D^{\alpha} \frac{\partial^{2} p}{\partial x^{2}}+K_{2} D^{\beta} \frac{\partial^{2} p}{\partial x^{2}} \quad \text { in } \Omega_{e}  \tag{5}\\
p(x, 0)=0, \quad 0 \leq x<+\infty \\
p(0, t)=h(t), \quad 0<t<T, \\
p(x, t) \rightarrow 0 a s x \rightarrow+\infty, \quad 0<t \leq T
\end{array}\right.
$$

Here $0<\beta<\alpha<1$.
Applying the Laplace transform to both sides of the equation in (5) we find

$$
\begin{equation*}
s \bar{p}(x, s)=K_{1} s^{\alpha} \frac{\partial^{2} \bar{p}}{\partial x^{2}}+K_{2} s^{\beta} \frac{\partial^{2} \bar{p}}{\partial x^{2}}=\left(K_{1} s^{\alpha}+K_{2} s^{\beta}\right) \frac{\partial^{2} \bar{p}}{\partial x^{2}} . \tag{6}
\end{equation*}
$$

The solution of this differential equation (in $x$ ) is equal to

$$
\begin{equation*}
\bar{p}(x, s)=\bar{h}(s) e^{-x \sqrt{\frac{s}{K_{1} s^{\alpha}+K_{2} s^{\beta}}}} . \tag{7}
\end{equation*}
$$

The inversion of this expression (7), however, is not easy. We are not aware of any (closed form) formula that may help. The ones that are available in the literature fall short either because of wrong signs in the powers or because of non-integer powers. In [15] the author has solved this problem by applying the Fourier transform. In our case this would not work. We will have to use either the Sine Fourier transform or the Cosine Fourier transform which unfortunately both will assume homogeneous Dirichlet boundary conditions or homogeneous Neumann conditions. We shall use the following trick (which will solve the difficulty circumvented and mentioned above regarding the wrong power signs):

$$
\begin{align*}
\frac{\partial \bar{p}}{\partial x} & =-\sqrt{\frac{s}{K_{1} s^{\alpha}+K_{2} s^{\beta}}} \bar{h}(s) e^{-x} \sqrt{\frac{s}{K_{1} s^{\alpha}+K_{2} s^{\beta}}} \\
& =-\sqrt{\frac{s}{K_{1} s^{\alpha}+K_{2} s^{\beta}}} \bar{p}  \tag{8}\\
& =-\left(\frac{1}{s} \sqrt{\frac{s}{K_{1} s^{\alpha}+K_{2} s^{\beta}}}\right)(s \bar{p}) .
\end{align*}
$$

Noticing that the inverse Laplace transform of $s \bar{p}$ is the time derivative of $p$, it remains only to invert the other expression. We have

$$
\frac{1}{s} \sqrt{\frac{s}{K_{1} s^{\alpha}+K_{2} s^{\beta}}}=\frac{s^{-1 / 2}}{\left(K_{1} s^{\alpha}+K_{2} s^{\beta}\right)^{1 / 2}} .
$$

Now that the power in $s^{-1 / 2}$ is negative; we can apply for instance the Prabhakar identity (3). Indeed,

$$
\begin{equation*}
\frac{s^{-1 / 2}}{\left(K_{1} s^{\alpha}+K_{2} s^{\beta}\right)^{1 / 2}}=\frac{s^{-1 / 2}}{s^{\alpha / 2}\left(K_{1}+K_{2} s^{\beta-\alpha}\right)^{1 / 2}}=\frac{s^{-(\alpha+1) / 2}}{K_{1}^{1 / 2}\left(1+K_{2} K_{1}^{-1} s^{-(\alpha-\beta)}\right)^{1 / 2}}, \tag{9}
\end{equation*}
$$

and its inverse Laplace transform is equal to

$$
\begin{equation*}
\frac{1}{\sqrt{K_{1}}} t^{(\alpha-1) / 2} E_{\alpha-\beta,(\alpha+1) / 2}^{1 / 2}\left(-K_{2} K_{1}^{-1} t^{\alpha-\beta}\right) \tag{10}
\end{equation*}
$$

Therefore

$$
\begin{align*}
\frac{\partial p}{\partial x}(x, t) & =-\frac{1}{\sqrt{K_{1}}} t^{(\alpha-1) / 2} E_{\alpha-\beta,(\alpha+1) / 2}^{1 / 2}\left(-K_{2} K_{1}^{-1} t^{\alpha-\beta}\right) * \frac{\partial p}{\partial t} \\
& =-\frac{1}{\sqrt{K_{1}}} \int_{0}^{t} s^{(\alpha-1) / 2} E_{\alpha-\beta,(\alpha+1) / 2}^{1 / 2}\left(-K_{2} K_{1}^{-1} s^{\alpha-\beta}\right) \frac{\partial p}{\partial t}(x, t-s) d s \tag{11}
\end{align*}
$$

and in the limit we find

$$
\begin{align*}
\frac{\partial p}{\partial x}(0, t) & =-\frac{1}{\sqrt{K_{1}}} \int_{0}^{t} s^{(\alpha-1) / 2} E_{\alpha-\beta,(\alpha+1) / 2}^{1 / 2}\left(-K_{2} K_{1}^{-1} s^{\alpha-\beta}\right) \frac{\partial p}{\partial t}(0, t-s) d s \\
& =-\frac{1}{\sqrt{K_{1}}} \int_{0}^{t} s^{(\alpha-1) / 2} E_{\alpha-\beta,(\alpha+1) / 2}^{1 / 2}\left(-K_{2} K_{1}^{-1} s^{\alpha-\beta}\right) h^{\prime}(t-s) d s \tag{12}
\end{align*}
$$

As our equation reads $\frac{\partial p}{\partial t}=K_{1} D^{\alpha} \frac{\partial^{2} p}{\partial x^{2}}+K_{2} D^{\beta} \frac{\partial^{2} p}{\partial x^{2}}+f(x, t)$, it may be convenient to write the boundary condition as

$$
\begin{align*}
& \frac{\partial}{\partial x} \\
& \left.\left(K_{1} D^{\alpha} p(x, t)+K_{2} D^{\beta} p(x, t)\right)\right|_{x=0}  \tag{13}\\
& \quad=-\frac{1}{\sqrt{K_{1}}}\left(K_{1} D^{\alpha}+K_{2} D^{\beta}\right) \int_{0}^{t} s^{(\alpha-1) / 2} E_{\alpha-\beta,(\alpha+1) / 2}^{1 / 2}\left(-K_{2} K_{1}^{-1} s^{\alpha-\beta}\right) h^{\prime}(t-s) d s .
\end{align*}
$$

Remark 1 Observe that if in (7) (instead of using the Prabhakar formula) we multiply and divide by $k$ ! and use the $k$ th derivative of the two-parameter Mittag-Leffler function $E_{\alpha, \beta}^{(k)}(t)$, then we obtain

$$
\mathcal{L}^{-1}\left\{\frac{k!s^{(\beta-\alpha) k}}{\left(s^{1-\alpha}+K_{1} w^{2}\right)^{k+1}}\right\}=t^{k-\alpha-\beta k} E_{1-\alpha, 1-\alpha+k(\alpha-\beta)}^{(k)}\left(-K_{1} w^{2} t^{1-\alpha}\right) .
$$

To see the relationship of this derivative with the Prabhakar function we recall the formula (see [43])

$$
\left(\frac{d}{d z}\right)^{m} E_{\beta, \gamma}^{\delta}(z)=(\delta)_{m} E_{\beta, \gamma+m \beta}^{\delta+m}(z) .
$$

When $\delta=1$, we find

$$
E_{\beta, \gamma}^{(m)}(z)=(1)_{m} E_{\beta, \gamma+m \beta}^{1+m}(z) .
$$

Taking $m=k$ and noting that $k!=(1)_{k}$ we may compare our result to the one in [16]. Moreover, recalling that (see [43])

$$
\begin{equation*}
E_{\alpha, \beta}^{(\rho)}(z)=\frac{1}{\Gamma(\gamma)} H_{1,2}^{1,1}\left[-\left.z\right|_{(0,1),(1-\beta, \alpha)} ^{(1-\gamma, 1)}\right], \tag{14}
\end{equation*}
$$

where the right-hand side of (14) is the Fox $H$-function and

$$
\mathcal{M}\left[\mathcal{F}_{s}(f)\right][q](z)=\sqrt{\frac{2}{\pi}} \Gamma(z) \sin \frac{\pi z}{2} \mathcal{M}[f(x)](1-z),
$$

where $\mathcal{M}$ is for the Mellin transform, and proceeding as in [16], we may find an easier expression for (13). This expression is more suitable for numerical purposes.

The next lemma helps us differentiating the convolution term inside (13).

Lemma Assume that $f \in C^{1}([0, T]), g$ continuous, and $0<\gamma<1$. Then

$$
\begin{aligned}
D^{\gamma}(f * g)(t) & =D^{\gamma}\left(\int_{0}^{t} f(t-\tau) g(\tau) d \tau\right) \\
& =f(0) I^{1-\gamma} g(t)+\int_{0}^{t} D^{\gamma} f(t-\tau) g(\tau) d \tau \\
& =f(0) I^{1-\gamma} g(t)+\left(D^{\gamma} f * g\right)(t), \quad t>0 .
\end{aligned}
$$

Proof We have from Definition 3

$$
\begin{aligned}
D^{\gamma} & \left(\int_{0}^{t} f(t-\tau) g(\tau) d \tau\right) \\
& =I^{1-\gamma} D\left(\int_{0}^{t} f(t-\tau) g(\tau) d \tau\right) \\
& =I^{1-\gamma}\left\{f(0) g(t)+\int_{0}^{t} f^{\prime}(t-\tau) g(\tau) d \tau\right\} \\
& =f(0) I^{1-\gamma} g(t)+I^{1-\gamma}\left(\int_{0}^{t} f^{\prime}(t-\tau) g(\tau) d \tau\right) \\
& =f(0) I^{1-\gamma} g(t)+\frac{1}{\Gamma(\gamma)} \int_{0}^{t}(t-s)^{\gamma-1} \int_{0}^{s} f^{\prime}(s-\tau) g(\tau) d \tau d s
\end{aligned}
$$

By Fubini's theorem we have

$$
\begin{aligned}
D^{\gamma} & \left(\int_{0}^{t} f(t-\tau) g(\tau) d \tau\right) \\
& =f(0) I^{1-\gamma} g(t)+\frac{1}{\Gamma(\gamma)} \int_{0}^{t}\left(\int_{\tau}^{t}(t-s)^{\gamma-1} f^{\prime}(s-\tau) d s\right) g(\tau) d \tau \\
& =f(0) I^{1-\gamma} g(t)+\frac{1}{\Gamma(\gamma)} \int_{0}^{t}\left(\int_{\tau}^{t-\tau}(t-u-\tau)^{\gamma-1} f^{\prime}(u) d u\right) g(\tau) d \tau \\
& =f(0) I^{1-\gamma} g(t)+\int_{0}^{t} D^{\gamma} f(t-\tau) g(\tau) d \tau .
\end{aligned}
$$

This completes the proof.

In our case $h(0)=0$ implies

$$
\begin{aligned}
\left(K_{1} D^{\alpha}\right. & \left.+K_{2} D^{\beta}\right) \int_{0}^{t} s^{(\alpha-1) / 2} E_{\alpha-\beta,(\alpha+1) / 2}^{1 / 2}\left(-K_{2} K_{1}^{-1} s^{\alpha-\beta}\right) h^{\prime}(t-s) d s \\
= & h(0)\left(K_{1} I^{1-\alpha}+K_{2} I^{1-\beta}\right) t^{(\alpha-1) / 2} E_{\alpha-\beta,(\alpha+1) / 2}^{1 / 2}\left(-K_{2} K_{1}^{-1} t^{\alpha-\beta}\right) \\
& +\int_{0}^{t} s^{(\alpha-1) / 2} E_{\alpha-\beta,(\alpha+1) / 2}^{1 / 2}\left(-K_{2} K_{1}^{-1} s^{\alpha-\beta}\right)\left(K_{1} D^{\alpha}+K_{2} D^{\beta}\right) h^{\prime}(t-s) d s \\
= & \int_{0}^{t} s^{(\alpha-1) / 2} E_{\alpha-\beta,(\alpha+1) / 2}^{1 / 2}\left(-K_{2} K_{1}^{-1} s^{\alpha-\beta}\right)\left(K_{1} D^{\alpha}+K_{2} D^{\beta}\right) h^{\prime}(t-s) d s
\end{aligned}
$$

and consequently

$$
\begin{align*}
& \frac{\partial}{\partial x} \\
& \left.\left(K_{1} D^{\alpha} p(x, t)+K_{2} D^{\alpha} p(x, t)\right)\right|_{x=0}  \tag{15}\\
& \quad=-\frac{1}{\sqrt{K_{1}}} \int_{0}^{t} s^{(\alpha-1) / 2} E_{\alpha-\beta,(\alpha+1) / 2}^{1 / 2}\left(-K_{2} K_{1}^{-1} s^{\alpha-\beta}\right)\left(K_{1} D^{\alpha}+K_{2} D^{\beta}\right) h^{\prime}(t-s) d s
\end{align*}
$$

Remark 2 Note that, in the case the function $h(s)$ is not regular enough, then we can remedy it by multiplying and dividing by ' $K_{1} s^{\alpha}+K_{2} s^{\beta}$ ' instead of multiplying and dividing by ' $s$ ' in (8). The inverse Laplace transform of $\left(K_{1} s^{\alpha}+K_{2} s^{\beta}\right) \bar{p}$ is simply $\left(K_{1} D^{\alpha}+K_{2} D^{\beta}\right) p$.
Having found the artificial boundary condition (15) we may now consider the following equivalent problem on the bounded domain $\Omega_{0}$ :

$$
\left\{\begin{array}{l}
\frac{\partial p}{\partial t}=K_{1} D^{\alpha} \frac{\partial^{2} p}{\partial x^{2}}+K_{2} D^{\beta} \frac{\partial^{2} p}{\partial x^{2}}+f(x, t) \quad \text { in } \Omega_{0}  \tag{16}\\
p(x, 0)=g(x), \quad-L \leq x \leq 0 \\
p(-L, t)=l(t), \quad 0<t \leq T \\
\left.\frac{\partial}{\partial x}\left(K_{1} D^{\alpha} p(x, t)+K_{2} D^{\beta} p(x, t)\right)\right|_{x=0}=\Psi(t), \quad 0<t \leq T
\end{array}\right.
$$

where $\Psi(t)$ is the right-hand expression in (15).

## 4 Uniqueness of solution

Theorem The solution of problem (16) is unique.
Proof Suppose, on the contrary, there exist two solutions $p_{1}$ and $p_{2}$, then $p_{0}=p_{1}-p_{2}$ is solution of the problem

$$
\left\{\begin{array}{l}
\frac{\partial p_{0}}{\partial t}=K_{1} D^{\alpha} \frac{\partial^{2} p_{0}}{\partial x^{2}}+K_{2} D^{\beta} \frac{\partial^{2} p_{0}}{\partial x^{2}} \quad \text { in } \Omega_{0}  \tag{17}\\
p_{0}(x, 0)=0, \quad-L \leq x \leq 0 \\
p_{0}(-L, t)=0, \quad 0<t \leq T \\
\left.\frac{\partial}{\partial x}\left(K_{1} D^{\alpha} p_{0}(x, t)+K_{2} D^{\beta} p_{0}(x, t)\right)\right|_{x=0}=\Psi_{0}(t), \quad 0<t \leq T
\end{array}\right.
$$

where

$$
\begin{equation*}
\Psi_{0}(t)=\frac{-1}{\sqrt{K_{1}}} \int_{0}^{t} s^{(\alpha-1) / 2} E_{\alpha-\beta,(\alpha+1) / 2}^{1 / 2}\left(-K_{2} K_{1}^{-1} s^{\alpha-\beta}\right)\left(K_{1} D^{\alpha}+K_{2} D^{\beta}\right) p_{0}{ }^{\prime}(t-s) d s \tag{18}
\end{equation*}
$$

Unlike the pure diffusion equation, here, because of the fractional derivative, the standard way of proving the uniqueness does not work. The main problem is a sign issue. Fortunately, the kernels in the definition of the fractional derivatives enjoy a nice property called 'positive definiteness' (see Definition 4). We shall make profit of this property. First, we multiply the equation in (17) by $\frac{\partial p_{0}}{\partial t}$ and integrate over $\Omega_{0}$, and we find

$$
\begin{align*}
\int_{0}^{T} & \int_{-L}^{0}\left(\frac{\partial p_{0}}{\partial t}\right)^{2} d x d t \\
= & \int_{0}^{T} \int_{-L}^{0} K_{1} \frac{\partial p_{0}}{\partial t} D^{\alpha} \frac{\partial^{2} p_{0}}{\partial x^{2}} d x d t+\int_{0}^{T} \int_{-L}^{0} K_{2} \frac{\partial p_{0}}{\partial t} D^{\beta} \frac{\partial^{2} p_{0}}{\partial x^{2}} d x d t \\
= & \left.K_{1} \int_{0}^{T} \frac{\partial p_{0}}{\partial t} D^{\alpha} \frac{\partial p_{0}}{\partial x}\right|_{-L} ^{0} d t+\left.K_{2} \int_{0}^{T} \frac{\partial p_{0}}{\partial t} D^{\beta} \frac{\partial p_{0}}{\partial x}\right|_{-L} ^{0} d t \\
& -K_{1} \int_{0}^{T} \int_{-L}^{0} \frac{\partial^{2} p_{0}}{\partial x \partial t} D^{\alpha} \frac{\partial p_{0}}{\partial x} d x d t-K_{2} \int_{0}^{T} \int_{-L}^{0} \frac{\partial^{2} p}{\partial x \partial t} D^{\beta} \frac{\partial p_{0}}{\partial x} d x d t . \tag{19}
\end{align*}
$$

From the definition of the Caputo fractional derivative (Definition 3) we have

$$
D^{\alpha} \frac{\partial p_{0}}{\partial x}(x, t)=\int_{0}^{t} \frac{(t-s)^{-\alpha}}{\Gamma(1-\alpha)} \frac{\partial^{2} p_{0}}{\partial t \partial x} d s
$$

and

$$
D^{\beta} \frac{\partial p_{0}}{\partial x}(x, t)=\int_{0}^{t} \frac{(t-s)^{-\beta}}{\Gamma(1-\beta)} \frac{\partial^{2} p_{0}}{\partial t \partial x} d s .
$$

Therefore, the last two terms in the right-hand side of (19) are equal to

$$
\begin{equation*}
-K_{1} \int_{0}^{T} \int_{-L}^{0} \frac{\partial^{2} p_{0}}{\partial x \partial t} \int_{0}^{t} \frac{(t-\tau)^{-\alpha}}{\Gamma(1-\alpha)} \frac{\partial^{2} p_{0}}{\partial t \partial x} d \tau d x d t \leq 0 \tag{20}
\end{equation*}
$$

and

$$
\begin{equation*}
-K_{2} \int_{0}^{T} \int_{-L}^{0} \frac{\partial^{2} p_{0}}{\partial x \partial t} \int_{0}^{t} \frac{(t-\tau)^{-\beta}}{\Gamma(1-\beta)} \frac{\partial^{2} p_{0}}{\partial t \partial x} d \tau d x d t \leq 0 \tag{21}
\end{equation*}
$$

respectively. From (19) and the boundary conditions in (17) we deduce that

$$
\begin{align*}
& \int_{0}^{T} \int_{-L}^{0}\left(\frac{\partial p_{0}}{\partial t}\right)^{2} d x d t+K_{1} \int_{0}^{T} \int_{-L}^{0} \frac{\partial^{2} p_{0}}{\partial x \partial t} \int_{0}^{t} \frac{(t-\tau)^{-\alpha}}{\Gamma(1-\alpha)} \frac{\partial^{2} p_{0}}{\partial t \partial x} d \tau d x d t \\
& \quad+K_{2} \int_{0}^{T} \int_{-L}^{0} \frac{\partial^{2} p_{0}}{\partial x \partial t} \int_{0}^{t} \frac{(t-\tau)^{-\beta}}{\Gamma(1-\beta)} \frac{\partial^{2} p_{0}}{\partial t \partial x} d \tau d x d t \\
& =  \tag{22}\\
& K_{1} \int_{0}^{T} \frac{\partial p_{0}}{\partial t}(0, t) D^{\alpha} \frac{\partial p_{0}}{\partial x}(0, t) d t+K_{2} \int_{0}^{T} \frac{\partial p_{0}}{\partial t}(0, t) D^{\beta} \frac{\partial p_{0}}{\partial t}(0, t) d t .
\end{align*}
$$

The relations (19)-(21) show that the expression in the right-hand side of (22) is nonnegative. On the other hand, it is clear that the problem

$$
\left\{\begin{array}{l}
\frac{\partial q}{\partial t}=K_{1} D^{\alpha} \frac{\partial^{2} q}{\partial x^{2}}+K_{2} D^{\beta} \frac{\partial^{2} q}{\partial x^{2}} \quad \text { in } \Omega_{e}  \tag{23}\\
q(x, 0)=0, \quad 0<x<+\infty \\
q(0, t)=p_{0}(0, t), \quad 0<t \leq T \\
q(x, t) \rightarrow 0, \quad \text { as } x \rightarrow+\infty, 0<t \leq T
\end{array}\right.
$$

possesses a unique solution. The multiplication of (23) by $\frac{\partial q}{\partial t}$ and the integration over $\Omega_{e}$ yield

$$
\begin{aligned}
\int_{0}^{T} & \int_{0}^{\infty}\left(\frac{\partial q}{\partial t}\right)^{2} d x d t \\
= & K_{1} \int_{0}^{T} \int_{0}^{\infty} \frac{\partial q}{\partial t} D^{\alpha} \frac{\partial^{2} q}{\partial x^{2}} d x d t+K_{2} \int_{0}^{T} \int_{-L}^{0} \frac{\partial q}{\partial t} D^{\beta} \frac{\partial^{2} q}{\partial x^{2}} d x d t \\
= & \left.K_{1} \int_{0}^{T} \frac{\partial q}{\partial t} D^{\alpha} \frac{\partial q}{\partial x}\right|_{0} ^{\infty} d t+\left.K_{2} \int_{0}^{T} \frac{\partial q}{\partial t} D^{\beta} \frac{\partial q}{\partial x}\right|_{0} ^{\infty} d t \\
& -K_{1} \int_{0}^{T} \int_{0}^{\infty} \frac{\partial^{2} q}{\partial x \partial t} D^{\alpha} \frac{\partial q}{\partial x} d x d t-K_{2} \int_{0}^{T} \int_{0}^{\infty} \frac{\partial^{2} q}{\partial x \partial t} D^{\beta} \frac{\partial q}{\partial x} d x d t
\end{aligned}
$$

or

$$
\begin{align*}
\int_{0}^{T} & \int_{0}^{\infty}\left(\frac{\partial q}{\partial t}\right)^{2} d x d t \\
= & -K_{1} \int_{0}^{T} \frac{\partial q}{\partial t}(0, t) D^{\alpha} \frac{\partial q}{\partial x}(0, t) d t-K_{2} \int_{0}^{T} \frac{\partial q}{\partial t}(0, t) D^{\beta} \frac{\partial q}{\partial x}(0, t) d t \\
& -K_{1} \int_{0}^{T} \int_{0}^{\infty} \frac{\partial^{2} q}{\partial x \partial t} \int_{0}^{t} \frac{(t-s)^{-\alpha}}{\Gamma(1-\alpha)} \frac{\partial^{2} q}{\partial t \partial x} d s d x d t \\
& -K_{2} \int_{0}^{T} \int_{0}^{\infty} \frac{\partial^{2} q}{\partial x \partial t} \int_{0}^{t} \frac{(t-s)^{-\beta}}{\Gamma(1-\beta)} \frac{\partial^{2} q}{\partial t \partial x} d s d x d t . \tag{24}
\end{align*}
$$

Noting that $\frac{\partial q}{\partial t}(0, t)=\frac{\partial p_{0}}{\partial t}(0, t)$ and $\left.\frac{\partial q}{\partial x}\right|_{x=0}=\left.\frac{\partial p_{0}}{\partial t}\right|_{x=0}$ we conclude from (24) and the positive definiteness of the kernels that the expression

$$
-K_{1} \int_{0}^{T} \frac{\partial p_{0}}{\partial t}(0, t) D^{\alpha} \frac{\partial p_{0}}{\partial x}(0, t) d t-K_{2} \int_{0}^{T} \frac{\partial p_{0}}{\partial t}(0, t) D^{\beta} \frac{\partial p_{0}}{\partial x}(0, t) d t
$$

i.e. the sum of the first two terms in the right-hand side of (24), is nonnegative. This fact, together with the one of the first part of the proof, implies that this expression is equal to zero. It follows from (22) that $\frac{\partial p_{0}}{\partial t}(x, t)=0$ for all $0 \leq x<\infty$ and $0 \leq t \leq T$. As $p_{0}(-L, T)=0$ we conclude that $p_{0} \equiv 0$ and thus the solution of (16) is unique.

## 5 Explicit solution of (16) in $\boldsymbol{\Omega}_{0}$

Let us look for a solution to (16) in the form of the sum of a transient solution and a steadystate solution,

$$
\begin{equation*}
p(x, t)=U(x, t)+V(x, t) . \tag{25}
\end{equation*}
$$

By substitution into (16) we find

$$
\frac{\partial U}{\partial t}+\frac{\partial V}{\partial t}=K_{1} D^{\alpha}\left(\frac{\partial^{2} U}{\partial x^{2}}+\frac{\partial^{2} V}{\partial x^{2}}\right)+K_{2} D^{\beta}\left(\frac{\partial^{2} U}{\partial x^{2}}+\frac{\partial^{2} V}{\partial x^{2}}\right)+f(x, t)
$$

and the boundary conditions give

$$
\begin{aligned}
& U(-L, t)+V(-L, t)=l(t), \\
& \left.\frac{\partial}{\partial x}\left[K_{1} D^{\alpha}(U(x, t)+V(x, t))+K_{2} D^{\beta}(U(x, t)+V(x, t))\right]\right|_{x=0}=\Psi(t) .
\end{aligned}
$$

The problem will be partitioned into

$$
\left\{\begin{array}{l}
\frac{\partial^{2} V}{\partial x^{2}}=0 \quad \text { in } \Omega_{0},  \tag{26}\\
V(-L, t)=l(t), \quad 0<t \leq T, \\
\left.\frac{\partial}{\partial x}\left[K_{1} D^{\alpha} V(x, t)+K_{2} D^{\beta} V(x, t)\right]\right|_{x=0}=\Psi(t), \quad 0<t \leq T
\end{array}\right.
$$

and

$$
\begin{cases}\frac{\partial U}{\partial t}=K_{1} D^{\alpha} \frac{\partial^{2} U}{\partial x^{2}}+K_{2} D^{\beta} \frac{\partial^{2} U}{\partial x^{2}}-\frac{\partial V}{\partial t}+f(x, t) & \text { in } \Omega_{0},  \tag{27}\\ U(-L, t)=0, \quad 0<t \leq T, & \\ \left.\frac{\partial}{\partial x}\left[K_{1} D^{\alpha} U(x, t)+K_{2} D^{\beta} U(x, t)\right]\right|_{x=0}=0, \quad 0<t \leq T, \\ U(x, 0)=g(x)-V(x, 0), \quad-L \leq x \leq 0 . & \end{cases}
$$

We start by solving problem (26). We may look for a solution in the form

$$
\begin{equation*}
V(x, t)=v_{1}(t) x+v_{2}(t) . \tag{28}
\end{equation*}
$$

The boundary conditions imply

$$
\begin{align*}
& v_{2}(t)-L v_{1}(t)=l(t)  \tag{29}\\
& K_{1} D^{\alpha} v_{1}(t)+K_{2} D^{\beta} v_{1}(t)=\Psi(t) . \tag{30}
\end{align*}
$$

Therefore, from (28) and (29) we see that

$$
\begin{equation*}
V(x, t)=(L+x) v_{1}(t)+l(t) . \tag{31}
\end{equation*}
$$

The function $v_{1}(t)$ may be found by the Laplace transform method. Indeed, assuming continuity of $v_{1}(t)$ at zero, we have

$$
K_{1} s^{\alpha} \bar{v}_{1}(s)+K_{2} s^{\beta} \bar{v}_{1}(s)=\bar{\Psi}(s)
$$

or

$$
\bar{v}_{1}(s)=\frac{\bar{\Psi}(s)}{K_{1} s^{\alpha}+K_{2} s^{\beta}}=\frac{\bar{\Psi}(s)}{K_{1}} \frac{s^{-\beta}}{s^{\alpha-\beta}+\frac{K_{2}}{K_{1}}} .
$$

Using (4), i.e.

$$
\mathcal{L}^{-1}\left[\frac{s^{\alpha-\beta}}{s^{\alpha} \mp a}\right]=t^{\beta-1} E_{\alpha, \beta}\left( \pm a t^{\alpha}\right)
$$

we see that

$$
\mathcal{L}^{-1}\left[\frac{s^{-\beta}}{s^{\alpha-\beta}+K_{2} K_{1}^{-1}}\right]=t^{\alpha-1} E_{\alpha-\beta, \alpha}\left(-\frac{K_{2}}{K_{1}} t^{\alpha-\beta}\right) .
$$

Therefore

$$
\begin{equation*}
v_{1}(t)=\left(\Psi * t^{\alpha-1} E_{\alpha-\beta, \alpha}\left(-\frac{K_{2}}{K_{1}} t^{\alpha-\beta}\right)\right)(t) . \tag{32}
\end{equation*}
$$

We pass now to problem (27). We write the equation there as

$$
\begin{equation*}
\frac{\partial U}{\partial t}=K_{1} D^{\alpha} \frac{\partial^{2} U}{\partial x^{2}}+K_{2} D^{\beta} \frac{\partial^{2} U}{\partial x^{2}}+\tilde{f}(x, t) \tag{33}
\end{equation*}
$$

with $\tilde{f}(x, t)=f(x, t)-\frac{\partial V}{\partial t}$. We look for a solution in the form

$$
\begin{equation*}
U(x, t)=\sum_{n=0}^{\infty} X_{n}(x) T_{n}(t) \tag{34}
\end{equation*}
$$

We assume that

$$
\begin{equation*}
\tilde{f}(x, t)=\sum_{n=0}^{\infty} A_{n}(t) X_{n}(x), \tag{35}
\end{equation*}
$$

where the coefficients $A_{n}(t)$ may be computed by

$$
A_{n}(t)=\left(\int_{-L}^{0} \tilde{f}(x, t) X_{n}(x) d x\right)\left(\int_{-L}^{0} X_{n}(x) X_{n}(x) d x\right)^{-1} .
$$

The substitution of the expressions (34) and (35) in (33) yields

$$
\begin{align*}
\frac{\partial}{\partial t}\left(\sum_{n=0}^{\infty} T_{n}(t) X_{n}(x)\right)= & K_{1} D^{\alpha}\left(\sum_{n=0}^{\infty} T_{n}(t) X^{\prime \prime}{ }_{n}(x)\right) \\
& +K_{2} D^{\beta}\left(\sum_{n=0}^{\infty} T_{n}(t) X^{\prime \prime}{ }_{n}(x)\right)+\sum_{n=0}^{\infty} A_{n}(t) X_{n}(x) . \tag{36}
\end{align*}
$$

Before continuing with this identity we need to solve the homogeneous problem

$$
\left\{\begin{array}{l}
\frac{\partial W}{\partial t}=K_{1} D^{\alpha} \frac{\partial^{2} W}{\partial x^{2}}+K_{2} D^{\beta} \frac{\partial^{2} W}{\partial x^{2}} \quad \text { in } \Omega_{e},  \tag{37}\\
W(-L, t)=0, \quad 0<t \leq T \\
\left.\frac{\partial}{\partial x}\left[K_{1} D^{\alpha} W(x, t)+K_{2} D^{\beta} W(x, t)\right]\right|_{x=0}=0, \quad 0<t \leq T
\end{array}\right.
$$

Setting $W(x, t)=X(x) T(t)$, we obtain by differentiation and substitution in (37)

$$
\begin{aligned}
X(x) T^{\prime}(t) & =K_{1} X^{\prime \prime}(x) T^{(\alpha)}(t)+K_{2} X^{\prime \prime}(x) T^{(\beta)}(t) \\
& =\left[K_{1} T^{(\alpha)}(t)+K_{2} T^{(\beta)}(t)\right] X^{\prime \prime}(x)
\end{aligned}
$$

and separating variables it appears that

$$
\frac{T^{\prime}(t)}{K_{1} T^{(\alpha)}(t)+K_{2} T^{(\beta)}(t)}=\frac{X^{\prime \prime}(x)}{X(x)}=\mu=-\lambda^{2} .
$$

The first boundary condition $W(-L, t)=0$ implies $X(-L) T(t)=0,0<t \leq T$ and consequently $X(-L)=0$. The second boundary condition gives

$$
K_{1} X^{\prime}(0) T^{(\alpha)}(t)+K_{2} X^{\prime}(0) T^{(\beta)}(t)=0, \quad 0<t \leq T
$$

or

$$
\left[K_{1} T^{(\alpha)}(t)+K_{2} T^{(\beta)}(t)\right] X^{\prime}(0)=0, \quad 0<t \leq T .
$$

We conclude that $X^{\prime}(0)=0$. Solving the problem

$$
\left\{\begin{array}{l}
X^{\prime \prime}(x)+\lambda^{2} X(x)=0,-\quad L \leq x \leq 0, \\
X(-L)=0, \quad X^{\prime}(0)=0
\end{array}\right.
$$

we obtain $X_{n}(x)=\cos \lambda_{n} x$ with $\lambda_{n}=\frac{(2 n+1) \pi}{2 L}$. These eigenfunctions form a basis.

Now, in view of (36) we deduce that

$$
\sum_{n=0}^{\infty} T^{\prime}{ }_{n}(t) X_{n}(x)=\sum_{n=0}^{\infty}\left[K_{1} T^{(\alpha)}(t)+K_{2} T^{(\beta)}(t)\right]\left(-\lambda_{n}^{2} X_{n}(x)\right)+\sum_{n=0}^{\infty} A_{n}(t) X_{n}(x) .
$$

We get the system of equations

$$
\begin{equation*}
T_{n}^{\prime}(t)+\lambda_{n}^{2}\left[K_{1} T_{n}^{(\alpha)}(t)+K_{2} T_{n}^{(\beta)}(t)\right]=A_{n}(t), \quad 0<t \leq T \tag{38}
\end{equation*}
$$

Notice that

$$
U(x, 0)=\sum_{n=0}^{\infty} X_{n}(x) T_{n}(0)=g(x)-V(x, 0)=g(x)-l(0)=g(x)-g(-L)
$$

This means that $T_{n}(0)$ are the coefficients of the expansion of $g(x)-g(-L)$ according to the basis $\left\{X_{n}(x)\right\}_{n}$.

Applying Laplace transform to (38) we end up with

$$
s \bar{T}_{n}(s)+\lambda_{n}^{2}\left[K_{1} s^{\alpha} \bar{T}_{n}(s)+K_{2} s^{\beta} \bar{T}_{n}(s)\right]=\bar{A}_{n}(s)+T_{n}(0)
$$

or

$$
\left[s+\lambda_{n}^{2}\left(K_{1} s^{\alpha}+K_{2} s^{\beta}\right)\right] \bar{T}_{n}(s)=\bar{A}_{n}(s)+T_{n}(0)
$$

That is,

$$
\begin{equation*}
\bar{T}_{n}(s)=\frac{\bar{A}_{n}(s)+T_{n}(0)}{s+\lambda_{n}^{2}\left(K_{1} s^{\alpha}+K_{2} s^{\beta}\right)} . \tag{39}
\end{equation*}
$$

Note that

$$
\begin{align*}
& \frac{1}{s+}+\lambda_{n}^{2}\left(K_{1} s^{\alpha}+K_{2} s^{\beta}\right) \\
&=\frac{s^{-\beta}}{s^{1-\beta}+K_{1} \lambda_{n}^{2} s^{\alpha-\beta}+K_{2} \lambda_{n}^{2}}=\frac{s^{-\beta}}{\left(s^{1-\beta}+K_{2} \lambda_{n}^{2}\right)\left(1+\frac{K_{1} \lambda_{n}^{2} s^{\alpha-\beta}}{s^{1-\beta}+K_{2} \lambda_{n}^{2}}\right)} \\
&=\frac{s^{-\beta}}{s^{1-\beta}+K_{2} \lambda_{n}^{2}} \sum_{k=0}^{\infty}\left(\frac{-K_{1} \lambda_{n}^{2} s^{\alpha-\beta}}{s^{1-\beta}+K_{2} \lambda_{n}^{2}}\right)^{k}=\sum_{k=0}^{\infty} \frac{\left(-K_{1} \lambda_{n}^{2}\right)^{k} s^{-\beta+k(\alpha-\beta)}}{\left(s^{1-\beta}+K_{2} \lambda_{n}^{2}\right)^{k+1}} . \tag{40}
\end{align*}
$$

Using (3) we see that

$$
\begin{equation*}
\mathcal{L}^{-1}\left\{\frac{s^{-\beta+k(\alpha-\beta)}}{\left(s^{1-\beta}+K_{2} \lambda_{n}^{2}\right)^{k+1}}\right\}=t^{k(1-\alpha)} E_{1-\beta, k(1-\alpha)+1}^{k+1}\left(-K_{2} \lambda_{n}^{2} t^{1-\beta}\right) . \tag{41}
\end{equation*}
$$

Therefore (39)-(41) imply that

$$
\begin{align*}
T_{n}(t)= & \int_{0}^{t} A_{n}(t-s) \sum_{k=0}^{\infty}\left(-K_{1} \lambda_{n}^{2}\right)^{k} s^{k(1-\alpha)} E_{1-\beta, k(1-\alpha)+1}^{k+1}\left(-K_{2} \lambda_{n}^{2} s^{1-\beta}\right) d s \\
& +T_{n}(0) \sum_{k=0}^{\infty}\left(-K_{1} \lambda_{n}^{2}\right)^{k} t^{k(1-\alpha)} E_{1-\beta, k(1-\alpha)+1}^{k+1}\left(-K_{2} \lambda_{n}^{2} t^{1-\beta}\right) \tag{42}
\end{align*}
$$

and by (34) we have

$$
\begin{equation*}
U(x, t)=\sum_{n=0}^{\infty} T_{n}(t) \cos \frac{(2 n+1) \pi}{2 L} x \tag{43}
\end{equation*}
$$

with $T_{n}(t)$ as in (42). Gathering (43), (42), (32), and (31) in (25) we obtain the solution $p(x, t)$ to the problem in $\Omega_{0}$.

As a conclusion we have proved the following result.

Theorem 3 The solution of problem (16) is given by (25) where $U(x, t)$ is as in (43). The functions $v_{1}(t)$ in $V(x, t)$ (see (31)) is given in (32). That is,

$$
\begin{aligned}
p(x, t)= & \sum_{n=0}^{\infty} \cos \frac{(2 n+1) \pi}{2 L} x \\
& \times\left[\int_{0}^{t} A_{n}(t-s) \sum_{k=0}^{\infty}\left(-K_{1} \lambda_{n}^{2}\right)^{k} s^{k(1-\alpha)} E_{1-\beta, k(1-\alpha)+1}^{k+1}\left(-K_{2} \lambda_{n}^{2} s^{1-\beta}\right) d s\right. \\
& \left.+T_{n}(0) \sum_{k=0}^{\infty}\left(-K_{1} \lambda_{n}^{2}\right)^{k} t^{k(1-\alpha)} E_{1-\beta, k(1-\alpha)+1}^{k+1}\left(-K_{2} \lambda_{n}^{2} t^{1-\beta}\right)\right] \\
& +(L+x)\left(\Psi * t^{\alpha-1} E_{\alpha-\beta, \alpha}\left(-\frac{K_{2}}{K_{1}} t^{\alpha-\beta}\right)\right)(t)+l(t),
\end{aligned}
$$

where

$$
\Psi(t)=\frac{-1}{\sqrt{K_{1}}} \int_{0}^{t} s^{(\alpha-1) / 2} E_{\alpha-\beta,(\alpha+1) / 2}^{1 / 2}\left(-K_{2} K_{1}^{-1} s^{\alpha-\beta}\right)\left(K_{1} D^{\alpha}+K_{2} D^{\beta}\right) h^{\prime}(t-s) d s
$$

$A_{n}(t)$ and $T_{n}(0)$ are the coefficients of the expansions of $\tilde{f}(x, t)=f(x, t)-\frac{\partial V}{\partial t}$ and $g(x)-g(-L)$, respectively, according to the basis $\left\{X_{n}(x)\right\}_{n}$.

The graphs (see Figure 1) correspond to $p(x, 0)=g(x)=\sin (4 \pi x), p(-1, t)=l(t)=h(t)=t$.


Figure 1 The graphs of $\boldsymbol{p}(\boldsymbol{x}, \boldsymbol{t}) . p(x, 0)=g(x)=\sin (4 \pi x) ; p(-I, t)=I(t)=h(t)=t$.
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