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1 Introduction
Let H; and H;, be two infinite dimensional real Hilbert space with inner product and norm
denoted by (-,-) and || - ||, respectively. Let C and Q be a nonempty closed convex subset
of H; and H,, respectively. Let T : C — C be a mapping. The set of fixed points of T is
denoted by F(T), thatis, F(T) = {x € C: Tx = x}.

In what follows, we recall some definitions of classes of operators often used in fixed

point theory.

Definition 1.1 Let T': C — C be a mapping. Then
(i) T is p-Lipschitzian with p > 0 if

”Tx_Ty” SPH’C—J’H» Vx»}’GC,

If p € (0,1), then T is p-contractive and if p = 1, then T is nonexpansive.

(i) T is firmly nonexpansive if

2
)

ITx - Tyl* < llx—yl> = | - T)x— I - T)y

Vx,y € C;
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(iii) T is k-strictly pseudo-contractive with k € [0, 1) if

2
1T = TylI> < llx =yl + x| (1 = T)x = (I = T)y],

Vx,y € C.

Definition 1.2 Let T': C — C be a mapping with F(T) ##. Then
(i) T is directed if

ITx - 21> < llx = 2II” - llx - Txll>, ¥z € F(T),x€C;
(i) T is quasi-nonexpansive if

ITx—z|| <l|x-zl, VzeF(T),xeC;
(iii) T is B-demicontractive with B < 1 if

1 Tx - 2| < |lx—z||* + Bllx - Tx||>, VzeF(T),xeC.

Note that the class of demicontractive operators contains important classes of operators:
directed operator (firmly nonexpansive operator with nonempty fixed points set) for g =
-1, quasi-nonexpansive operator (nonexpansive operator with nonempty fixed points set)
for B = 0, and strictly pseudo-contractive operator with nonempty fixed points set for
B € (0, 1); the class of quasi-nonexpansive operators also contains nonspreading mappings
with nonempty fixed point set and N-generalized hybrid mappings with nonempty fixed
point set.

It is well known that every nonexpansive operator T : H; — H; satisfies the following
inequality;

2

’

1
(= T)w— =Ty, Ty~ Tx) < S | = Thy - (I - T
for all x,y € H;. Therefore, for all x € H,, y € F(T),
1
(= Tyx,y - Ta) < EH(T_I)xuz. (1.1)

We also know that F(T') of nonexpansive mapping 7 is closed and convex.
The fixed point problem (FPP) for the mapping T is to find x € C such that

Tx = x.
Many iterative algorithms has been introduced for finding fixed points of nonexpansive
mappings, quasi-nonexpansive mappings, firmly nonexpansive mappings, demicontrac-
tive mappings (see [1-6]), including the since recently popular viscosity iterative algo-
rithms, which formally consist of the sequence {x,} given by the iteration

Xpsl = ar(f(xn) + (1 - an)Txn) Vn = 0, (12)

where f is a contraction, {«,} C (0,1) is a slowly vanishing sequence, i.e., lim,_, - a, =0
and ), &, = 00. The above method was first considered with regard to the special case
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when f = i (u being any given element), in 1967 by Halpern [7] (for u = 0). There is an
extensive literature regarding the convergence analysis of (1.2), with several types of oper-
ator T, in the setting of Hilbert spaces and Banach spaces. This procedure can be regarded
as a regularization process for fixed point iterations which is supposed to induce the con-
vergence in norm of the iterates. Another advantage of this method is that it allows one to
select a particular fixed point of T which satisfies some variational inequality.

Given a nonlinear mapping B: C — H;. Recall that B is said to be monotone if

(x—y,Bx—By) >0, Vx,y€C;
B is said to be a-strongly monotone if there exists o > 0 such that
(x—y,Bx—By) z allx—ylI>, VayeC;

B is said to be a-inverse strongly monotone (for short, a-ism) if there exists a > 0 such
that

(x—y,Bx —By) > a|Bx-By|>, Vx,yeC.

We can easily see that
(i) if B is nonexpansive, then I — B is monotone;
(i) if B is an a-inverse-strongly monotone mapping, then it must be a —-Lipschitz
operator. Moreover, I — rB is nonexpansive when 0 < r < 2c.

The variational inequality problem (VIP) is to find x € C such that
(Bx,y—x)>0, VyeC. (1.3)

The solution set of (1.3) is denoted by VI(C, B). In fact,

x* € VI(C,B)
¢

(Bx*,y-x*)>0, VyeC
¢

(-ABx*,y—x")<0, VA>0,¥yeC
¢

((I-2Bx*)x* —x*,y-x*) <0, VA>0,¥yeC
¢

((I-2Bx*)x* —x*,x* —=y) >0, VA>0,¥yeC
¢

x* =Pc(I —AB)x*, VA>O0.

It is well known that if B is strongly monotone and Lipschitz continuous mapping on C,
then (1.3) has a unique solution. There are several different approaches towards solving
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this problem in finite dimensional and infinite dimensional spaces see [8—14] and the re-
search in this direction is intensively continued.

The equilibrium problem for a bifunction f : C x C — R is to find a point x € C such
that

flx,y)>0, VyeC. (1.4)

We denote EP(f) by the solution set of (1.4). It is easy to see that EP(f) = VI(C, B) when
fx,y) = (Bx,y —«x) forall v,y € C. Let h: C x C — R be a nonlinear bifunction, then the
generalized equilibrium problem (GEP) is to find x* € C such that

Sf(x*x) + h(x*,x) >0, VxeC. (1.5)

We denote the solution set of generalized equilibrium problem (1.5) by GEP(f, 4). Note
that this problem reduces to the equilibrium problem when the bifunction 4 is a zero
mapping; this problem reduces to the mixed equilibrium problem when the bifunction
h(x*, x) = p(x) — p(x*), where ¢ : C — RU {+00} is for proper lower semicontinuous and
convex functions.

The split generalized equilibrium problem (SGEP) introduced by Kazmi and Rizvi [15]
in 2013 is the following problem: find x* € C

f(x*x) + h(x*,x) >0, VxeC,
such that
Y =Ax"€Q solves F(y%,y)+H(y,y)=0, VyeQ

where f,h:Cx C — Rand F,H : Q x Q — Rare four nonlinear bifunctions and A : H; —
‘H, isa bounded linear operator. The solution set of the split generalized equilibrium prob-
lem SGEP is denoted by

2 = {x* € GEP(f, h) : Ax* € GEP(F,H)}.

If H =0 and F = 0, then the split generalized equilibrium problem reduces to the gener-
alized equilibrium problem considered by Cianciaruso et al. [16]; If # =0 and H = 0, then
the split generalized equilibrium problem reduces to the split equilibrium problem intro-
duced in 2011 by Moudafi [17]; if & = ¢(-,-) and H = ¢(-,-), where ¢ : C — RU {+00} and
¢ : Q — RU {+00} are proper lower semicontinuous and convex functions, then the split
generalized equilibrium problem reduces to the split mixed equilibrium problem (SEP).

In this paper, we are interested in finding the common solution for a finite family of the
split generalized equilibrium problems, that is, find a x* € C,

f,(x*,x) +hi(x5,x) >0, VxeC,
such that

Y =Ax*€Q solves Fi(y',y)+Hi(y"y) =0, VyeQ,
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where f;,h;: C x C — Rand F;, H; : Q x Q — R are nonlinear bifunctions, A; : H; — H;
is a bounded linear operator, for 1 <i < Nj.

In 2017, Majee and Nahak [18] introduced a hybrid viscosity iterative method to ap-
proximate a common solution of a split equilibrium problem and a fixed point problem of
a finite collection of nonexpansive mappings; Onjai-uea and Phuengrattana [19] studied
iterative algorithms for solving split mixed equilibrium problems and fixed point prob-
lems of hybrid multivalued mappings in real Hilbert spaces; Sitthithakerngkiet et al. [20]
proposed an iterative method for finding a common solution of a single split generalized
equilibrium problem, variational inequality problem and fixed point problem of nonex-
pansive mapping in Hilbert spaces. For recent developments in the analysis technique and
algorithm design, see [21-25] and the references therein.

Motivated by the above related results in this field, in this paper, we first propose a new
parallel hybrid viscosity method for finding a common element of the set of solutions of a
finite family of split generalized equilibrium problems, variational inequality problems and
the set of common fixed points of a finite family of demicontractive operators in Hilbert
spaces.

The rest of the paper is organized as follows: Sect. 2 describes several definitions and
lemmas which will be used in proving our main results; Sect. 3 presents a new parallel hy-
brid viscosity method for finding a common element of the set of solutions of a finite family
of split generalized equilibrium problems, variational inequality problems and the set of
common fixed points of a finite family of demicontractive operators in Hilbert spaces,
and establish the corresponding strong convergence theorem under suitable conditions.
Section 4 gives numerical examples to demonstrate the convergence of our algorithm.

2 Preliminaries

Throughout the paper, let the symbol — and — denote strong convergence and weak
convergence, respectively. In addition, F(T) and w,(x,) denote the fixed point set of T
and the weak w-limit set of the sequence {x,}, respectively, that is, F(T) = {x: Tx = x} and
wy(x,) ={u: Iy, — u}.In order to prove our main results, we recall some basic definitions
and lemmas, which will be needed in the sequel.

Definition 2.1 ([26]) Assume that T : H{ — H is a nonlinear operator, then I — T is said
to be demiclosed at zero if for any sequence {x,} in H, the following implication holds:

x,—~x and ([-T)x,—0 = «xeF(T).

Lemma 2.2 ([27]) Let C be a nonempty closed convex subset of a real Hilbert space H, and
let U : C — C be a B-strict pseudo-contractive. Then I — U is demiclosed at 0.

Lemma 2.3 ([28]) Suppose that U : H — H is a S-demicontractive mapping. Then the
fixed point set F(U) of U is closed and convex.

Recall that Pc is the metric projection from # into C, then, for each point x € H, the
unique point Pcx € C satisfies the property:

ll = Pex|| = inf ||lx — y|| =: d(, C).
yeC
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Lemma 2.4 ([29]) For a given x € H:
(i) z=Pcxifandonly if (x —z,z—y) > 0,Vy € C;
(i) z=Pcx ifand only if |x — z||> < |x —y||> = |ly — ||, Vx,y € C;
(iti) (Pcx — Peyr =) = I1Pcx - Peyll?, ¥,y € M.

It is obvious that P¢ is nonexpansive and monotone.

Lemma 2.5 ([30]) Letf : C x C — R be a bifunction satisfying the following assumptions:
(i) flx,x)>0,VxeC;
(ii) f is monotone, that is, f(x,y) + f(y,x) <0, Vx,y € C;
(iii) f is upper hemicontinuous, that is, for each Vx,y,z € C,

limsupf(tz + (1 - £)x),y) <f (%)

t—0

(iv) Foreach x € C fixed, the function y + f(x,y) is convex and lower semicontinuous.
Suppose that h: C x C — R is a bifunction satisfying the following assumptions:
(i) h(x,x)>0,VYxeC;
(i) for eachy € C fixed, the function x — h(x,y) is upper semicontinuous;
(ili) for each x € C fixed, the function y — h(x,y) is convex and lower semicontinuous.
Then, for fixed r > 0 and z € C, there exist a nonempty compact convex subset K of H;
and x € CN K such that

f,x) + h(y,x) + %(y—x,x—z) <0, VyeC\K.

Lemma 2.6 Assume that f,h: C x C — R satisfying Lemma 2.5. Let r > 0 and x € H,;,
Then there exists z € C such that

1
fly)+h(z,y)+ —(y-2z,z-x)>0, VyeC.
r

Lemma 2.7 ([31]) Assume thatf,h:C x C — R satisfying Lemma 2.5 and h is monotone.
Forr >0 and x € H,, define the mapping " H - C as follows:

T{'h(x) = {ze C:f(z,y) + h(z,y) + %(y—z,z—x) >0,Vye C}.

Then the following statements hold:
(i) T{’h is single-valued;
(ii) M is firmly nonexpansive, that is,

|76 = T 0)|* < (T - T 0) e =y), Vay € Has

(iii) F(T") = GEP(f, h);
(iv) GEP(f, h) is compact and convex.

Let F,H : Q x Q — R satisfying Lemma 2.5. From the previous lemma, we can define a
mapping T5H : Hy — Q as follows:

TH (w) := {de Q:F(d,e) + H(d,e) + %(e—d,d—w) >0,Vee Q},

Page 6 of 25
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where s > 0 and w € H,, Then T : H, — Q also satisfies the same properties in
Lemma 2.7. Further, it is easy to prove that §2 is a closed and convex set. We see that
Lemma 3.5 in [16] is a special case of Lemmas 2.6 and 2.7; for more details see [32].

Lemma 2.8 ([33]) Let {B;}Y, be a finite family of inverse strongly monotone mappings from
C to H with the constants {ﬁi}ﬁl and assume that ﬂi\il VI(C,B;) #@. Let B = Zf\il o;B;,
{3, C(0,1) and Zﬁl o;=1. Then B: C — H is a B-inverse strongly monotone mapping
with 8 = min{By,..., Bx} and VI(C, B) = (X, VI(C, By).

A linear bounded operator A : H — H is called strongly positive if and only if there exists
¥ > 0 such that (Ax,x) > ¥|lx||? for all x € H. and we call such an A a strongly positive
operator with coefficient y.

Lemma 2.9 ([34]) Let H be a Hilbert space and let A be a strongly positive bounded linear
operator on H with coefficient 7 > 0. If 0 < 8 < ||A|| ™}, then || - SA|| < 1-57.

Lemma 2.10 ([18]) Let H be a Hilbert space. Let f : C — C be a p-Lipschitzian mapping
and A : H — H be a strongly positive bounded linear operator with coefficient § > 0. If
s > np, then

(A = nf)x = (A = nf )y, = ) = (6 = np)llx -y
forallx,y € H. That is, uA — nf is strongly monotone with coefficient 18 — np.
Lemma 2.11 ([35]) The following inequality holds in a Hilbert space H.:

o+ y1?> < %l + 2 +y), Va,y€H.

Lemma 2.12 ([36]) For each x1,...,%, € H and o1,...,a,, € [0,1] with Y o; = 1, we
have the equality

m
2 2 2
oy + -+ + @t l® = Y atilloll® = Y eyl — .
i=1

1<i<j<m

Lemma 2.13 ([37]) Let {a,} be a sequence of non-negative real numbers, such that there
exists a subsequence {a,,}.} of {a,}, such that Ay < Ay for all j € N. Then there exists a
nondecreasing sequence {my} of N, such that limy_, o, my = 00, and the following properties
are satisfied by all (sufficiently large) numbers k € N:

Ay < A1 ANA A < Ay i1
In fact, my is the largest number n in the set {1,2,...,k}, such that a, < d,.1.
Lemma 2.14 ([38]) Let {s,} be a sequence of non-negative real numbers satisfying

Snil < (L= a)su + 0By + vy 120,

where {a,}, {Bn} and {y,} satisfy the conditions:
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(i) {an} C[0,1], Y07, oy = 00, or equivalently, [ 152, (1 — ) = 0;
(ii) lim SUpP,— 00 Bn <0;
(i) >0 (= 0), Y02 ¥ < 0.
Then lim,_, o s, = 0.

3 Main results

Theorem 3.1 Let H; and H, be two real Hilbert space. Let C and Q be nonempty, closed
and convex subsets of Hi and H,, respectively. Let A; : H1 — Hy be a bounded linear
operator and A} : Hy — Hi be the adjoint of A;. Assume that fi,h; : C x C — R and
F;,H;: Qx Q — Rare bifunctions satisfying Lemma 2.5; h;, H; are monotone and F; is upper
semicontinuous for 1 <i < N. Let S;: C — C be a kj-demicontractive mappings such that
S; —1 is demiclosed at O for all 1 < j < Nj. B;: C — H, is a o;-inverse strongly monotone
operator for all 1 <1 < Nj. Suppose that I' = ﬂi\fl £2:N (ﬁj\f1 F(Sp))N( ?:[31 VI(C,B))) # 4.
Let f : Hy — H; be a Lipschitzian mapping with coefficient p > 0. Let L : H, — H; be
a strongly positive bounded linear operator with coefficient § > 0. Let {x,} be a sequence

generated from an arbitrary x, € H, by the following algorithm:

Wi = TN (o + &, AT (TR~ DA,),
Wn = @iy Iy = ArgMaxs<iony {ll@ni = xall},

Zuj = Bujon + (1 = Bu))Sjon, (3.1)
I =Pl = 2n (1% B2 Vi),

Xp+l = Oanf(xn) +(I - OanL)yn.

Also, the following conditions are satisfied:
(i) né>yp;
(i) €01, X5 m=1
(iii) {a.} C(0,1), lim, oo, =0, Y20 @, = 00;
) rn; C (0,00), liminf,_, o #,,; > 0;
) {Buj} € (0,1), (v} C(0,1), Y02 v =1, for Vi > 1.
liminf, oo Uy j(1 = Buj)(Bnj — k) > 0 for Vi € {1,...,Na};
(vi) 0<liminf,,&,; <limsup,_, . &,; < Wfor 1<i<Nj;
(vii) 0 <liminf, A, <limsup,_, A, <20, 0 = maX;<<n;{07}.
Then {x,} converges strongly to a point x* € I', which is the unique solution of the following

(iv

(v

variational inequality:
(0L - yf)x*,x* —x) <0, Vxel. (3.2)

Equivalently, we have x* = Pr(I — nL + yf)x*.

Proof First, we show the uniqueness of the solution of the variational inequality(3.2). We
show it by contradiction. Suppose x € I" and ¥ € I" be two solution of (3.2) with x # X.

Then we have

(L -yNx2-%)<0
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and
(L - yf)x,x - %) <0.

We can obtain
((r]L -y x— L - yf)x,x —56) <0.
From 7é > yp and Lemma 2.9, we can get
(L =y )z — (L - yf)%,% - X) > (8 — yp) % - %> > 0.

This leads to a contradiction. Hence, the variational inequality problem (3.2) has a unique
solution and we denote it by x* € I'.
We have

(ML -yf)a*x" —x)<0 & (R—U-nL+yfla’,x"—x)<0, Vxel.

It is easy to verify I" is closed and convex. From Lemma 2.4, we obtain x* = Pc(l — nL +

v)x*.
Next, we show that the sequence {x,} is bounded. Let p € I', that is, p € §2;, for Vi €
{1,2,...,N1}, and we have p = Tﬁ’hip and A;p = Tfrf"lﬁ"Aip. Observe that

Tn,i

loni = pI? = | T2 (s + 07 (TEH — 1) A, - p
< [t + A7 (T~ 1) A, -
= Nt = pII* + 26,4 A} (T — 1) Ay, %, — )
+ | AT (T = 1) Ay Hz

< N2y = pII* + 28, { (T} = 1) A, Aixy = Aip)

+ E2 AN | (T~ 1) A ).

Denoting A = 2§n,i((TFi’Hi —DA;x,, Aix, — A;p) and using (1.1), we get

Tn,i
A = 28, (T = 1) Ay, Ay — Aip)
= zén,z((T,i”LHl - I)AixnvAixn _Aip
+ (Tfn'lH‘ - I)Aixn - (Tfﬂ‘LH’ - I)Aixn)
= 26, {{(TE 1) A, TEHi A, — Aip) — || (TEH — 1) A, |}
1
= 25""'{ ST = DA = (17 - D) A, ”2}

< 6| (T2 - DA, |
Therefore, for Vi € {1,2,...,N;}, we have

leoni = pI* < 0 = I + (E2 AN = i) | (T~ 1) As | (33)

Page 9 of 25
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From the condition (v), we obtain

lon = pll = ll@ni, =Pl < llxn =P (3.4)

From Lemma 2.12 and the definition of S;, we have

Iznj =PI = || Bujon + (1 = Bay)Sjwn —p|’
= Bujlwn —plI* + (1 = Bu))ISjwn — plI?
= Buj(1 = Buj)lly — Sjeon |
< Bujllon—pI” + (1= Bup)[llwn — pII* + Kjllwn — Sjeon*]
= Buj(1 = Bupllwn — Sjw, I

= lwn = pI* + (1 = B))kj = Bup |0y = Sjon >,
It follows from the condition (iv) that
1z =PIl < llww =pll < llxu—pl,  Vje{l,2,...,Na}. (3.5)

Let B = Z?ﬁ By and o = min{oy,...,0n,}, by Lemma 2.8, we know that B is o -ism, and
from the condition 0 < A,, < 20, we see that I — A,,B is nonexpansive, and Pc(I — A,,B)
is also nonexpansive. We have p € I', that is, p € ﬂ?ﬁ VI(C, B;) = VI(C, B). Then from

Lemma 2.12, we have

2

Ny
19 = pI* = | Pc = AuB) (Z vn,;zn,;> 4

Jj=1

Ny
= |Pc(I - 1,B) (Z vn,,zn,,> —-Pc(I - r,B)p

j=1

2

Ny
= E VnjZnj — P
j=1

Ny
<Y vujllz - plI?
j=1
< |lxn — pII*. (3.6)

From the condition lim,_, o, o, = 0, we may assume, with no loss of generality, that «, <

m for all ». It follows from Lemma 2.9 that

%01 = pll = enyfGeu) + I = unL)ys - p|
= (v f(xn) = nLp) + (I — L)y, — p) |
< || yf ) = nlp| + Il = Ly, - pll
= o] vf (@) = vf(p) + vf () = nlp| + |11 = L1y, - pll

Page 10 of 25
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< auypll%n —pll + o | vf () = nlp|| + (1 = aund)x, - plI

= [1 - 08 - yp)]l1%s = pll + | vf (p) = nLp|

llvf(p) —nipl
= [L=an(n8 = o)l — pll + crn(n6 — ) L L= 2L
né—yp
—nL
§max{||x,,—p||, lvf @) —n pll}
né—yp
I ) —nLpl|
Smax{”xl_pn,w},
né—yp

That is, {x,} is bounded, and {y,}, {zx;}, {®n,}, {f(x,)} and {Sjw,} are also bounded.

Next, we show w,,(x,) € I'. To see this, we take g € w,(¥,) and assume that x,, = g as

[ — oo for some subsequence {x,,} of {x,}. Observe that

%01 = pI% = |ty fGe) + (I = aunL)y, - p|*
= [lon(vf @) = nLp) + (L - L) yu - p)|”
= 2| yf ) - nlp|” + | - L) - p)|
+ 20y f (%) = nLp, (I — L)y — p))
< a2lvf@) = nlp|” + (1= ,md)lly, - pl?
+ 20, (1 = aud) || vf () = nLp |19 - I
< &2 ||y f @) — nLp|)* + (1 = aund)* [y, - pII?

+200,(1 — atun8) | v (x0) = nLp | 1% - .

From (3.4), (3.5) and (3.6), we obtain

Ny
nes = pI1% < 02| vf o) = nLp|” + (L= s Y vislzu; - pII>
j=1
+ 20, (1 = a,d)|| v (%) = nLp|| Il — plI

Ny

< a2|lyf@) - nLp|” + (1 - amd)?® > v [llon - pl?
j=1

+ (1= Buj)(kj = Buj)llwn = Sjoul*]

+200,(1 — atun8) | f (n) — nLp || %0 - p|
Ny

< a2 ||lyf @) nLp|)* + (1 - aund)* Y vy [llxs —plI?
j=1

(82, 1401 = Eni) | (T = 1) Ay
+ (1 - ,Bn,j)(Kj - ﬁn,j)”wn - S;'wn||2]
+200,(1 — atund) | yf (xn) — nLp || %0 - p|

= &2 |y fn) - nLp|” + (1 - @un8)? 1%, — pII?

(3.7)

Page 11 of 25
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(T 1A

+(1- Olnn5)2( il'n 1Az, ”2 - gn,in)

Ny
+ (1= aud)” Y V(1= Buy)icj = Buj)llwn — Sjoou*
j=1
+2a,(1 = aund) | v/ (®4) = nLp| 1%, - plI. (3.8)

Then we have

(1= ctun®)? (Eiy — 624, 145, 12) | (Tr ™ = 1) As, 0" < @2 |y f ) - nip|”
~ e - I
+ (1= aund)llx, - plI”
+ 20,(1 — a,118)

x || vf () = nLp |

X ||, = pll (3.9)
and
Na
2
(1- Oln775)2 Z Vn,j(l - ,Bn,j)(,Bn,j - Kj)”wn - Sja)n”2 = O{ﬁ ” yf(xn) - an”
j=1
= |l%ns1 —P||2

+(1- anr)a)z”xn —P||2
+ 20, (1 — a;n8)

x | vf @) —nlp)|
X |lxy = pll- (3.10)

Next, we analyze the inequality (3.9) and (3.10) by considering the following two cases.

Case 1. Assume that there exists 7, large enough such that ||x,,1 — p||?> < ||x, — p||® for
all # > ny. Since |x, — p||? is bounded, we see that lim,_ ., ||x, — p||> exists. From the
conditions (iii) and (v), we obtain

I ( rnif,;Hi" ~1)A; %4 > 0 (n— 00)
and

lwn = Sjwull = 0 (n— 00),Vje{1,2,...,Na}.
Then we have

121 — @ull = (1 = Bup)ISjwy — wull = 0 (n— 00),Vj € {1,2,...,No}. (3.11)

Page 12 of 25
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. i i . .
Since p = T{; 'pand T{; . is firmly nonexpansive, we obtain

lons = pI* = | T (s, + 7 (TFe ~ 1) A - p|*

= | M (o + Eg AT (TEM — 1) A,) - T ip|*

< (@ni = P30 + &0, AT (T~ 1) A, — p)

= %{ loni =PI + [ + £ A7 (TEM — 1) A, — p||*
~ N =t = A7 (T~ 1) A}

= %{ lons =PI + 6 = pII® + E2, | AF(TE ~ 1) A |
+ 26,1, — p, AT (TF — 1) Ax,)
~ lleons = all® + &7, A7 (TFi/% = 1) A |

- 2§n,i(wn,i - xn,A;k (Tf,f”iHi - I)Aix,,>] }

1
= E{”a)n,l’ = pIP + 1% = plI* = oy, = xall?
+ 25n,i<Aiwn,i - Ap, (Tr}z;.Hi - I)Aixn>}

2
I

IA

1
2 2
B {ln,i = pI* + 1%, = pII* = lln,i = %,

+ 28l Aiwn; — Aipl | (T — D) A, |}
Then we get
leoni = pI* < 11960 = pII* = llons = %> + 283l Aseoni = Aipll | (T = D) A .

From (3.8), we have

Na

e =PI < @2 yf Gen) = nLp|)* + (1 = a8 Y vyl — pII?
j=1

+ (1= Bu)icj = Bu) |0y = Sjonl*]

+ 20, (1 - 0,8)|| vf (%) = nLp||Ilx - pI
< 2| yf@n) - nLp|” + (1 - @), — pII®

+ 20, (1 - 0,8)|| vf (%) = nLp||Ilx - pI

< a?|yf@n) - nLp|* + (1 = @md)*[I% - plI> = lloy — 2,11

Hi, _

+ zsn,in ”Ain Wy — At,,p” || ( r,,:;j,: I)Ainxn H]

+200,(1 — atun8) | vf () = nLp | 1% - P
Then

2
(1 = und)llwn = xall* < 02| f(n) = nLp||” + (1 - atund)? % — pII?

— %1 =PI+ 2(1 = 0tu18)?Ep,
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X 1Ay, @, — Ayl | (T

Tn,ip

—1)A; x|

+ 20, (1 — a,18) | v f (x0) = nLp | %0 - .

, F; H;
Since «,, — O, ||(T;, "™

Tn,ip

—DA;, x4 = 0,as n — 00, and lim,,_, « [|%, — p|| exists, we obtain
lwy = x4l — 0 (n— o0). (3.12)
From (3.11), we have
21 = %ull = 0 (1 — 00).

Letz, = Zj\fl Vn,iZnj» then y, = Pc(I — 1,B)z,, and we have

Ny
”Zn - xn” =< Z Vn,jzn,j —Xn
j=1
N
= Z Vn,j”Zn,j =%l
j=1
-0 (n— o0). (3.13)

Since B is o -ism, we obtain

lyn = pI? = | Pell = 1uB)zy - p|*
= |Pcll - 2,B)zy — Pc(l - 1,B)p |
< |7 = 2sB)zy - (I - ,B)p|?
= lzu = pII* + A} 1Bz, - Bpl|* = 24, (2, — p, Bz, — Bp)

< llzu = pII? + (A} = 24,0) 1Bz, — Bp|*.
From (3.7), we have

e =PI < @2 v/ Gen) = nLp||* + (1 = und) 19 — pII?
+ 20, (1 = 0,n8)|| vf () = nLp||Ilx - Pl
< @2|yfn) - nLp|” + (1 = and)* [z, - pII*
+ (A2 = 22,0)|1Bz, - Bp|*]

+20,(1 — ) | vf (%) = nLp|| % - pII.
Then
(1 - @un8)*(2h,0 — 22)[|Bz,, - Bpl® < &2 yf(x,) - nLp|’

+(1- Oénn5)2||2n —19||2

~ %1 =PI + 200 (1 — ct,y8)
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x [ vf ) = nLp||Ilx. - pll
< o2 |yf ) - nlp|’
+ (1= aun8)? %y - plI?
= %ns1 = pII* + 204 (1 = ct4n3)
[ vf () = nLp| %, - pll.

Since 0 < liminf,,_, o A, < limsup,_, Ay <20, &y, — 0, as n — 00, and lim,,_, %, — p|

exists, we obtain
|Bz, —Bp|| —> 0 (n— 00).
Since P¢ is firmly nonexpansive, we obtain

lyn - pI? = | Pell = B)zs - p|*

= |Pc(l = 1uB)z, — Pc(I ~ 2,B)p|

<y —p, (I = 1uB)z, — (I - 1,B)p)

= Al =l + U =3Bz, — (2B
— |lyn = 2 + An(Bzs - Bp)| )

- %{nyn ~pI* + llzw — pII? + 22| Bz, — Bp|?
— 2hn(2n = P, B2y = Bp) = [y — 2zull* + 4311 Bz,, — BplI®
+ 2Xu(Yn — 2n Bz, — Bp)]}

= A=l + 2 I = a2l

=2%4(Yn —p, Bz, —BP>}

IA

1
E{Hyn -pl? + llzn = plI* = Iy — zall?

+2ullyn = pl 1Bz, — Bpll }.
Then
197n =PI < 1120 = pI* = 170 = 2ull® + 224lly4 — 1| Bz4 — Bpll.
From (3.7), we have

net = pI1% < 02| vf (o) = nLp|* + (L~ s 1y — pII®
+20,(1 = d) | vf (%) = nLp | 1, = pll
< &2||lyf@) - nLp|* + (1~ @) [llzs — pI? ~ lyn — 24l
+ 219 — Pl 1B2s — Bpll] + 200,(1 — )

x | vf @) = nLp| llx, - pll



Cheng Journal of Inequalities and Applications (2019) 2019:169 Page 16 of 25

2
< &2|lyfen) = nLp|” + (1 = @und) 1%, — pI* = llyn — 2all?
+ 20, |1%, — Pl 1Bz, _BP”] + 200, (1 — otymé)

x | vf @) = nLp| % - pl.
Then we have
2
(1= un8)* 1y = zall* < g | v f (@) = nLp|” + (1 = @and)? (I, - plI®
= 1% =211 + 20,(1 — n3)?
x |1, = pllllBzy, — Bpll + 20, (1 — ot 8)
x | vf @) = nLp|llx. - pll.
Since «,, — 0, ||Bz, — Bp|| — 0, as n — o0, and lim,,_, , [|x,, — p|| exists, we obtain
11 = zull > 0 (1 — 00).
Since x,,, = q as [ — oo for some subsequence {x,,} of {x,}. from (3.12), we have w,, = ¢

as [ — oo for some subsequence {w,,} of {w,}. Again since lim,_,  [|w,, — Sjwy, |l = 0 and
S; — I are demiclosed at 0, for each j € {1,2,...,N,}, it follows from Definition 2.1 that
g€ i3 E(S).

Since y, = Pc(I - A,B)z, and A, > 0 is bounded, with no loss of generality, we may assume
that

Ay = 2 (I = 00).
Then we have

”an = Pc(I - AB)zy, ” = ”Zﬂz = Pc(I = Ay B)zy, ”

+||Pc(I = AnB)zy, — Pc(I — AB)zy, |

IA

12, = Yo | + | (I = 2, B)2y = (I = 2B)zy

= lzw, = Yy Il + [y = Al Bz, |

-0 (n— ).
From (3.13), we have z,, — q as [ — oo for some subsequence {z,,} of {z,}. Again since
P¢(I-2B) is nonexpansive and we have Lemma 2.2, we obtain g € VI(C, B). It follows from

Lemma 2.8 that g € ﬂ?ﬁ VI(C, B)).
From (3.1) and (3.12), we have

lopi — x4l =0 asn— 00,1 <i<Nj,
and from (3.3), we obtain

(TEH 1) Ay | > 0 asn— 00,1 <i <Nj. (3.14)

Tn,i
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i Fi,H;
Let w,; = ! 'v,,i, where v,; = %, + §,,A} (T}, — I)Aix,, and we have

Tn,i

lomi = xall = || &niAF (T7 = 1) A, |

IA

Eadll Al (TEH = 1) A, |

-0 (n— o0).

Then we have ||w,; — v,;|| > 0asn— 00,1 <i < Nj.

. i
Since w,,; = T{;'[’ Uy, we have

1
ﬁ(wn,i) w) + hi(wn,i’ a)) + — ((,() — Wy,i Wy, — Un,i) > O; Yo S C;
ni

then

1
hi(wn,i ) + r—<w — Wpis Wi — Upi) = —filwni0) = filw, w,:), Yo eC.
n,i

Since ||wp,; — vuill = 0, w,; — g, f; is lower semicontinuous in the second argument and
h; is upper semicontinuous in the first argument, we obtain

hi(q,w) = filw,q), Vo €C.

Then we have
fiw,q) + hi(w,q) <fi(w,q) —hi(q,0) <0, YoeC.

Let ® = tw + (1 - £)q € C, we have ® € C and fi(®, q) + h:(®,q) < 0. Observe that
0 = fi(w,®) + hi(®, d)

= t[fi(@, 0) + hi(&, )] + (1= O)[fi(@, q) + hi(@, )]
< t{fi(&, ®) + hi(@, w)].

Hence
fil@, w) + hi(®,w) >0, VYoweC.

Since f; is upper hemicontinuous and /; is upper semicontinuous in the first argument, we
have

filg o)+ hi(q,w) >0, VoweC.

That is, g € GEP(f;, h;), for Vi € {1,...,N1}.

Next, we show that A;q € GEP(F;, H;). Since x,, — g and continuity of A;, we have
Aixy, — Aiq. Let 0,,; = Ajx, — T,F;’;H‘A,-xn, from (3.14), we have lim,,_, o, 9,,; = 0, for Vi €
{1,...,N1}. And since Tf}f”iH"Aix,, = Aix, — Ty, for Ve € Q, we have

1
Fi(Aixy — Vi €) + Hi(Aixy — Ui €) + — (€ — (Aixy — 0), (A — O0) — Aitn) > 0.

T'n,i
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Since F; and H; are upper semicontinuous in the first argument, we have
Fz’(Aiq:g) + Hi(Aiq,E) >0, Veedq.

Then we obtain A;q € GEP(F;, H;), for Vi € {1,...,N1}. Therefore we conclude that g € I".

Next, we show that

lim sup((nL —y)x*,x* - x,,) <0. (3.15)

n—o0

Indeed, take a subsequence {%n;} of {x,} such that

lim sup((nL —yf)a’,x" - x,,) :jlig((nL —yf)x,x" - x,,}.).

n—0o0

Since {x,} is bounded, without loss of generality, we may assume that x,, — x € I". Then

we obtain

limsup((nL — yf)x*, 2" — x,) = (0L — yf)x*, ™ - %) < 0.

n—0o0

Finally, we show that x,, — x*(n — 00). From Lemma 2.9, Lemma 2.11 and (3.6), we have

|1 =2 = |t f @) + (I = aunL)y, — x|
= [ (vf (®n) = nLx*) + (I = unL) (yn — x¥)
< (L= aund) |y —2*|* + 200y f (6r) = 1LA", 211 — 27
= (1= ctund)? g =2 | + 200y f () = ¥ (6, 011 = 7)

+ 2an(yf(x*) —nLx*, %1 —x*)

I

< (1= a8 yn = 2" |* + 20070 | = | i1 — #* |
+ 2an(yf(x*) —nLx*, %41 —x*)
< (- a8 =+ (=2 s -7 )

+ 20, (yf (%) = NLX™, X — x™).
Thus

(1 =y w6 < [ - md)® + @] | -+

+ 2ay,<yf(x*) —nLx*, %41 —x*).

1
L

Since n8 > yp and 0 < @0, < < ﬂ%, we have 1 —a,,yp0 > 1 - a,né > 0. Hence

(1-a,n8)* +ayyp T 20y
1-auyp !

x (vf (8*) = nLx*, %1 — x¥)

[t | <
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:|:1 20,(n ~ Vp]|| —x ” +i

1-anyp 1-auyp
2 28
X <yf(x*) —nLx*, %41 —x*) + lanz,,yp ||xy, —x* ||2
< |:1 20, (né — Vp)] ” ”
B 1-auyp
. 20,(né — yp) ((yf(x*) —nLx*, Xy — X*) s a,,M),
1-auyp né—yp

where M is the constant satisfying

232
M=l syl

From the condition ) -, &, = 00, lim,,_. oo @, = 0 and (3.15), we have

o] o]

2a,(né —yp)
Z B TP 53" 2,08 - yp) = o0
e ayype =0
and
k) _ L *’ _ak
hmsup(()/f(x ) = NLX*, %y — X¥) +anM> <o,
n—>00 né —yp

By Lemma 2.14, we obtain ||x, —x*| — 0 as n — oo.

Case 2. Assume that there exists a subsequence {ll%, — plI?} of {||lx, — p||?} such that
[I%5, -pl*< [1%,41 —p|1? for all j € N. Then it follows from Lemma 2.13 that there exists a
nondecreasing sequence {m} of N, such that limy_, o, 71; = 00, and the following inequal-
ities hold for all k € N:

1% = PI* < 1% =pI* and ok =pl* < (%1 = pII>. (3.16)
Similarly, we get

lwmy,i = %ull = 0 (k— 00),Vie(l,2,...,N1},
[@ny = Sjom | = 0 (k= 00),Vj € {1,2,..., N>},
Zimy j — @ | = 0 (k— 00),Vj €{1,2,...,Na},
1z — %, | = 0 (k— 00),

lyme = 2m I > 0 (k — 00),

lwmy i = U ill = 0 (k— 00),Vie {1,2,...,N1},

Ay = TH i A | > 0 (k— 00), Vi€ {1,2,...,Ni}.

T,

By a similar argument to that in Case 1, we have w,, (%, ) C I".
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Also, we obtain

limsup{(nL — yf)x*, 2" = %, ) <0

k—o00
and

2 86—
s = = 1= 2T e

1 —Olka/,O
20, (08 — y ) ((Vf(x*) — NLx*, Ky 1 — X°) )
+ +0tmkM )
1 - o yp né—yp

where M is the constant satisfying

M:sup{ﬂux —x*||2}
k=0 | 2(n8 —yp) '

By a similar argument to that in Case 1, we obtain ||x,,, —x*|| — 0 as kK — oo. By (3.16),
we get [lxx —x*|| < |l%p, —x*|l, Yk € N. Therefore, x; — x* as k — oo. d

Remark 3.2 We present several corollaries of Theorem 3.1 and we can consider the fol-
lowing cases:
(i) Ai=A,forl<i<Njy;
(ii) h; = @;(-,-) and H; = ¢;(-,-), where ¢; : C — RU {+00} and ¢; : Q — R U {+00} is
proper lower semicontinuous and convex functions, for 1 <i < Nj;
(iii) #; =0and H; =0, for 1 <i < Ny;
(iv) H;=0and F; =0, for 1 <i < Nj;
(v) Ny=Ny=N;3=1.
(vi) Sjis kj-strict pseudo-contractive for any j. From Lemma 2.2, we can remove the
condition that §; — I is demiclosed at 0 of Theorem 3.1;
(vii) S;is a nonspreading mapping or an N-generalized hybrid mapping. We note that
nonspreading mappings with nonempty fixed point set and N-generalized hybrid
mappings with nonempty fixed point set are quasi-nonexpansive operators.

4 Numerical examples
In this section, we give two numerical examples to demonstrate the convergence of our
algorithm. All codes were written in Matlab 2010b and run on Dell i-5 Dual-Core laptop.

Example 4.1 We consider the case that Ny = N, = N3 = 1.

Let Hy =Hy=R, C=Q=[-20,10] and let fi, /4 : C x C — Rand F;,H;: Q x Q — Rbe
defined by f1(z, ) = ¥ + 3zy— 422, h1(z,y) = y* =22 and Fy(z,y) = 3y* + 2zy—5z%, H\(z,y) = 0.
Define S;, A;, By, f, L as follows:

x, X € (—OO, O);

-2x, «x € [0,00).

S1(w) =

Ax=—x, Bix = %x and f(x) = L(x) = 2x. Put o, = ﬁ,ﬁml = % + ﬁ:ém =1- ﬁ,)x,, = é

and y = % It is easy to verify that fi, /1, Fi, H1, S1, A1, B1, f, L, @ys Buis Ents Aus v satisty
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all the conditions of Theorem 3.1. Then, by Lemma 2.7, we see that T and THM are
single-value mappings on H; and H,, respectively. Hence, for r, =7 >0, x € H; and x €
‘H,, there exist z; € C and z, € Q such that

1
Si(z1,p) + hi(z1,y) + ;(y—zl,zl -x)>0, VyeC,
and
1
Fi(z2,9) + Hi(z2,y) + ;O’—Zz,zz —x)>0, VyeQ.

We can reform the above inequalities to standard quadratic form in the variable y as fol-

lows:

Pi(y) = 2ry2 +(Q2rz1+z1 —x)y + (x21 - 5rzf - zf) >0, VyeC,
and

Py(y) =3ry* + (2rzy + 2o — %)y + (320 - 5125 —23) =0, VyeQ.
It is easy to check that the discriminants of the above two quadratic inequalities are non-
negative. And since P;(y) > 0 for all y € C and P,(y) > 0 for all y € Q, we see that the
discriminant must be zero. Then we obtain z; = T{l’hl () = =% and zp = T/ (x) = &

1+7r 1+8r°
It is clear that I" = {0}.

In what follows, we observe the convergence of the Algorithm 3.1 by considering the

following three cases:
Case 1. Taking the different initial point x; = —5,1,5 with n = 1, r = 4, Fig. 1 presents the
convergence behaviors of {x,} for Algorithm 3.1.

x1=-5
x1=1
x1=5

0 5 10 15 20 25 30
Number of Iterations (n)

Figure 1 Behaviors of {x,} with initial points x; =-5,1,5, n=1andr=4
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1

r=4
r=0.4

0.8 [ r=0.04 | 1

0.6 1

x 04 r il
0.2 1
ok
02 Il Il Il Il Il
0 5 10 15 20 25 30
Number of Iterations (n)
Figure 2 Behaviors of {x,} with differentr=4,04,0.04,x; =1Tand n =1

15
n=1
n=10
n=50 |
n=100
n=200

xC
15 . . . . .
0 5 10 15 20 25 30
Number of Iterations (n)
Figure 3 Behaviors of {x,} with different n = 1,10,50,100,200, x; = 1and r=4

Case 2. Taking the different » = 4,0.4,0.04 with x; = 1, n = 1, Fig. 2 presents the conver-
gence behaviors of {x,} for Algorithm 3.1.

Case 3. Taking the different n = 1,10, 50, 100,200 with x; = 1, r = 4, Fig. 3 presents the
convergence behaviors of {x,} for Algorithm 3.1.

Example 4.2 We consider the case that Ny = N; = N3 = 2.

Let Hi=H, =R, C=Q=[-20,10] and let f;, 5; : C x C — Rand F;,H; : Q x Q — R be
defined by f1(z,y) = ¥ + 3zy— 422, h1(z,y) = y* =22, F1(z,y) = 3y + 2zy— 522, H,(z,y) = 0 and
F(zy) =9* = 2% hy(2,9) = 0, Fa(z,y) = y* + 32y — 42%, Hy(2,y) = 5(y* — 2%). Let S1, Ay, By, f,
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0.8 b

0.6 b

0.4 b

03 ]

0.2 b

01F 1

0 1 1 1 1
0 5 10 15 20 25 30

Number of Iterations (n)

Figure 4 Behaviors of {x,} with x; =1

L, oy, Buir Ents Ans ¥ be the same as that of Example 4.1, and define Sy, A3, By by Syx = %x,

1 1 1 1 1 1 1 1
A2x =2x and Bzx = 2X. Put ﬂn,g = 2T e 'i:n,Z = 5(1 — m), Vn,l = 3T e Un,Q = 3 + PR

Pul=Ty2 =7 =4, 1 = Ly = % and n = 1. Itis easy to verify that they satisfy all the conditions
of Theorem 3.1.
Following an argument similar to that of Example 4.1, we obtain T{l b (%) = 1f7r,

I (x) = e T2 () = = and THH2 () = iz and I" = {0}. Figure 4 presents the

convergence behaviors of {x,} for Algorithm 3.1.

5 Conclusion

In this paper, we first propose a new parallel hybrid viscosity method for finding a common
element of the set of solutions of a finite family of split generalized equilibrium problems,
variational inequality problems and the set of common fixed points of a finite family of
demicontractive operators in Hilbert spaces. And then we establish the corresponding
strong convergence theorem under suitable conditions. We study more general split equi-
librium problems and fixed point problems of operators than those in [18]. Our results
in this paper improve and extend many recent results in the literature. Finally, we present
numerical examples to demonstrate the effectiveness of our algorithm.
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