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Abstract
In this paper, inspired by Hussain et al. (Fixed Point Theory Appl. 2015:17, 2015), we
study a modified Mann method to approximate strongly fixed points of strict
pseudo-contractive mappings. In (Hussain et al. in Fixed Point Theory Appl. 2015:17,
2015) it is shown that the same algorithm converges strongly to a fixed point of a
nonexpansive mapping under suitable hypotheses on the coefficients. Here the
assumptions on the coefficients are different, as well as the techniques of the proof.
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1 Introduction
Let H be a real Hilbert space with the inner product 〈·, ·〉, which induces the norm ‖ · ‖.

Let C be a nonempty, closed, and convex subset of H . Let T be a nonlinear mapping of
C into itself; we denote with Fix(T) the set of fixed points of T , that is, Fix(T) = {z ∈ C :
Tz = z}.

We recall that a mapping T : C → C is said to be k-strict pseudo-contractive (in the
sense of Browder-Petryshyn) if there exists k ∈ [, ) such that

‖Tx – Ty‖ ≤ ‖x – y‖ + k
∥
∥(I – T)x – (I – T)y

∥
∥

, ∀x, y ∈ C. (.)

Note that the class of strict pseudo-contractions includes the class of nonexpansive map-
pings, which are mappings T on C such that

‖Tx – Ty‖ ≤ ‖x – y‖, ∀x, y ∈ C.

The problem of finding fixed points of nonexpansive mappings via Mann’s algorithm []
has been widely investigated in the literature (see e.g. []).

Mann’s algorithm generates, on initializing with an arbitrary x ∈ C, a sequence accord-
ing to the recursive formula

x ∈ C, xn+ = αnxn + ( – αn)Txn, ∀n ≥ , (.)

where (αn)n∈N ⊂ (, ).
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If T : C → C is a nonexpansive mapping with a fixed point in a closed and convex subset
of a uniformly convex Banach space with a Frechét differentiable norm, and if the control
sequence (αn)n∈N is chosen so that

∑∞
n= αn( – αn) = ∞, then the sequence (xn) generated

by Mann’s algorithm converges weakly to a fixed point of T []. However, this convergence
is in general not strong (see the counterexample in []).

On the other hand, iterative algorithms for strict pseudo-contractions are still less devel-
oped than those for nonexpansive mappings, despite the pioneering work of Browder and
Petryshyn [] dating from . However, strict pseudo-contractions have many applica-
tions, due to their ties with inverse strongly monotone operators. Indeed, if A is a strongly
monotone operator, then T = I – A is a strict pseudo-contraction, and so we can redraft a
problem of zeros for A in a fixed point problem for T , and vice versa (see e.g. [, ]).

The Mann algorithm has weak convergence also in the broader setting of strict pseudo-
contractions mapping, containing the nonexpansive mappings.

Theorem . (Marino and Xu [], , Mann’s method) Let C be a closed and convex
subset of a Hilbert space H . Let T : C → C be a k-strict pseudo-contraction for some  ≤
k < . Assume that T admits a fixed point in C. Let (xn) be the sequence generated by x ∈ C
and the Mann algorithm

xn+ = αnxn + ( – αn)Txn.

Assume that the control sequence (αn) is chosen so that k < αn <  for all n and

+∞
∑

n=

(αn – k)( – αn) = +∞.

Then (xn) converges weakly to a fixed point of T .

It is not possible, in general, to obtain strong convergence, in view of the celebrated
counterexample of Genel and Lindenstrauss [].

So, to obtain strong convergence, one can try to modify the Mann algorithm and
strengthen the hypotheses on the mapping.

We recall here some obtained results.

Theorem . (Li et al. [], , modified Halpern’s method) Let C be a closed and convex
subset of a real Hilbert space H , T : C → C be a k-strict pseudo-contraction such that
Fix(T) �= ∅. For an arbitrary initial value x ∈ C and fixed anchor u ∈ C, define iteratively
a sequence (xn) as follows:

xn+ = αnu + βnxn + γnTxn,

where (αn), (βn), (γn) are three real sequences in (, ) satisfying αn + βn + γn =  and  < k <
βn

βn+γn
. Suppose that (αn) satisfies the conditions:

lim
n→∞αn = ,

+∞
∑

n=

αn = +∞.
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Then (xn) converges strongly to x∗ = PFix(T)u, where PFix(T) is the metric projection from H
onto Fix(T).

Theorem . (Marino and Xu [], , CQ method) Let C be a closed convex subset of
a Hilbert space H . Let T : C → C be a k-strict pseudo-contraction for some  ≤ k <  and
assume that Fix(T) �= ∅. Let (xn) be the sequence generated by the following (CQ) algorithm:

⎧

⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

x ∈ C,
yn = αnxn + ( – αn)Txn,
Cn = {z ∈ C : ‖yn – z‖ ≤ ‖xn – z‖ + ( – αn)(k – αn)‖xn – Txn‖},
Qn = {z ∈ C : 〈xn – z, x – xn〉 ≥ },
xn+ = PCn∩Dn x.

Assume that the control sequence (αn) is chosen so that αn <  for all n. Then (xn) converges
strongly to PFix(T)x.

Theorem . (Shang [], , viscosity method) Let C be a closed convex subset of a
Hilbert space H and let T : C → C be a k-strict pseudo-contraction with Fix(T) �= ∅. Let
f : C → C be a contraction. The initial value x ∈ C is chosen arbitrarily, and we have
sequences (αn) and (βn) satisfying the following conditions:

() limn→∞ αn = ,
∑+∞

n= αn = +∞;
()  < a < βn < γ for some a ∈ (,γ ] and γ = min{, k};
()

∑+∞
n= |αn+ – αn| < +∞ and

∑+∞
n= |βn+ – βn| < +∞.

Let (xn) be the composite process defined by

{

yn = ( – βn)xn + βnTxn,
xn+ = αnf (xn) + ( – αn)yn.

Then (xn) converges strongly to a fixed point p ∈ Fix(T).

Theorem . (Osilike and Udomene [], , Ishikawa type method) Let H be a Hilbert
space. Let C be a nonempty, closed, and convex subset of H , T : C → C a demicompact
k-strict pseudo-contraction with Fix(T) �= ∅. Let (αn) and (βn) be real sequences in [, ]
satisfying the following conditions:

()  < a < αn ≤ b < ( – k)( – βn), ∀n ≥  and for some constants a, b ∈ (, );
()

∑+∞
n= βn < +∞.

Then the sequence (xn) generated from an arbitrary x ∈ K by the Ishikawa iteration method

{

yn = ( – βn)xn + βnTxn,
xn+ = ( – αn)xn + αnTxn, n ≥ ,

converges strongly to a fixed point of T .

The mentioned results are probably neither the most general, nor the more recent, but
certainly they represent very well some of the different modifications of the original Mann
approximation method, made to get strong convergence.

We would like to point out that the differences with the original method are remark-
able. So it is quite surprising that recently, in [] there was obtained a strong convergence
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method for nonexpansive mappings that is ‘almost’ the Mann method (the difference is
given only by a smaller and smaller amount). In [] was proved the convergence of this
method only for nonexpansive mappings.

Theorem . (Hussain, Marino et al. [], ) Let H be a Hilbert space and T : H → H
a nonexpansive mapping. Let (αn), (μn) be sequences in (, ] such that

• limn→∞ αn = ;
•

∑+∞
n= αnμn = +∞;

• |μn+ – μn| = o(μn);
• |αn+ – αn| = o(αnμn).

Then the sequence (xn) generated by

xn+ = αnxn + ( – αn)Txn – αnμnxn

strongly converges to a point x∗ ∈ Fix(T) with minimum norm

∥
∥x∗∥∥ = min

x∈Fix(T)
‖x‖.

We would like to emphasize that:
() In general, the mapping T cannot be defined on a closed convex subset C of H , since

xn+ is not a convex combination of two elements in C. However, since we can write

xn+ = αn( – μn)xn + ( – αn)Txn,

then xn+ is meaning full if T : C → C is a self-mapping defined on a cone C, that is,
a particular convex set, closed with respect to linear combinations with positive
coefficients.

() The proof of Theorem . is easy using the properties of nonexpansive mappings
and cannot be adjusted to the strict pseudo-contractive mappings. The purpose of
the present paper is to show that the result is true also for strict
pseudo-contractions. The proof uses completely different techniques, as well as the
assumptions on coefficients. For all we know, this is the algorithm most similar to
the original iterative Mann’s method (and the one most easy to implement),
providing strong convergence.

() Our techniques can also be used to clarify the proofs of main results in [] and [].

2 Preliminaries
We need some tools in a real Hilbert space H , and some facts about k-strict pseudo-
contractive mappings which are listed in the following auxiliary lemmas.

The first result is very well known and easy to prove.

Lemma . Let H be a Hilbert space, then:
(i) ‖tx + ( – t)y‖ = t‖x‖ + ( – t)‖y‖ – t( – t)‖x – y‖, for all x, y ∈ H and for all

t ∈ [, ];
(ii) ‖x + y‖ ≤ ‖x‖ + 〈y, x + y〉, for all x, y ∈ H .

A pertinent tool for us is the following well-known lemma of Xu.
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Lemma . [] Let (an)n∈N be a sequence of nonnegative real numbers satisfying the fol-
lowing relation:

an+ ≤ ( – αn)an + αnσn + γn, n ≥ ,

where:
• (αn)n∈N ⊂ [, ],

∑∞
n= αn = ∞;

• lim supn→∞ σn ≤ ;
• γn ≥ ,

∑∞
n= γn < ∞.

Then we have

lim
n→∞ an = .

Lemma . Let C a nonempty, closed, and convex subspace of H , T a mapping from C
into itself such that I – T is demiclosed at , let (yn) ⊂ C be a bounded sequence.

If ‖yn – Tyn‖ → , then

lim sup
n

〈–p̄, yn – p̄〉 ≤ ,

where p̄ = PFix(T)() is the unique point in Fix(T) that satisfies the variational inequality

〈–p̄, x – p̄〉 ≤ , ∀x ∈ Fix(T). (.)

Proof Let p̄ satisfy (.). Let (ynk ) be a subsequence of (yn) for which

lim sup
n

〈–p̄, yn – p̄〉 = lim
k

〈–p̄, ynk – p̄〉.

Select a subsequence (ynkj
) of (ynk ) such that ynkj

⇀ v (this is possible by the boundedness
of (yn)). By the hypothesis ‖yn – Tyn‖ → , and by demiclosedness of I – T , we have v ∈
Fix(T), and

lim sup
n

〈–p̄, yn – p̄〉 = lim
j

〈–p̄, ynkj
– p̄〉 = 〈–p̄, v – p̄〉.

So the claim follows by (.). �

Finally, a crucial tool for our results is the following lemma, proved by Maingé.

Lemma . [] Let (γn)n∈N be a sequence of real numbers such that there exists a sub-
sequence (γnj )j∈N of (γn)n∈N such that γnj < γnj+, for all j ∈ N. Then there exists a nonde-
creasing sequence (mk)k∈N of N such that limk→∞ mk = ∞ and the following properties are
satisfied by all (sufficiently large) numbers k ∈N:

γmk ≤ γmk + and γk ≤ γmk +.

In fact, mk is the largest number n in the set {, . . . , k} such that the condition γn < γn+ holds.
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Before proving our convergence result for strict pseudo-contractions, we recall some
properties of these mappings.

Lemma . [] Assume C is a closed convex subset of a Hilbert space H and T : C → C be
a self-mapping of C. If T is a k-strict pseudo-contraction, then:

() T satisfies the Lipschitz condition:

‖Tx – Ty‖ ≤  + k
 – k

‖x – y‖;

() the mapping I – T is demiclosed at ; that is, if (xn) is a sequence in C such that
xn ⇀ x̂ and (I – T)xn → , then Tx̂ = x̂;

() the set Fix(T) = {x ∈ C : Tx = x} is closed and convex, so that the projection PFix(T) is
well defined.

Moreover, we have the following auxiliary result.

Lemma . Let be T : C → C a k-strict pseudo-contractive self-mapping of a closed and
convex subset of a Hilbert space H , and suppose that Fix(T) �= ∅; then

( – k)‖Tx – x‖ ≤ 〈x – p, x – Tx〉, ∀p ∈ Fix(T),∀x ∈ C. (.)

Proof Let p ∈ Fix(T). Putting y = p in the definition of T , we get

‖Tx – p‖ ≤ ‖x – p‖ + k‖x – Tx‖

so

〈Tx – p, Tx – p〉 ≤ 〈x – p, x – Tx〉 + 〈x – p, Tx – p〉 + k‖x – Tx‖

⇒ 〈Tx – p, Tx – x〉 ≤ 〈x – p, x – Tx〉 + k‖x – Tx‖

⇒ 〈Tx – x, Tx – x〉 + 〈x – p, Tx – x〉 ≤ 〈x – p, x – Tx〉 + k‖x – Tx‖,

from which we get (.). �

3 The main result
Now we can prove our theorem. We use the notation ωl(xn) to denote the set of weak limit
points of (xn).

Theorem . Let H be a Hilbert space and let C be a nonempty closed cone of H . Let
T : C → C be a k-strict pseudo-contractive mapping such that Fix(T) �= ∅. Suppose that
(αn)n∈N and (μn)n∈N are real sequences, respectively, in (k, ) and in (, ) satisfying the
conditions:

() k < lim infn→∞ αn ≤ lim supn→∞ αn < ;
() limn→∞ μn = ;
()

∑∞
n= μn = ∞.
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Let us define a sequence (xn)n∈N as follows:

x ∈ C, xn+ = αn( – μn)xn + ( – αn)Txn, n ∈ N. (.)

Then (xn)n∈N converges strongly to x̄ ∈ Fix(T), that is, the unique solution of the variational
inequality

〈–x̄, y – x̄〉 ≤ , ∀y ∈ Fix(T).

Proof We begin by proving that (xn)n∈N is bounded.
First of all, observe that from the conditions μn →  and k < lim infαn ≤ lim supαn < ,

it follows that there exists an integer n ∈N such that

μn ≤  –
k
αn

, ∀n ≥ n,

i.e.

k – αn( – μn) ≤ . (.)

Let be p ∈ Fix(T) and put r = max{‖xn – p‖,‖p‖}. We have

xn+ – p = αn
[

( – μn)xn – p
]

+ ( – αn)[Txn – p]

= αn
[

( – μn)(xn – p) + μn(–p)
]

+ ( – αn)[Txn – p].

Regarding Lemma .(ii), we derive that

‖xn+ – p‖ = αn
∥
∥( – μn)(xn – p) + μn(–p)

∥
∥

 + ( – αn)‖Txn – p‖

– αn( – αn)
∥
∥( – μn)xn – Txn

∥
∥



≤ αn
[

( – μn)‖xn – p‖ + μn‖p‖ – μn( – μn)‖xn‖]

+ ( – αn)
[‖xn – p‖ + k‖xn – Txn‖]

– αn( – αn)
∥
∥( – μn)(xn – Txn) + μn(–Txn)

∥
∥



= αn
[

( – μn)‖xn – p‖ + μn‖p‖ – μn( – μn)‖xn‖]

+ ( – αn)
[‖xn – p‖ + k‖xn – Txn‖]

– αn( – αn)
[

( – μn)‖xn – Txn‖ + μn‖Txn‖ – μn( – μn)‖xn‖]

≤ αn( – μn)‖xn – p‖ + αnμn‖p‖ + ( – αn)‖xn – p‖

+ ( – αn)k‖xn – Txn‖ – αn( – αn)( – μn)‖xn – Txn‖

= ( – αnμn)‖xn – p‖ + αnμn‖p‖ + ( – αn)
[

k – αn( – μn)
]‖xn – Txn‖

(from (.)) ≤ ( – αnμn)‖xn – p‖ + αnμn‖p‖

≤ max
{‖xn – p‖,‖p‖} ≤ max

{‖xn – p‖,‖p‖} = r.

Thus, we conclude that the sequence (xn) is bounded.
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Now we shall prove that, for p ∈ Fix(T),

( – αn)(αn – k)‖xn – Txn‖ ≤ (‖xn – p‖ – ‖xn+ – p‖)

– αnμn〈xn, xn+ – p〉. (.)

Regarding (.), we easily observe that

xn+ – p = αn( – μn)xn + ( – αn)Txn – p

=
[

 –
(

 – αn( – μn)
)]

xn + ( – αn)Txn – p

= (xn – p) – ( – αn)(xn – Txn) – αnμnxn,

and so

‖xn+ – p‖ ≤ ∥
∥(xn – p) – ( – αn)(xn – Txn)

∥
∥

 – αnμn〈xn, xn+ – p〉
= ‖xn – p‖ – ( – αn)〈xn – Txn, xn – p〉

+ ( – αn)‖xn – Txn‖ – αnμn〈xn, xn+ – p〉
(from (.)) ≤ ‖xn – p‖ + ( – αn)(k – αn)‖xn – Txn‖ – αnμn〈xn, xn+ – p〉,

so (.) is proved. Moreover, since αn ∈ (k, ),

‖xn+ – p‖ ≤ ‖xn – p‖ – αnμn〈xn, xn+ – p〉.

Now we prove the strong convergence of (xn) concerning two cases:
Case . Suppose that ‖xn – p‖ is monotone nonincreasing. Then ‖xn – p‖ converges and

hence

lim
n→∞‖xn+ – p‖ – ‖xn – p‖ = .

From this and from the assumptions limn μn = , and k < lim infn αn ≤ lim supn αn < , by
(.) we get

lim
n→∞‖xn – Txn‖ = ;

from this and boundedness of (xn), thanks to demiclosedness of I – T we deduce ωl(xn) ⊆
Fix(T).

Now we put

zn = αnxn + ( – αn)Txn =
(

 – ( – αn)
)

xn + ( – αn)Txn,

from which we have

zn – xn = ( – αn)(Txn – xn). (.)
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Hence, we find that

xn+ = zn – αnμnxn

= ( – αnμn)zn + αnμn(zn – xn)

(from (.)) = ( – αnμn)zn + αnμn( – αn)(Txn – xn). (.)

Let x̄ = PFix(T)() ∈ Fix(T) the unique solution of the variational inequality

〈–x̄, y – x̄〉 ≤ , ∀y ∈ Fix(T). (.)

From the definition of zn,

‖zn – x̄‖ =
∥
∥xn – x̄ – ( – αn)(xn – Txn)

∥
∥



= ‖xn – x̄‖ – ( – αn)〈xn – Txn, xn – x̄〉 + ( – αn)‖xn – Txn‖

(from(.)) ≤ ‖xn – x̄‖ – ( – αn)
[

( – k) – ( – αn)
]‖xn – Txn‖

≤ ‖xn – x̄‖. (.)

So,

‖xn+ – x̄‖ = (from (.)) =
∥
∥( – αnμn)zn + αnμn( – αn)(Txn – xn) – x̄

∥
∥



=
∥
∥( – αnμn)(zn – x̄) + αnμn

[

( – αn)(Txn – xn) – x̄
]∥
∥



(from Lemma .) ≤ ( – αnμn)‖zn – x̄‖ + αnμn
〈

( – αn)(Txn – xn), xn+ – x̄
〉

+ αnμn〈–x̄, xn+ – x̄〉
(from (.)) ≤ ( – αnμn)‖xn – x̄‖

+ αnμn
(

( – αn)〈Txn – xn, xn+ – x̄〉 + 〈–x̄, xn+ – x̄〉). (.)

Now, since (xn) is bounded and ωl(xn) ⊆ Fix(T), there exists an appropriate subsequence
xnk ⇀ p ∈ Fix(T) such that

lim sup
n

〈–x̄, xn+ – x̄〉 = lim
k

〈–x̄, xnk – x̄〉 = 〈–x̄, p – x̄〉 ≤ . (.)

From this, it follows that all the hypotheses of Lemma . are satisfied and finally by (.)
we can conclude

lim
n→∞‖xn – x̄‖ = .

Let now x̄ ∈ Fix(T) be defined by the variational inequality (.).
Case . If ‖xn – x̄‖ does not be monotone nonincreasing, there exists a subsequence (xnk )

such that ‖xnk – x̄‖ < ‖xnk + – x̄‖, ∀k ∈N. So by Lemma ., ∃τ (n) ↑ +∞ such that
() ‖xτ (n) – x̄‖ < ‖xτ (n)+ – x̄‖;
() ‖xn – x̄‖ < ‖xτ (n)+ – x̄‖.
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Now, we have

 ≤ lim inf
n

(‖xτ (n)+ – x̄‖ – ‖xτ (n) – x̄‖)

≤ lim sup
n

(‖xτ (n)+ – x̄‖ – ‖xτ (n) – x̄‖)

≤ lim sup
n

(‖xn+ – x̄‖ – ‖xn – x̄‖)

≤ lim sup
n

(‖xn – x̄‖ +
√

μnM – ‖xn – x̄‖) = .

Thus, we derive that

‖xτ (n)+ – x̄‖ – ‖xτ (n) – x̄‖ −→ ,

from which

‖xτ (n) – Txτ (n)‖ −→ . (.)

Now, from (.), we get

‖xτ (n)+ – x̄‖ ≤ ( – ατ (n)μτ (n))‖xτ (n) – x̄‖

+ ατ (n)μτ (n)( – ατ (n))〈Txτ (n) – xτ (n), xτ (n)+ – x̄〉
+ ατ (n)μτ (n)〈–x̄, xτ (n)+ – x̄〉

= ‖xτ (n) – x̄‖ + ατ (n)μτ (n)( – ατ (n))〈Txτ (n) – xτ (n), xτ (n)+ – x̄〉
+ ατ (n)μτ (n)〈–x̄, xτ (n)+ – x̄〉

– ατ (n)μτ (n)

(‖xτ (n) – x̄‖



)

. (.)

Putting in (.)

Aτ (n) = ( – ατ (n))〈Txτ (n) – xτ (n), xτ (n)+ – x̄〉

+ 〈–x̄, xτ (n)+ – x̄〉 –
‖xτ (n) – x̄‖


,

we have

‖xτ (n)+ – x̄‖ ≤ ‖xτ (n) – x̄‖ + ατ (n)μτ (n)Aτ (n). (.)

Notice that we cannot use Lemma . as in Case  (or in [, ]) since we could not
guarantee that

∑+∞
n= μτ (n) = +∞. So, we proceed as follows. Assume by contradiction that

‖xτ (n) – x̄‖ does not converge to . Then there exist (nj) and an ε >  such that

‖xτ (nj) – x̄‖ ≥ ε. (.)

By (.) and (.) we know that there exist n, n ∈N such that

( – ατ (n))〈Txτ (n) – xτ (n), xτ (n)+ – x̄〉 <
ε


, ∀n ≥ n (.)
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and

〈–x̄, xτ (n)+ – x̄〉 <
ε


, ∀n ≥ n. (.)

Hence, if we take nj ≥ max{n, n} one obtains by the definition of Aτ (n),

Aτ (n) <
ε


+

ε


– ε = –

ε


< , ∀n ≥ nj .

So, by (.) we have ‖xτ (n)+ – x̄‖ ≤ ‖xτ (n) – x̄‖, which contradicts ‖xτ (n) – x̄‖ < ‖xτ (n)+ –
x̄‖, ∀n. This implies that

‖xτ (n) – x̄‖ −→ ,

and so, using ‖xn – x̄‖ < ‖xτ (n)+ – x̄‖, we finally obtain

‖xn – x̄‖ −→ . �

Example . The mapping T : R→ R defined by Tx = –x is 
 -strict pseudo-contractive.

Taking αn = 
 , μn = 

n , our algorithm becomes

xn+ = –



n + 
n

xn,

which goes to  = Fix(T) swinging around it.

Open questions
() Does the result hold in Banach spaces?
() Does the result hold for families of strict pseudo-contractive mappings?
() Does the result hold for Lipschitzian pseudo-contractive mappings?
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