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Abstract 

Nodes in performance heterogeneous wireless sensor networks (HWSNs) often have 
varying levels of available energy, storage space, and processing power due to the net-
work’s limited resources. Additionally, coverage redundancy and channel conflicts may 
adversely influence the quality of service in a network when many nodes have been 
deployed at once. Energy as a major constrained resource requires an effective energy-
efficient scheduling mechanism to balance node energy consumption to extend 
the network lifespan. Therefore, this research proposes an energy-efficient scheduling 
technique, IMA–NCS-3D for three-dimensional HWSNs on the basis of an improved 
memetic algorithm and node cooperation strategy. A multi-objective fitness function 
is created to encode the active and inactive states of nodes as genes, and the opti-
mal scheduling set of the network is built via selection, crossover, variation, and local 
search. This phase of the process is known as node scheduling. Node-to-node coop-
eration solutions are offered during data transmission to deal with unforeseen traffic 
abnormalities and reduce congestion and channel conflicts when traffic volumes are 
high. Simulation results show that IMA–NCS-3D has superior scheduling capability, 
cross-network load balancing capability, and a longer network lifespan than other cur-
rent coverage optimization approaches.

Keywords:  Heterogeneous wireless sensor networks (HWSNs), Memetic algorithm, 
Node cooperation strategy, Energy-efficient scheduling, Network lifespan

1  Introduction
Heterogeneous wireless sensor networks (HWSNs) are composed of a collection of wire-
less sensor nodes with varying characteristics and deployment methods [1]. The hard-
ware, software, and communication protocol of these nodes might vary widely to suit 
a wide variety of use cases. Environmental monitoring, intelligent transportation, agri-
culture, healthcare, and industrial control are just some of the numerous areas where 
HWSNs have been used [2–6]. Coin-cell batteries, which are often used to power sen-
sor nodes, are hard to replace and don’t provide reliable long-term monitoring of the 
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designated region. In addition, sensor nodes are often deployed at random by devices 
like drones and aerial vehicles in locations that are inaccessible to people. This leads 
to coverage overlap and redundancy in large-scale installations, which is a waste of 
resources. In HWSNs, scheduling that minimizes energy use is a pressing and difficult 
issue. A suitable sleep–wake system regulates the active state of nodes to maximize the 
network’s lifespan while maintaining coverage quality.

Real-world deployment situations often involve deploying nodes into complicated 3D 
scenarios, with different parts of the intended area having varying degrees of relevance. 
The evaluation of node distribution based on criteria such as density, data traffic, cover-
age, energy consumption, and other factors is an important research area in HWSNs [7]. 
However, current techniques often apply to areas with stable weights, and the relevance 
of regions has received little attention. To deploy nodes in areas of user-specified rele-
vance, Nematzadeh et al. [8] suggested a distributed node deployment approach dubbed 
MuGWO. For each subdivision, they present a fitness function that considers many cri-
teria. Coverage and availability are ensured for the duration of the network’s increased 
lifespan.

Developed by Pablo Moscato in 1989 [9], the Memetic Algorithm (MA) is a two-part 
process that begins with a global search and ends with a local one. Global search strate-
gies may employ genetic algorithms, evolutionary strategies, evolutionary planning, etc., 
while local search strategies may employ simulated annealing, greedy algorithms, forbid-
den search, etc., all within the context of this framework.

There is sometimes aberrant traffic during data collection by nodes. Different nodes 
in HWSNs may have varying levels of memory, processing speed, and power reserve. 
Multimedia traffic (video, music, pictures, etc.) is not load balanced by most coverage 
optimization approaches, as far as we are aware. When one node in a network sends an 
excessive amount of data, it may lead to channel congestion throughout the network as a 
whole [10]. Therefore, it is critical to set up a fair and efficient system for load balancing.

In this research, we simulate the deployment environment in a realistic 3D environ-
ment using both standard cube sections and user-defined irregular regions, as illus-
trated in Fig. 1. After the nodes are distributed at random, the redundancy phenomenon 
becomes severe. Effectively decreasing the quantity of active nodes is possible with the 
right approach. Nodes with a deeper colour reflect more crucial regions that must be 
represented and where service quality must be assured.

Fig. 1  Three-dimensional deployment scenarios. The figure shows the complex 3D scenarios. Where a 
represents the rule deployment, area and b represents the irregular deployment area
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To address these issues, we offer a method suitable for node deployment in real-world 
3D scenarios using energy-efficient scheduling for weighted parts of HWSNs. These 
weighted regions are based on both conventional cube regions and user-defined irregu-
lar regions. The following are the most significant findings from this research:

(1)	 Consider the challenge of scheduling sensor nodes such that they use the least 
amount of energy as a coverage, lifespan, and multi-objective optimization issue. 
Upgrade MA so that it can better seek optimizations. Maintain network availability 
and enhance service quality.

(2)	 When custom weights are applied to the target area deployment task, MA’s fitness 
function incorporates region importance weights.

(3)	 We propose a node cooperation strategy for sensor nodes and give quantitative 
rules for computing task slicing to effectively solve the load balancing of sensor 
nodes.

The remaining parts of this research are organized as described below. Section 2 gives 
the methodological improvement ideas and experimental perspectives of this research. 
In Sect. 3, the related work is briefly discussed. The model of the system is presented in 
Sect. 4. In Sect. 5, the IMA–NCS-3D approach and the working principles proposed in 
this research are presented to the reader. The simulation experiments are analysed and 
discussed in greater depth in Sect. 6. Finally, the conclusion of Sect. 7 looks ahead to the 
subsequent phase.

2 � Methods and experiments
Using two different aspects, we can accomplish our goal of lowering the amount of 
energy that the network consumes. (1) We improve the memetic algorithm to deliver 
the optimum scheduling set and lower the quantity of working nodes as much as feasible 
by scheduling the dormant working state of nodes. This is accomplished by scheduling 
the dormant state of nodes. (2) To ensure the completion of the monitoring tasks by 
delegating them to the neighbouring nodes in the performance heterogeneous network 
to account for the unforeseen occurrence of anomalous node traffic or the exhaustion of 
available energy.

Our experiments are expected to demonstrate the validity of the method in two 
ways. Firstly, at the node scheduling level, a comparison with advanced node schedul-
ing algorithms is performed to demonstrate the effectiveness of the improved memetic 
algorithm in terms of coverage and quantity of working nodes. Secondly, at the data 
transmission level, a comparison with advanced energy-efficient routing protocols is 
performed to demonstrate the effectiveness of the node cooperation strategy in terms of 
energy consumption and network throughput.

Moreover, to be applicable to both weighted and irregular regions, all our experimen-
tal perspectives are validated in the above two scenarios, respectively. To demonstrate 
that the method in this paper is adapted to the complex scenario node scheduling task.
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3 � Related work
Scheduling tasks and resources on nodes with an energy-efficient approach in HWSNs 
are key to maximizing performance and the lifespan of the network. There are several 
elements that must be considered when scheduling, including the quality of node cover-
age, energy usage, connection, and data transmission latency. Optimizations in deploy-
ment, scheduling techniques for nodes, and routing protocols make up the bulk of 
current energy-efficient research.

To solve deployment optimization problems, many researchers turn to the swarm 
intelligence algorithm [11]. It is based on the idea that animal social groups—like those 
of fish, birds, bees, wolves, and bacteria—share information and work together to find 
optimal solutions through relatively simple and constrained interactions among their 
members. It has seen extensive used in HWSNs research and development to improve 
network quality of service (QoS) via enhanced coverage and decreased power consump-
tion. For instance, Liu et al. [12] presented CA-PEN, an environment-aware technique 
for deploying sensor nodes, to address the issue of network coverage redundancy. To 
achieve optimal coverage in wireless sensor networks (WSNs) with varying node densi-
ties, the programme employs a virtual force mechanism to regulate node placements and 
transfer mobile nodes from dense areas to sparse regions. Furthermore, the technique 
efficiently shortens the distance that each node must travel. To achieve optimal node 
placement, Chen et al. [13] suggested a non-uniform sparrow search algorithm (NSSSA). 
The system balances its global and local search capabilities with a non-uniform variable 
spiral search, and it keeps track of where the sparrows are by picking between muta-
tion learning and random wandering. While this does mitigate the original algorithm’s 
unpredictability, it does so at the cost of some operational instability. To lower power 
consumption during redeployment and increase network coverage, Zhao et  al. [14] 
presented VBO, an energy-saving approach for the vampire bat optimizer algorithm. 
To enhance the network’s QoS, truncated octahedral stacking target zones are used to 
transform the coverage optimization issue into a job assignment problem for nodes that 
relocate near the octahedron’s centre of mass. IPSO-IRCD, proposed by Wu et al. [15], 
combined enhanced particle swarming with node coverage scheduling in a two-stage 
process. Particle swarm’s global and local search capability, which is used to determine 
potential deployment sites for mobile sensor nodes, is enhanced by tweaks to the inertia 
weights and learning factors, and the location update method of nodes is enhanced to 
speed up convergence. To save moving distance, an extra coverage increment is com-
puted so that nodes are placed in the best possible candidate locations.

Scheduling techniques for nodes are also commonly used to increase network lifes-
pan and coverage. For instance, Khedikar et al. [16] employed a genetic algorithm to 
partition sensor nodes into independent groups, all of which can provide the neces-
sary quality of service. The ensembles function in tandem with one another, with just 
one ensemble active at any one moment and the others lying inactive to prolong the 
network’s lifespan. However, the whole collection will be deleted when a node in the 
collection loses power, and the next collection will be enabled to continue processing 
data. Because there is a possibility that some of the nodes in the rejected set contain 
additional energy, doing so will result in a waste of node energy. An effective wake-
up timetable was presented by Chawra et  al. [17]. Energy consumption, coverage, 
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connection, and the ideal number of wake-up nodes are among the four limitations 
considered by memetic-based sleep scheduling that is based on an enhanced cul-
tural genetic algorithm. In addition, they provide an innovative procedure for selec-
tion, crossover, variation, and local search. It does a good job of keeping the network 
alive for longer, but it ignores the issue of balancing the load between the nodes. To 
effectively complete the network despite the presence of sensing errors, Chen et  al. 
[18] came up with a suitable connectivity coverage scheme called MOCOAMA. This 
scheme combines node scheduling with multi-objective optimization and employs a 
memetic algorithm to give Pareto optimal solutions. However, it does not maximize 
the efficiency with which sink nodes use their energy. Decoupling the energy hybrid 
access point, node central processing unit frequency, and time scheduling for multi-
ple iterations, which effectively improve the network performance and lengthen the 
network life cycle, was proposed by Gao et  al. [19] to mitigate the impact of solar 
periodicity and diurnal fluctuations on the performance of sensor networks in con-
temporary agricultural application scenarios. By shutting off unused nodes, Muham-
mad et  al. [20] were able to overcome the WSN coverage issue and prolong the 
lifespan of the network by reducing the quantity of active nodes. To lessen the load 
on the network’s power supply while transitioning between node states, Bo et al. [21] 
suggested a scheduling approach called the One-Shot Method for Scheduling TDMA 
Networks, which arranges the time slots on separate channels to guarantee that nodes 
do not interact with each other. During the process of data integration, it is only nec-
essary for each node to wake up once. As a result, the network’s lifespan is increased, 
and the frequency with which nodes alter states is decreased.

Other researchers have been working on developing practical and effective rout-
ing techniques to lessen the load on the network’s energy supply. For the coverage 
redundancy issue, for instance, Xu et  al. [22] introduced a genetic algorithm-based 
node scheduling scheme, MCCA, to determine the smallest possible quantity of sen-
sor nodes required to keep tabs on all the specific sites. Then, the I-DEEC routing 
protocol came up with ways to increase the likelihood of a successful cluster head 
election, build non-uniform clusters, and adapt the communication of nodes near 
the sink based on the consideration of node energy and node-to-sink distance, all of 
which contribute to greater energy efficiency during data transmission and a much 
longer lifespan for the network. To optimize energy use in HWSNs, Muhammad et al. 
[23] suggested a robust approach. By dynamically adjusting the CH probability based 
on factors like remaining energy, node computing, and storage capacity, the lifespan 
of the network can be effectively prolonged. Additionally, CH-acquaintanceship and 
CH-friendship mechanisms are established to dynamically adjust the activity status 
of nodes and wake up the surrounding sleeping nodes to reallocate data processing 
tasks when the load is too high or sudden traffic is abnormal. For use in challenging 
marine conditions, Sivakumar et al. [24] suggested the VBF packet forwarding proto-
col. Markov-chain-based packet transfer from source to relay or aggregation nodes 
using modal algorithm route selection increases data transmission efficiency and use-
fully prolongs the lifespan of underwater sensors. According to Hao et al. [25], a more 
efficient protocol for communicating between sensor nodes was developed by basing 
its power allocation on the theory of Poisson’s point process and the Boolean model.
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This research provides an energy-efficient scheduling mechanism for nodes to solve 
the redundancy issue that arises when nodes are deployed at random. The quantity 
of working nodes, coverage, connectivity, energy, and regional importance are used 
as fitness functions for solving the optimization problem in three-dimensional regu-
lar and irregular regions, and an energy-efficient scheduling scheme that effectively 
balances coverage and energy consumption is proposed through selection, crossover, 
variation, and local search operations. In addition, it provides a node cooperation 
strategy for balancing network traffic in the face of traffic anomalies.

4 � System model and definition of terms
4.1 � Network model

Assuming that all the nodes are dormant, we can construct HWSNs with the same 
sensing range but varying computing and storage capacities by randomly deploying 
N  nodes in the target area R [26]. The following are the premises upon which the net-
work model used in this research is constructed:

Assumption 1 All sensor nodes in the network are equipped with GPS or equiva-
lent location services and a globally unique identification.
Assumption 2 Although the network nodes’ sensing ranges may vary, it is assumed 
that the communication radius Rc is equal to two times the sensing range Rs . Rs 
and Rc are radii that define the sensing and communication spheres, which are 
centred on the node positions.
Assumption 3 Since the unpredictable nature of node placement, there is at least 
one sensor node in the monitored area that has coverage of the monitoring point 
and is able to accurately identify the activities that are taking place there.
Assumption 4 We focus our research on the energy, storage space, and process-
ing power available to each node within HWSNs, which are the three constrained 
resources. And other types of resources are not under our consideration.

4.2 � Perceptual model

HWSNs rely on cooperation between nodes to carry out activities like environmen-
tal monitoring and data collection. As a result, modelling the perception model of 
each sensor node is essential for addressing the coverage issue in HWSNs. Recent 
research has seen a rise in the adoption of the Boolean perception model to charac-
terize nodes’ perceptual capacities, owing to the model’s simplicity and amenability 
to testing. The perception probability of a node in this model is either 1 (indicating 
that the target is inside the node’s perception radius) or 0 (indicating that the event 
is not perceived), depending on the area where the event takes place. However, in 
real-world applications, environmental conditions, signal intensity, and transmission 
distance often impact the sensing probability of sensor nodes. To properly capture the 
details of how the nodes interpret their distance from one another, this work employs 
a probabilistic perception model [27].
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where di,p is the distance between node i and target point p , using the Euclidean dis-
tance measure, di,p = (xi − xp)

2 + (yi − yp)
2 + (zi − zp)

2 . Rs denotes the sensing 
radius of the node in the target region, re is the sensing error value of the node, and it is 
assumed in the text that all nodes have the same error value. α = di,j − Rs , � and β are 
adjustable parameters.

4.3 � Energy model

In HWSNs, nodes often run-on batteries, which cannot be recharged. As a result, energy 
constraints are a major concern that impacts the lifespan of networks. Energy is often 
depleted throughout the data transfer stages of sending, receiving, and fusing for sensor 
nodes. This research makes use of the energy consumption model suggested in the litera-
ture [28] to streamline the process of energy computation. How much power a node needs 
is defined as:

where Etotal is the total energy consumed by the node, Esent is the energy consumed by 
the node when sending data, Ereceive is the energy consumed by the node when receiving 
data, and Efusion is the energy consumed by the node when fusing data. Eelec is the node 
transceiver unit coefficient, εfs is the free-space model loss coefficient, εamp is the mul-
tipath fading model loss coefficient, and Eda is the data fusion unit coefficient.

4.4 � Connectivity model

Since network connection is essential for data transfer, we must take into consideration not 
only the fact that the sensing radius Rs must be larger than or equal to twice the communi-
cation radius Rc , but also the attenuation of the signal during propagation. These needs are 
adequately met by the MWF model [29], and the route loss ε of the propagating signal is 
well described by the expression:

(1)P(i, p) =







1 0 ≤ di,p < Rs − re

e−�αβ Rs − re ≤ di,p ≤ Rs + re
0 di,p ≥ Rs + re

(2)Etotal = Esent + Ereceive + Efusion

(3)Esent =







kEelec + kεfsd
2 if d ≤

�

εfs
εamp

kEelec + kεampd
4 if d >

�

εfs
εamp

(4)Ereceive(k) = k × Eelec

(5)Efusion(k) = k × Eda

(6)ε = ε0 + 10ξ lg(d)+

N0
∑

i=1

(σ (Oi))− GT − GR
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where ε0 is the unit distance attenuation, ξ is the path loss index, σ(Oi) denotes the 
attenuation caused by the i-th obstacle, and GT and GR denote the antenna gain when 
transmitting and receiving data, respectively.

For uninterrupted data transfer, we assess the connection by determining the strength 
of the received signal at the receiving node. For a link between two nodes to be estab-
lished, it is required that the receiving node’s RSS exceeds its reception sensitivity. The 
Kruskal method [30] may be used to create the minimum spanning tree when the com-
munication state between any two nodes has been obtained.

4.5 � Related concepts

The definitions of terms used in this research are shown in Table 1.

Definition 1 (Joint Perception Probability)  The joint perception probability of a target 
point p subjected to a set of sensors Si = {S1, S2, . . . , SN } due to random deployment of 
a large quantity of nodes in the region of interest resulting in multiple sensor nodes may 
perceive the same event is calculated as follows:

Definition 2 (Area Coverage)  In a 3D region, the volume of the sensed area of sensor 
node si is vi , and then, the ratio of the coverage volume of all sensors to the total volume 
of the target area is the area coverage ratio:

where γi is the working state of the i-th node, γi = 1 means the node is activated, and 
γi = 0 means the node is dormant. V  is the volume of the region of interest. To facili-
tate the calculation, the network is discretized into k target points, and the coverage of 
the whole network is computed according to the coverage status of the target points as 
follows:

(7)Punion(p) = 1−

N
∏

i=1

[1− P(i, p)]

(8)Rcov =

∣

∣

∣

∑N
i=1γivi

∣

∣

∣

V

(9)Rcov =

∑k
i=1 Punion(i)

k

Table 1  Symbols and explanations

Symbols Explanations

R Region of interest

Rs Sensing radius

Rc Communication radius

Rcov Coverage

W Regional weighting matrix

Ri,j Cooperation task allocation ratio

RETRACTED A
RTIC

LE



Page 9 of 25Gou et al. J Wireless Com Network  (2023) 2023:59	

where the discrete value and the true value will be infinitely close when the value of k is 
large enough.

Definition 3 (First Node Dies)  In this research, we define the lifespan of a network in 
terms of the First Node Dies (FND). FND is usually defined as the time of death of the 
first node and is used to evaluate the performance of the network, which is an important 
indicator of the lifespan and stability of a WSNs network.

5 � Node energy‑efficient scheduling method IMA–NCS‑3D
In order to reduce the energy consumption of the network and extend the lifespan of the 
network, we expect to start with two phases. The node scheduling phase is located after 
the nodes are deployed, and it is used to reduce the number of working nodes by wak-
ing them up from sleep, which in turn reduces the network energy consumption. The 
data transmission phase, on the other hand, is located in the routing phase after the net-
work is working properly. Its main role is to improve the efficiency of data transmission 
through efficient routing mechanism algorithms. Therefore, the node scheduling phase 
and the data transmission phase are the two aspects of energy saving, respectively. The 
ultimate goal is to extend the lifespan of the network.

The main idea of the MA is the enhancement of the genetic algorithm; it is similar to 
the genetic algorithm but has more local search operations than it. This solves the issue 
of the genetic algorithm’s inadequate local search capacity. The memetic algorithm has 
been widely used in engineering practice because of its few parameters, great search effi-
ciency, and rapid convergence. The method consists of two parts: global search and local 
search. Additionally, it is capable of parallel processing and may be used to solve big, 
complicated optimization issues. It is sufficient to use a 0/1 identification of node activ-
ity to abstract HWSNs nodes as genes. Thus, enhancing MA allows for the establish-
ment of an acceptable node scheduling scheme.

IMA–NCS-3D is split into two sections, one of which is used to provide the optimum 
scheduling scheme in the network and decrease the quantity of active nodes. Another 
part is the node cooperation strategy, which is used to balance the traffic load across the 
network.

We give a simple example diagram of node scheduling with five nodes and four tar-
get points. As shown in Fig. 2, blue nodes represent working nodes, yellow nodes rep-
resent dormant nodes, and red nodes represent dead nodes. The leftmost subgraph is 

Fig. 2  A simple example diagram of node scheduling. The left subplot is the initial position distribution of 
the nodes, the middle subplot is the result of constructing the optimal working set, and the right subplot is 
an example of waking up a dormant node
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the initial location distribution of nodes, where all nodes are dormant by default. The 
middle subplot is to wake up some nodes to build a working set, cover all the target 
points, and hibernate some nodes to extend the life cycle of the network. The right-
most subplot depicts the reconstructed working set when the nodes run out of energy 
and wake up the dormant nodes to guarantee the monitoring task of the network.

5.1 � Improved memetic algorithm

5.1.1 � Multi‑objective fitness function design

An objective function is used to measure the effectiveness of a swarm intelligence 
algorithm’s solution. In this research, we assess genetic coding by using a multi-objec-
tive fitness function that seeks to pick the fewest possible sensor nodes while guar-
anteeing that the resulting network has optimal coverage and can maintain a steady 
connection to the base station for data transmission. Low-energy nodes in the chosen 
set of nodes may soon die, rendering the network useless or unconnected. In this situ-
ation, the job requires the reselection of the collection of nodes, which adds a signifi-
cant amount of work. This means that the chosen set of nodes must all have a high 
enough energy reserve to prevent the need for frequent scheduling. Additionally, the 
chosen group of nodes must provide coverage for crucial locations. Considering these 
goals, the following sub-objective fitness function has been developed:

Sub‑objective 1 (Minimum number of working nodes)  HWSNs must have at least as 
many active nodes as are needed to provide adequate network coverage and connec-
tion. The goal of deploying these nodes in the designated region is to collect and relay 
environmental data through wireless networking and processing. Keeping the quantity 
of functional nodes in a WSN at a minimum has been shown to increase system reliabil-
ity and efficiency while decreasing deployment and maintenance costs. Consequently, 
the first sub-objective might be stated as:

where γi = 1 indicates that the node is activated and γi = 0 indicates that the node is 
dormant.

Sub‑objective 2 (Maximum coverage)  HWSNs use a suitable node deployment 
approach to ensure that every monitoring point in the target region is covered by at least 
one node. Coverage is an indicator of how well a network can monitor its surroundings 
and how detailed the resulting data is. As a result, we can express the second sub-objec-
tive as follows:

Sub‑objective 3 (Connectivity)  One of the most important characteristics of HWSNs 
that influences the efficacy of data transmission is connectivity. Without proper com-
munication between sensors, it will be impossible to keep tabs on and manage the 

(10)Minimize f1 =
1

N

N
∑

i=1

γi

(11)Maximize f2 = Rcov
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surrounding environment. Therefore, it is essential for the network to remain connected 
so that it can function normally. Thirdly, we may express this sub-objective as:

where TX(si) is the transmit power of node si , ε(si) is the path loss of node si , and c(si) is 
the receive sensitivity of node si.

Sub‑objective 4 (Energy)  Sensor nodes can’t function properly without a steady sup-
ply of energy. Energy management is crucial in the development and implementation of 
HWSNs due to the constraints imposed by battery capacity. Energy management that is 
both efficient and effective may help a network lifespan last longer, run more smoothly, 
and need fewer repairs. Sub-objective 4 is described as ensuring that the set of chosen 
nodes has enough energy to service the given round, where a greater minimum energy 
value of the nodes in the selected set implies a better selection.

where Er(si) is the remaining energy of node si , Etotal(si) is the energy consumed by node 
si , and Einit(si) is the initial energy of node si.

Sub‑objective 5 (Region importance)  It is possible that several parts of HWSNs are 
more crucial than others. The necessity for all-encompassing monitoring may be greater 
in certain areas than in others. Consequently, the significance of various areas must be 
considered, and steps must be taken to optimize the energy utilization of sensor nodes 
to create a fair scheduling algorithm. We can better accommodate the varied monitoring 
requirements if we take the time to accurately evaluate and rank the significance of each 
area. Consequently, the fifth sub-objective should be read as follows:

where Wavg is the average of the weights of the regions covered by node si and wi is the 
importance value of the grid after discretization of the network.

(12)η(si) =

{

1 if TX(si)− ε(si) > c(si)
0 otherwise

(13)Maximize f3 =
1

N

N
∑

i=1

(γi × η(si))

(14)Maximize f4 =
1

N

N
∑

i=1

Er(si)

Einit(Si)
=

1

N

N
∑

i=1

Einit(Si)− Etotal(Si)

Einit(Si)

(15)Wavg(si) =
1

k

k
∑

i=1

wi

(16)Maximize f5 =
1

N

N
∑

i=1

Wavg (si)
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To assess the genome, we must develop a fitness function that considers several poten-
tially competing goals. To create a fitness function that considers more than one aim, we 
use the Weight Sum Approach (WSA) [31]. WSA is a popular strategy for addressing 
issues of multi-objective optimization. By multiplying each aim by a weight and adding 
together the results, a scalar objective function is derived. A fair equilibrium between 
several goals may be achieved by modifying the weight values of individual objectives. 
This is how the objective function is written:

where �1, �2, �3, �4 and �5 are weighting coefficients, and �1 + �2 + �3 + �4 + �5 = 1 . 
When the value of the fitness function F  is higher, the quality of the gene encoding is 
said to be higher as well. The determination of the parameter weights is given in the sub-
sequent experimental section.

5.1.2 � Encoding and selection

(1)	 Encoding

All nodes must be encoded into the solution matrix, and an MA-based meta-heuristic 
approach is utilized to choose the best set of active nodes. The population is generated 
using a binary system where 0 represents dormant nodes and 1 represents working 
nodes. In HWSNs, m is the quantity of solutions and N  is equal to the total quantity of 
sensor nodes. Hence, a solution matrix of size m× N  is created at random. The basic 
population expression is as follows:

To design a target region scheduling algorithm applicable to custom weights, the 
region importance matrix W  , should also be defined. To calculate the coverage, the net-
work is discretized into k grids, and the weight of each grid is defined as wi , then the 
region importance matrix is expressed as:

(B)	 Selection

In MA, roulette is often employed as a technique of selection. This approach is also 
known as the fitness percentage method because it uses an individual’s fitness value 
to determine the probability of selection and then uses this probability to choose indi-
viduals at random to construct the offspring population. The foundation of the rou-
lette approach is the idea that an individual’s likelihood of being chosen increases as 
their fitness score rises. Therefore, the fitness value may be used without any further 

(17)Maximize F = �1 ×
(

1− f1
)

+ �2 × f2 + �3 × f3 + �4 × f4 + �5 × f5

(18)X =







x1,1 x1,2
x2,1 x2,2

· · · x1,N
· · · x2,N

· · · · · ·

xm,1 xm,2

· · · · · ·

· · · xm,N







(19)W =
[

w1 w2 · · · wk

]T
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calculations to make the selection in the maximization issue. The chance of being 
chosen is written as:

After randomly selecting two solution vectors p1 and p2 using roulette, we proceed 
to the next stage.

5.1.3 � Crossover and mutation

(1)	 Crossover

In MA, uniform crossover is widely used. Two solution vectors are swapped at index 
i with an exchange probability PS . A more efficient way to crossover the area while 
maintaining a steady flow of data is via uniform crossover. Figure 3 depicts the pro-
cess of traversing the solution vectors p1 and p2 and exchanging information in order 
to produce new vectors c1 and c2.

(B)	 Mutation

When genes are flipped over at random in a conventional mutation, the outcome 
might be detrimental. As a result, we suggest a novel variant notion for the node 
scheduling task. The mutation process is performed on both c1 and c2 to identify the 
active sensor nodes that do not degrade network coverage and connection and to set 
their statuses to dormant (i.e. update them from 1 to 0). This results in two new vec-
tors, c1′ and c2′ , and the procedure is shown in Fig. 4. When compared to the standard 
mutation procedure, the novel mutation operation aids in achieving improved speed 
and quicker convergence.

(20)P(i) =
F(i)

∑N
j=1 F(j)

Fig. 3  Cross Process Diagram. The figure shows the diagram of the process of selecting the two solution 
vectors after roulette by the uniform crossover operation

Fig. 4  Mutation Process Diagram. The figure shows the diagram of the process of producing a new solution 
vector by mutation operation for the two solution vectors after crossover
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5.1.4 � Local search

The solution vectors produced by the mutation procedure are subjected to this process. The 
purpose of the local search operation is to enhance the solution vectors c1′ and c2′ that were 
previously created. We seek out active sensor nodes that do not cover any target points for 
each c′i, i ∈ [0, 1] and search for dormant nodes that contribute to the coverage and con-
nection processes. Flip their logic from 0 to 1 and vice versa. Figure 5 depicts this process, 
through which we gain two more solution vectors, c1′′ and c2′′ . Equation  (17) is used to 
determine the best possible solution at this iteration based on the fitness values of the new 
solution vectors c1′′ and c2′′.

5.2 � Node cooperation strategy

When IMA provides the network with the most effective scheduling scheme, the network 
returns to its usual state of operation. When there is a sudden surge in the condition of net-
work traffic or when the nodes are close to running out of power, the rate at which packets 
get corrupted or lost and need to be resent because of data transmission bottlenecks in the 
network may cause the nodes’ energy consumption to spike. In addition, there is a possibil-
ity that the nodes will not be able to transmit data owing to a lack of resources. We suggest 
a node cooperation strategy for performance-based heterogeneous networks as a solution 
to the difficulties that have been outlined above. If a node has an abrupt anomaly, it can 
request assistance from the surrounding neighbouring nodes. Additionally, it can provide 
the division of responsibilities in accordance with the distance between nodes, remaining 
energy, processing power, storage capacity, etc., to finish data transmission in an effective 
manner. Figure 6 gives a simple example diagram of a node cooperation strategy. As can be 
seen in Fig. 6, the node has the responsibility of transmitting seven different pieces of data. 
Due to the restricted resources at its disposal, the node may break down this duty into four 
distinct parts and delegate each of those portions to one of its four neighbouring nodes 
using the node cooperation strategy.

Therefore, the node cooperation strategy can effectively balance the traffic load, reduce 
the capacity consumption of nodes, and lengthen the network’s lifespan. The proportion of 
neighbourhood nodes getting division tasks is described as follows:

(21)f6
(

i, j
)

=
1

di,j
+ Er

(

sj
)

+ Cj +Mj

(22)Ri,j =
f6
(

i, j
)

∑Neighborhoods
i=1 f6

(

i, j
)

Fig. 5  Local Search Process Diagram. The figure shows the process diagram of local search, and this step can 
effectively enhance the mutation results
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where f6 is a function of task assignment, di,j is the distance between node si and neigh-
bour node sj , Er(sj) is the remaining energy of node sj , Cj is the computational capac-
ity of node sj , Mj is the storage capacity of sj , and Neighborhoods denotes the quantity 
of neighbourhood nodes. Distance, residual energy, computational power, and storage 
capacity have different magnitudes. Therefore, before performing the operation, it is 
normalized to between 0 and 1. The normalization equation is as follows:

where x′ is the normalized data, x is the original data, and xmin and xmax are the mini-
mum and maximum values of the original data.

The phases for applying the node cooperation strategy are as follows:

Phase 1 Node declaration: Each node declares association information to its own 
neighbour nodes. In its own one-hop range, it stores the list of neighbours.
Phase 2 Node exit: If a node has low energy, it should send status update informa-
tion to its neighbour nodes in time to update the list of surrounding neighbour 
nodes.
Phase 3 High computation and low storage: It is suitable for scenarios that require 
processing large amounts of data and performing computation-intensive tasks, but 
do not have a high demand for storage. For example, when high-frequency acquisi-
tion and computation are required, the task can be forwarded to this type of node.
Phase 4 High Storage and low computation: Applicable to scenarios that require 
storing large amounts of data but not high demand for computation. For example, 
when you need to store resources such as videos, pictures, and audios, you can 
forward the tasks to this type of node.

(23)x
′

=
x − xmin

xmax − xmin

Fig. 6  Node cooperation strategy process diagram. The node cooperation strategy can effectively balance 
the node load, and its allocation process is illustrated in the figure

RETRACTED A
RTIC

LE



Page 16 of 25Gou et al. J Wireless Com Network  (2023) 2023:59

Phase 5 Rescheduling: When the improved memetic algorithm is re-invoked to 
generate a working collection, the neighbour list is emptied.

The node cooperation strategy relies on mutual benefit among nodes, which use 
resources for exchanging resources. If nodes do not have resources to share with other 
nodes, it can declare to its neighbouring nodes that it does not participate in coopera-
tion among nodes, and the neighbouring nodes mark their status as non-shared.

In summary, the node-to-node cooperation strategy is applicable to both of the fol-
lowing situations:

(1)	 When the traffic is abnormal and the node is overloaded, a cooperation request 
can be initiated to the neighbourhood nodes within the communication range, and 
after calculating the sharing ratio according to Eq. (22), the processing task is split 
and transferred to the corresponding node for processing.

(2)	 When the energy of a node is about to be exhausted, the data processing task is 
transferred to the node with the most resources to guarantee the continuation of 
the monitoring task after a comprehensive ranking of the computing and storage 
capacities of neighbourhood nodes within the communication range according to 
Eq. (21).

5.3 � IMA–NCS‑3D method flow

Since the mathematical analysis and approach explanation shown above, we offer a 
technique for scheduling performance in heterogeneous networks called IMA–NCS-
3D that is efficient in relation to optimized energy performance. The work of the 
nodes is recorded as a gene sequence by an enhanced MA during the energy-efficient 
scheduling phase. This gene sequence is then used in conjunction with selection, 
crossover, mutation, and local search operations to produce the best possible collec-
tion of nodes. In the data transmission phase, a node cooperation strategy is offered 
to send the job to neighbouring nodes in the face of anomalous traffic or energy 
fatigue. This successfully improves the congestion level of the network. To balance the 
traffic load, this strategy will pass the task to neighbouring nodes. The detailed algo-
rithmic steps are described below:

Step 1 Initialization phase: Eq. (18) and Eq. (19) initialize the solution matrix and 
weight matrix, and Eq. (9) calculates the network coverage.
Step 2 Encoding and selection phase: The working dormant state of the node is 
encoded as 0/1 and two solution vectors are randomly selected using a roulette 
strategy.
Step 3 Crossover and mutation phase: Use uniform crossover for mutation and 
find active nodes that do not contribute to the network coverage.
Step 4 Local search phase: Find active nodes that do not cover the target point and 
dormant nodes that contribute to coverage and connectivity and perform sleep 
wakeup.
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Step 5 Node cooperation strategy: The network starts working according to the opti-
mal scheduling scheme and executes the node cooperation strategy. For abnormal 
traffic or energy depletion, cooperation requests can be initiated with neighbouring 
nodes, and the division ratio is calculated using Eq.  (22) to guarantee the smooth 
operation of network monitoring tasks.

The steps involved in carrying out IMA–NCS-3D are shown in Algorithm 1.

The flowchart of the IMA–NCS-3D method is displayed in Fig. 7.

Fig. 7  IMA–NCS-3D algorithm flowchart. The flow of the proposed algorithm, IMA–NCS-3D, is given in the 
figure

RETRACTED A
RTIC

LE



Page 18 of 25Gou et al. J Wireless Com Network  (2023) 2023:59

For the time complexity of the energy-efficient scheduling method IMA–NCS-3D, 
assume that N  is the number of nodes and T  is the maximum number of iterations. The 
time complexity of selection, crossover, variation, and local search operations are all 
O(NT ) , while the time complexity of the node cooperation strategy is O(N 2) . Therefore, 
the total time complexity is O(NT + N 2).

6 � Results and discussion
We ran simulation trials in MATLAB 2022a on Windows 10 using an Intel i5-7200U 
Core 2.71 GHz CPU and 16 GB of RAM to ensure the method worked as intended 
and performed as expected. Memetic [17], MCCA [22], NSGAII [32], and GA [33] 
were compared to IMA–NCS-3D during the node scheduling phase. IMA–NCS-
3D was compared to DEEC [34] and TSEP [35] during the data transmission phase. 
Both a simulation of the operating process and a test of the system’s performance 
were included in the trials. Our studies focused on two situations: regular area 
( 300× 300× 20m3 ) and irregular area, and four factors: coverage, number of work-
ing nodes, energy usage, and network throughput. Table  2 displays the experiment-
specific simulation parameters.

Before conducting simulation experiments, the weight coefficients of each sub-
objective in the multi-objective fitness function should be determined first. The 
selection of the weight coefficients directly affects the amount of quality seek-
ing in the improved memetic algorithm. Moreover, our proposed energy-efficient 
scheduling algorithm is designed to extend the lifespan of the network. There-
fore, we conducted three sets of experiments to select the appropriate weights. Fig-
ure  8 gives a plot of the relationship between the number of deployed nodes and 
the lifespan (Definition 3) for three different weighting factors. The analysis of the 
results shows that the second set of parameters achieved a longer life cycle. There-
fore, for the subsequent experiments, the parameter weights were determined to be 
�1 = 0.3, �2 = 0.2, �3 = 0.2, �4 = 0.2, �5 = 0.1.

Table 2  Simulation parameters

Parameter List Value of parameter

Region of interest 300 × 300 × 20 m3 , Irregular area

Number of iterations 200

Distribution quantity of nodes 50 ~ 250

Initial energy of every sensor 0.5 J

Data fusion Eda 5nJ/bit

Circuit unit energy consumption (Eelec) 50 nJ/bit

Free space attenuation coefficient ( εfs) 10 pJ/bit/m2

Multi-path attenuation coefficient ( εamp) 0.0013pJ/(bit/m4)

�1 , �2 , �3 , �4,�5 0.3, 0.2, 0.2, 0.2, 0.1

Computing power Cj 0 ~ 100 MHz

Storage capacity Mj 0 ~ 100 MB

Perceptual model parameters �,β 0.5, 0.5

Perception radius RS 25 m

Communication radius RC 50 m
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(Weights of group 1) �1 = 0.2, �2 = 0.2, �3 = 0.2, �4 = 0.2, �5 = 0.2

(Weights of group 2) �1 = 0.3, �2 = 0.2, �3 = 0.2, �4 = 0.2, �5 = 0.1

(Weights of group 3) �1 = 0.2, �2 = 0.3, �3 = 0.1, �4 = 0.3, �5 = 0.2

To verify the effectiveness of this research method, we ran IMA–NCS-3D in the reg-
ular region and irregular region, set the importance weight of the central region to 2, 
and the other regions to 1, and got the results displayed in Fig. 9. Figure 9a displays the 
distribution of randomly deployed node locations in the regular region. The nodes are 
highly aggregated, and there is a large quantity of redundant nodes in the network. The 
network coverage is currently 94.75%. Figure 9b is the node location distribution after 
running IMA–NCS-3D and dormant some nodes. It can be visualized that the quantity 

Fig. 8  The number of deployed nodes versus first node die. This figure shows a plot of the relationship 
between the number of deployed nodes and the life cycle for three different weighting factors

Fig. 9  IMA–NCS-3D process simulation diagram. IMA–NCS-3D process simulation diagram. Where a, b, c, 
d, e, and f represent the initial map of node positions in the regular and irregular regions, the optimized 
position distribution map of IMA–NCS-3D, and the network connectivity state map using the minimum 
spanning tree representation, respectively
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of working nodes is reduced from 100 to 28 after the optimization is completed, and the 
coverage rate is increased to 97.96%. Figure 9c shows the Kruskal algorithm generating 
the minimum spanning tree, and the network connectivity is good. Moreover, the quan-
tity of nodes in the central area location is higher than that in the other areas, indicating 
that IMA–NCS-3D can be used to monitor the key regions.

Moreover, Fig. 9d shows the randomly generated irregular region with an initial cov-
erage of 92.61%, which is improved to 96.83% after the energy-efficient optimization of 
IMA–NCS-3D. It shows that IMA–NCS-3D can also accomplish the node task for irreg-
ular regions. In both regions, the overall coverage of the network is slightly improved 
after the completion of IMA–NCS-3D optimization, and the quantity of active nodes is 
effectively reduced, which verifies the effectiveness of the method. This is because our 
method IMA–NCS-3D adds the consideration of the target region weight to the multi-
objective fitness function by setting it as one of the sub-objectives.

The relationship between the quantity of iterations and the network coverage is 
obtained as shown in Fig.  10 for IMA–NCS-3D, MCCA, and GA after using random 
deployment of nodes with multiple independent iterations. An analysis of them shows 
that all three algorithms applied to coverage optimization can effectively enhance the 
coverage quality of the network. In the regular region, IMA–NCS-3D optimized the net-
work from 82.72 to 97.96%, an improvement of 19.24%, while MCCA and GA improve 
about 10.3% and 12%, respectively. In the irregular area, IMA–NCS-3D optimized 
the network from 76.61 to 96.83%, an improvement of 20.22%, while MCCA and GA 
improved by about 14.6% and 8%, respectively. Moreover, the final coverage is higher 
than the comparison algorithm, indicating that IMA–NCS-3D has better coverage when 
applied to the energy-efficient scheduling of HWSNs. This is because our method IMA–
NCS-3D adds the consideration of coverage to the multi-objective fitness function by 
setting it as one of the sub-objectives. Figure 10a displays the experimental data for the 
regular region, and Fig. 10b displays the experimental data for the irregular region.

The relationship between the quantity of deployed nodes and the quantity of work-
ing nodes for the three algorithms such as IMA–NCS-3D, Memetic, and NSGAII 
is explored, and the results are displayed in Fig. 11. Analysis of them displays that the 

(a) (b)
Fig. 10  Number of iterations versus coverage. This figure shows the relationship between the number of 
iterations of the four algorithms and the network coverage. Where a displays the experimental data for the 
regular region, and b displays the experimental data for the irregular region
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quantity of working nodes is increasing with the increasing quantity of deployed nodes. 
However, deploying the same quantity of nodes, IMA–NCS-3D has a lower quantity of 
working nodes than the comparison algorithm. This is due to the proposed selection, 
crossover, mutation, and local search operations that give the best scheduling scheme, 
which effectively reduces the quantity of working nodes and helps to lengthen the net-
work’s lifespan. Figure  11a displays the experimental data for the regular region, and 
Fig. 11b displays the experimental data for the irregular region.

To investigate the relationship between the quantity of rounds run by the three algo-
rithms IMA–NCS-3D, GA, and NSGAII and the total energy consumption, IMA–
NCS-3D is run for 5000 rounds and 100 nodes are deployed in region 1 and region 2, 
respectively, with an initial energy of 0.5  J. The results are displayed in Fig.  12. Anal-
ysis of the results reveals that the total energy consumption of the network increases 
with the quantity of running rounds. The total energy consumption of IMA–NCS-3D 
is smaller than that of the other methods in the same operation rounds. This is not only 
because our method effectively reduces the quantity of working nodes, but also the node 

(a) (b)
Fig.11  Deployment nodes versus number of active nodes. This figure shows the relationship between the 
number of deployed nodes and the number of working nodes in the three algorithms. Where a displays the 
experimental data for the regular region, and b displays the experimental data for the irregular region

(a) (b)
Fig. 12  The number of running rounds versus total energy consumption. This figure shows the number of 
rounds run in the three algorithms versus the total energy consumption of the network. Where a displays the 
experimental data for the regular region, and b displays the experimental data for the irregular region
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cooperation strategy balances the network energy consumption and makes the residual 
energy of the nodes more uniform, thus lengthening the lifespan of the network. Fig-
ure 12a displays the experimental data for the regular region, and Fig. 12b displays the 
experimental data for the irregular region.

To verify the effectiveness of the node cooperation strategy, we added it to DEEC and 
conduct experiments on network throughput. The results are compared with DEEC 
and TSEP and are shown in Fig. 13. Analysis of their results shows that the quantity of 
packets transmitted by the network increases with the quantity of rounds of network 
operation. However, IMA–NCS-3D-DEEC sends more packets and transmits data at a 
faster rate at the same time. IMA–NCS-3D can maintain higher performance with rout-
ing protocols DEEC and TESP, which proves that the node cooperation strategy can 
effectively increase the throughput of the network. This is because the node coopera-
tion strategy can effectively balance the load of the network when traffic is overloaded or 
energy is exhausted, which improves the throughput of the network by assigning tasks 
to neighbouring nodes. Figure 13a displays the experimental data for the regular region, 
and Fig. 13b displays the experimental data for the irregular region.

In summary, the IMA–NCS-3D method performs selection, crossover, mutation, and 
local search operations after designing a multi-objective fitness function in the node 
scheduling phase and encoding the working dormant states of nodes as genes. The fea-
sibility of the scheme is verified by process simulation, coverage, and the quantity of 
working node experiments. Based on effectively reducing the quantity of working nodes, 
the network coverage can still be slightly improved. In the data transmission phase, the 
node cooperation strategy is proposed for two cases, namely traffic anomalies and node 
energy depletion. Through energy consumption and throughput experiments, it has been 
proven to balance the network’s energy consumption, improve the network’s through-
put, and lengthen the network’s lifespan. Therefore, this research method achieves better 
energy-efficient scheduling optimization.

(a) (b)
Fig. 13  The number of running rounds versus transmitted packets. This figure shows the relationship 
between the number of rounds run and the number of packets transmitted when the network sends the 
same packets. Where a displays the experimental data for the regular region, and b displays the experimental 
data for the irregular region
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7 � Conclusions
In this research, we propose a solution called IMA–NCS-3D, which is based on an 
improved memetic algorithm. This method is intended to solve the issue of energy-
efficient scheduling in performance-heterogeneous networks. To begin with, a multi-
objective fitness function is created by considering the quantity of working nodes, 
coverage, connection, energy, and relevance of the area. After that, innovative algo-
rithms for selection, crossover, variation, and local search are developed to achieve 
efficient and rapid convergence. In conclusion, a node-to-node cooperation strategy is 
provided to balance the traffic load during the data transmission phase. This strategy 
will transmit the job to neighbouring nodes in the event of anomalous traffic or energy 
depletion, which will effectively enhance the network’s degree of congestion. The 
results of the simulations reveal that IMA–NCS-3D decreases the amount of energy 
that nodes use, increases network throughput, and successfully lengthens the lifes-
pan of the network, all while maintaining a network coverage that is mostly intact and 
decent level of connectedness.

In this research, the performance heterogeneity features of nodes are the primary focus 
of our attention. We do not consider any other types of node heterogeneities. In practi-
cal applications, the stability of the algorithm is very important because it directly affects 
its performance in different scenarios. Therefore, future research directions should further 
improve the stability of the algorithm. Moreover, more complex heterogeneous characteris-
tics and complex scenarios such as obstacles, undersea and mountainous areas are consid-
ered to optimize the energy-efficient scheduling of HWSNs.
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