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Abstract 

In this paper, we investigate the performance of link adaptation (LA) algorithms for 
cooperative multiple access multiple relay networks. In the first transmission phase, 
the sources transmit in turn in consecutive time slots. In the second cooperative 
retransmission phase, the destination schedules one relaying node to send redundan-
cies. LA is a fundamental mechanism allowing the source nodes to adapt to the radio 
channel conditions. In this paper, we investigate the problem of rate allocation using 
a centralized method, where the destination is the central node that determines the 
source rates. Furthermore, and in sharp contrast with existing cooperative transmission 
schemes, we consider the packet size to be time-varying. In other words, we propose 
adapting the slot duration of each of the sources during the transmission phase as a 
new degree of freedom. Accordingly, the LA process determines the rate and the time 
slot duration of each source. We consider a practical performance metric namely, the 
network spectral efficiency. This metric being difficult to be optimized (given the com-
plex multi-variable optimization problem), we propose best-response dynamic (BRD) 
algorithms to solve the rate and time duration allocation. Then, we conduct a thorough 
performance analysis using Monte-Carlo simulations. Our numerical results validate the 
effectiveness of the proposed BRD algorithms as they yield performance close to the 
corresponding exhaustive search approach. Furthermore, the results ensure the gain of 
exploiting the new degree of freedom of the variable slot duration.

Keywords:  Slow-link adaptation, Fast-link adaptation, Best-response dynamics, Multi-
source multi-relay wireless network, QoS target, Spectral efficiency

1  Introduction
Cooperative communications [1] represent one of the key physical layer technologies 
that are being investigated, and this is due to their significant impact on the spectral 
efficiency of wireless channels. The concept behind cooperative communications is to let 
sources share their resources with the aim of improving the transmission and reception 
processes. This kind of communication network is seen in different nowadays scenarios 
as for example in some unmanned aerial vehicle (UAV) systems [2, 3].

In this paper, we aim to study the rate and the channel use allocation for coopera-
tive networks. We present practical algorithms that perform resource allocation strate-
gies applicable in different scenarios and different radio conditions. There are different 
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factors that affect the resource allocation for cooperative networks, such as the network 
nature, the relaying protocol used, and the methods used in allocation. In this introduc-
tion Section, we first present the state of the art of the different cooperative networks, 
followed by the prior art of relaying protocols. Then, we shed the light on different 
resource allocation problems in cooperative and non-cooperative networks, where dif-
ferent methods are used. Finally, in the last subsection of the introduction, we present in 
details the scope of this paper.

1.1 � Motivations and different cooperative networks

From a historical point of view, cooperative communications go back to the year 1970, 
where van der Meulen derived the upper and lower bounds of the channel capacity of 
a TRN [4]. In this reference, we see some fundamental principles related to coopera-
tive communication. Then, other relay channels and further cooperative networks were 
investigated as in [5]. Remarkable work on relaying was done by Cover and El Gammal 
in several publications as in [5–7]. Using the min-cut max-flow capacity upper bound, 
the capacity is established for degraded and reversely degraded feedback relay channels. 
So far, the main results of these works have not been surpassed.

Basically, the system model of cooperative communication channels is composed of 
three main components: source, relay, and destination nodes. According to the num-
ber of each of these elements, the nature of the cooperative channel is determined. For 
a multiple number of relays, the TRN can be extended to MRN consisting of a single 
source, a single destination, and multiple relay nodes. Such kind of channels is investi-
gated in [7–9]. A RBN is composed of a single source, a single relay, and multiple des-
tination nodes [10]. As a natural counterpart of the RBN, the MARN is composed of 
multiple source nodes, with a single relay, and a single destination [11–13]. In the men-
tioned networks, several problems are investigated in the prior art.

In this paper, we consider the MAMRN composed of multiple source nodes, multiple 
relay nodes and a single destination. This system can be seen as a generalization of the 
previously mentioned systems, except for the RBC which includes multiple destination 
nodes. The considered system is seen in nowadays applications. In [2] for example, it is 
stated that the considered structure (i.e., the MAMRN) is the main topology structure 
for UAV cooperative surveillance networks. However, it is seen in [10] that the capacity 
region of the general MAMRN is still unknown. In MAMRN, the multiple access can be 
either orthogonal (as considered in this paper and in other works: [16]) or non-orthog-
onal (as in [15]), where orthogonality may be achieved through time, frequency, or code 
division multiplexing.

Throughout the different prior arts that targeted the MAMRN, two major (recent) 
works are the ones done in the theses [14] and [15]. In [15], the outage analysis of dif-
ferent examples of MAMRN is presented (check [17–19]). The analysis covers different 
coding and decoding schemes as well as different transmission scenarios (orthogonal and 
non-orthogonal). Also in [15], several selection strategies are proposed for the MAMRN 
(check [20]). In [14], further contributions are presented related to the MAMRN while 
focusing on orthogonal MAMRN. Three main problems are investigated: resource 
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allocation problems, relaying nodes selection strategies (check [21]), and control 
exchange process problems (check [22]).

In this paper, user cooperation is considered, where a user that does not have a mes-
sage to send, acts as a relay node in order to improve the performance [22]. The relay-
ing nodes (i.e., the sources and the relays) are assumed half-duplex; they can listen to 
each other while not transmitting. The concept of user cooperation was introduced in 
the work of Sendonaris et al. [23, 24] where it is sometimes referred to by “coopera-
tive diversity” [25]. In these works, user cooperation is seen as a promising method 
that has significant gains in various performance metrics (i.e., outage probability, 
diversity gain, multiplexing gain, diversity-multiplexing trade-off, etc.). We summa-
rize the mentioned cooperative networks in Table 1.

1.2 � Different relaying protocols

In our work, relaying nodes apply the selective decode-and-forward (SDF) relaying 
protocol (RP), which means that they can forward only a signal representative of suc-
cessfully decoded source messages. The error detection is based on cyclic redundancy 
check (CRC) bits that are appended to each source message. The SDF relaying proto-
col is an advanced version of the Decode-and-forward (DF) RP. The principle of DF 
protocol is introduced in [5], where unlike SDF, cooperative nodes are obliged to wait 
to successfully decode all the source messages before starting to cooperate. In [9], an 
orthogonal multiple DF relaying network was presented, in which a diversity analy-
sis and error probability derivation was carried out. In [26], the problem of resource 
allocation in DF cooperative communication networks was investigated, considering 
a limited rate feedback channel. SDF belongs to the category of non-linear (regenera-
tive) relaying protocols.

Other commonly used protocols in the literature that belong to the same category 
are compress-and-forward (CF) [28, 29], compute-and-forward (CoF) [30, 31], and 
quantize-map-and-forward (QMF) [32]. In the CF RP, the relay transmits an estimated 
version of its observation of the received signal. The relay node uses source coding to 
exploit the side information available at the destination. In the CoF RP, the relay decodes 
linear equations of the transmitted messages using the noisy linear combinations pro-
vided by the channel. Such a protocol is suitable in multi-source networks where more 
than one source is included. The QMF RP is another generalization of CF RP, where the 
estimated version of the signal is based on quantizing the received signal at the noise 

Table 1  Different cooperative networks

Cooperative network References

Three-terminal relay network (TRN) [4–7]

Multiple relay network (MRN) [7–10]

Relay broadcast network (RBN) [10]

Multiple access relay network (MARN) [11–13]

Multiple access multiple relay network
(MAMRN)

[10, 14, 15],
This work
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level and mapping it to a random Gaussian codeword for forwarding. The final destina-
tion decodes the source’s message based on the received signal.

The most famous example of the category of linear relaying protocols is certainly 
amplify-and-forward (AF) [33, 34], while there exist many other interesting relaying 
protocols, such as coded cooperation (CC) [35]. In the AF RP, the relay transmits an 
amplified version of its received message. It can be seen as a repetition code, where a 
relay is simply forwarding a scaled version of its received signal. For CC, the principle 
is to partition the codewords of each transmitting node and transmit each part through 
an independent channel. Other types of relaying protocols are non-orthogonal amplify-
and-forward (NOAF) [36] and dynamic decode-and-forward (DDF). These protocols 
are evaluated in terms of diversity-multiplexing trade-off (DMT) [27]. In DDF, a certain 
approach is needed to choose the point where the relay switches from listening to trans-
mitting. As this point is not fixed, fountain codes [37] are considered as they do not have 
a predetermined rate at the transmitter.

Performance evaluation and comparison of the mentioned protocols is done in the lit-
erature (e.g., in [38–40]), where we can see that there exist some scenarios where the 
SDF RP is outperformed by some other protocols. Nevertheless, there is no decisive con-
clusion in this research area, and rigorous fair comparisons still have to be done for the 
slow fading half-duplex MAMRN. We summarize the mentioned relaying protocols in 
Table 2.

Additionally, we assume that joint encoding (network coding) is performed on suc-
cessfully decoded messages at the relaying nodes. Introduced in [41] for graphical net-
works, that concept implies that the relaying nodes not only can route or replicate the 
information received on input links to output links, but they can also encode that infor-
mation before performing the transmission. The application of network coding to the 
physical layer of wireless networks is studied in various contributions, with particular 
attention to the combination of network and channel coding. Example applications in 

Table 2  Relaying protocols (RP) summary. The second column T represents the Type, where R and L 
represents Regenerative and Linear relaying protocols types

Relaying protocol Type Method References

Decode-and-forward (DF) R Obliged to wait to decode all sources before start-
ing relaying

[5, 9, 26]

Selective decode-and-forward (SDF) R Can switch to relaying before decoding all sources [22], This Work

Dynamic decode-and-forward (DDF) R Switching point between listening and relaying is 
not fixed

[27]

Compress-and-forward (CF) R An estimated version of the received signal is 
transmitted

[28, 29]

Compute-and-forward (CoF) R Uses noisy linear combination to decode transmit-
ted messages

[30, 31]

Quantize-map-and-forward (QMF) R A quantized version of the signal is transmitted [32]

Amplify-and-forward (AF) L Repetition code, transmitting amplified version of 
the signal

[33, 34]

Coded cooperation (CC) L Uses partition of the codewords of each transmit-
ting node

[35]

Non-orthogonal AF (NOAF) L Uses AF for NOMA to serve primary and secondary 
users

[36]
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MARC, two-way relay channel (TWRC) and user cooperation are given in [42, 43] and 
[44], respectively. Note that simpler encoding strategies based on existing incremen-
tal redundancy channel coding schemes, as described in [22], can be easily taken into 
account in our general framework.

1.3 � Different link adaptation problems

In the prior art, several works tackled the problem of resource allocation [45], such as 
power allocation problem in cooperative networks [46]. In reference [46] for example, 
the authors target the power allocation problem from the energy-saving perspective. 
Another problem is the sub-carrier allocation, where several papers investigated non-
cooperative networks [47, 48] and other papers investigated cooperative networks [49]. 
A survey is presented in [47], where the aim of the channel allocation techniques pre-
sented was to reduce contention with energy requirements. In a recent publication [48], 
the authors propose a novel channel allocation technique that uses artificial intelligence 
and specifically genetic algorithm. It was found that the optimized result with the help of 
genetic algorithm was better than the results without using genetic algorithm.

On the other hand, a lot of research interest is seen in the rate allocation problem. In 
[50], the authors present the capacity region of different networks. The capacity region 
represents the set of source rates of a network that can possibly be decoded by the des-
tination. Following this definition, we see the link between rate allocation and capacity 
region analysis. On the other hand, and for the networks where the capacity region is not 
well-known, the rate allocation problem answers the question of what rate each source 
should use to improve the transmission and reception. In [51], the rate allocation prob-
lem from the perspective of energy efficiency is presented for non-orthogonal multiple 
access (NOMA) networks. In [52], on the other hand, a dynamic sensor fusion commu-
nication network is considered, and the rate allocation is optimized based on a heuristic 
approach that minimizes a weighted sum of communication costs subject to a constraint 
on the state estimation error at the fusion center. Furthermore, several works tackled the 
LA for cooperative networks [53]. The authors of [54] propose a Neuro-Fuzzy (NF) algo-
rithm to perform the relay selection and resource allocation process. More recent works 
(see [55, 56]) tackled the LA problems for multi-source cooperative systems. In [57], a 
survey is presented related to the LA problem of cooperative networks. We summarize 
the mentioned LA works in Table 3.

In most of the previously mentioned works, a central node was responsible for the 
different allocations of resources. Also, in most of the mentioned works the allocation 

Table 3  Different link adaptation problems

Link adaptation problem References

Power allocation [58, 59]

Cooperative networks power allocation [46]

Channel allocation [47, 48, 60, 61]

Cooperative networks channel allocation [49, 62]

Rate allocation [50, 63–66]

Rate allocation for cooperative networks [53–57]
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is based on some knowledge of the channel states. Nevertheless, other methods for 
LA are seen in other frameworks such as game theory (decentralized system) or in 
learning framework (no knowledge of the channel states). In the learning frame-
work, some of the LA problems can be formulated as multi-armed bandit (MAB) 
problem. The main issue which MAB framework tackles is the exploration–exploita-
tion dilemma. In scenarios where multiple choices are possible (multiple arms), each 
with an unknown average reward, MAB algorithms give sequential steps to decide 
whether we need to learn more (exploration), or to stay with the option that gave the 
best rewards in the past (exploitation). In the survey [67], three different fundamen-
tal types of MAB problems were mentioned, stochastic, adversarial, and Markovian. 
In UCB-like algorithms, we favor the exploration of actions with a strong potential 
to have an optimal value [68], and UCB measures this potential by upper confidence 
bound of the reward value. Thompson sampling (TS) is another type of algorithms 
widely used [69]. It is quite different to the UCB-type algorithms. The TS algorithms 
are based on the assumption of posterior distribution for the unknown metric we are 
trying to learn. The algorithm selects a choice that maximizes its expected reward 
based on the current distribution. Then, after each iteration, the posterior distribu-
tion is updated. In [70], we see a detailed discussion on when, why, and how to apply 
TS.

Simpler algorithms are also seen in the literature. For example, ǫ-greedy is a well-
known algorithm, where a fixed value ǫ ∈ [0, 1] , decides the percentage of time you 
spend on exploration and exploitation. Another algorithm is seen in reference [71]. 
There, rather than using the concept of optimism in the face of uncertainty, a new 
general algorithm that is based on estimation is used. There, the proposal aims at 
matching the minimal exploration rates of sub-optimal arms as characterized in the 
derivation of the regret lower bound. We see that some papers (e.g., [72]) compare the 
previously mentioned algorithms to deduce when each algorithm is favorable.

The MAB framework can be generalized to a case where multiple arms are selected 
jointly at each decision instance. Such a kind of MAB problem is given under the 
name of combinatorial MAB (CMAB), where a subset of arms is selected at each step, 
forming a Super Arm. CMAB is seen in different nowadays applications. For example, 
in [73], beam selection problem is investigated using CMAB algorithms. In [74], com-
binatorial sleeping MAB model with fairness constraints (CSMAB-F) is presented. 
The concept of sleeping arm is when some arms are not always available.

In the literature, the LA problem is also seen in decentralized networks. In such 
networks, the notion of games (and game theory) is presented. In LA games, there are 
multiple players competing on scarce resources with the goal of getting the optimal 
reward. The reward of each player is a function of the decision of the player itself and 
the other competing players. In addition, game theory is seen in cooperative networks 
such as in interference relay networks [81, 82]. In [80], the problem of joint alloca-
tion of power and sub-channel is investigated for cooperative networks. In [80], this 
problem was tackled using matching theory. There, two low-complexity algorithms 
are proposed. Another method is to tackle the system using game theory perspective, 
aiming to study the equilibria points of the system (similar to the analysis presented 
in [83]). The previous problem can be further separated into two sub-problems, a 
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sub-channel allocation problem and a power allocation problem. Such separation can 
lead to a bi-form problem (check for example [86, 87]), i.e., a problem decomposed 
into a competitive sub-problem (sub-channel allocation) and a cooperative sub-prob-
lem (relay power allocation). We summarize the mentioned LA learning and game 
theory works in Table 4.

1.4 � Scope of the paper

In this paper, we aim at studying link adaptation (LA) in the MAMRN, while limiting 
our study to orthogonal MAMRN, where time division multiplexing (TDM) is used. 
The simplest way to reduce the effect of interference is to avoid it using orthogonal-
ity. From a theoretical information theory point of view, NOMA is known to be more 
optimal for slow fading channel. Nevertheless, the required complexity of the NOMA 
receiver design is still not used in practice. On the other hand, other forms of orthog-
onality such as frequency division multiplexing (FDM) is seen interesting. Accord-
ingly, we presented in our recent work [88] some insights on the generalization of the 
LA and scheduling strategies when multi-carrier systems are investigated.

As using cooperative systems aims to optimize spectral efficiency, the LA problem 
is always an open challenge to achieve better spectral efficiency and to satisfy quality 
of service (QoS) demands. LA is a fundamental mechanism allowing the source nodes 
to adapt the coding and modulation scheme depending on the radio channel condi-
tions. The destination has to choose a rate for each source from a finite set of rates 
with the objective to maximize the spectral efficiency. In addition, the system is sub-
ject to QoS constraints on individual block error rate (BLER) per source.

In our system, we use centralized LA, where the destination is the center node that 
determines the source choices. In short, we have a typical multi-variable optimiza-
tion problem that aims at optimizing the total average spectral efficiency (ASE), sub-
ject to QoS constraints. In Fig. 1, we see an illustration of a simple MAMRN. In this 
figure, we see that all the nodes (sources, relays, and the destination) can listen to 
each other. Furthermore, we see that there is a link from the destination (the central 
node) toward the different relaying nodes (sources and relays) representing the feed-
back information flow. Accordingly, the destination uses these links to share its dif-
ferent decisions and allocations with the different relaying nodes (e.g., allocated rates, 
selected relaying node, etc.). In other words, the arrows between the sources and the 

Table 4  Different link adaptation problems in learning and decentralized networks

Allocation method References

MAB UCB [68, 75–77]

MAB TS [69, 70, 78]

MAB ǫ-greedy [72]

CMAB [73, 74, 79]

Matching theory [80]

Game theory [81–85]

Bi-form problem [86, 87]
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relays toward the destination and toward themselves represent the flow of transmit-
ted and retransmitted messages. On the other hand, the arrows from the destination 
toward the sources and the relays represent the feedback links used by the sched-
uler at the destination to allocate the resource elements and perform relay selection 
strategies.

In the literature, in non-cooperative scenarios, where nodes are competing on sparse 
resources, the best-response dynamics (BRD) appears as a natural approach to solve 
game-theory problems. In BRD, a player chooses his most favorable outcome taking 
other players’ choices as given. Such tools are seen in several domains [89], especially 
in decentralized wireless problem, such as rate and power allocation in decentralized 
cellular networks [90–92]. In our considered problem, and due to the high complexity 
of its exact solution, we adapt here to the methodology used in the BRD tools trying 
to give a substantial solution/algorithm to the given centralized multi-variable problem. 
The main idea is to decrease the complexity of the problem by considering each variable 
independently while taking the other variables as known information. In our approach, 
rather than choosing the rates of all the sources at the same time, each source will be 
handled by the destination successively. Such sequential strategy is sometimes refereed 
as the Gauss-Seidel procedure (e.g., [93]).

The current authors investigated the problem of rate allocation of the considered 
system using a multi-armed bandit framework [94]. Although the proposed sequential 
upper confidence bound 1 (SUCB1) algorithm seems promising, it lacks convergence to 
the optimal allocation. This is not surprising taking into consideration the cost of explo-
ration that the learning algorithms pay. To avoid this penalty, a LA process can be per-
formed based on the available information at the destination as presented in [95, 96].

In this work, we consider LA for both rate and channel use allocation. In sharp con-
trast with existing cooperative transmission schemes we consider the packet size to be 
time-varying. Although this assumption extends the complexity of the allocation prob-
lem, it is an interesting degree of freedom which plays an important role in improving 
the efficiency of the network. The idea is that based on the channel conditions of differ-
ent sources, it would be better to give more channel uses for a given source in good radio 
conditions and fewer channel uses for another source in bad radio conditions. Thus, we 

Fig. 1  A MAMRN scheme
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propose in this paper low-complexity algorithms that tackle both rate and channel use 
allocation.

Furthermore, we investigate the performance of these algorithms for both multi-user 
(MU) encoding and single-user (SU) encoding. The reference [22] investigated differ-
ent cooperative hybrid automatic repeat reQuest (HARQ) protocols for MAMRN. Nev-
ertheless, no LA algorithms are presented; simply, the comparison of three different 
HARQ protocols is presented based on a certain rate allocation strategy. To our inter-
est, the authors of [22] tackled both MU encoding and SU encoding, and both schemes 
gave promising results. While our work is mainly based on the MU encoding where 
joint network channel coding (JNCC) is used, we analyze as well the performance of 
our algorithms for the SU encoding sub-case. In MU encoding, a relaying node sends 
an incremental redundancy (IR)-type of HARQ. This IR signal is representative of all 
its successfully decoded source messages S . From both a practical and an information 
theory viewpoints, the signal sent can help the destination to decode any subset S ′ ⊆ S 
knowing S\S ′ where \ is the minus in set theory. In SU encoding on the contrary, the 
relaying node chooses (randomly) one source message from its decoding set to retrans-
mit. From a practical point of view, and following the state-of-the-art punctured codes, 
the SU encoding sub-case is attractive being compatible with codes as low-density par-
ity-check codes or turbo codes.

Finally, two scenarios are investigated:

1.	 Fast changing radio conditions: where the acquisition of the channel state informa-
tion (CSI) of all the links is costly in terms of the feedback overhead. Instead, channel 
distribution information (CDI) (e.g., signal-to-noise ratio (SNR) of the correspond-
ing links) is used in the allocation process, and we call this type of LA slow-link adap-
tation (SLA). This follows the fact that the initial phase occurs once every few hun-
dred frames, as when the CDI of network links changes. Between two occurrences 
of the initial phase, the sources’ rates are kept fixed. It is called slow in the sense that 
once a CDI of any link is changed (which occurs every hundreds of frames), the LA 
is performed. This ensures why such an allocation is practical in fast changing radio 
conditions (such as in high mobility scenarios).

2.	 Slow changing radio conditions: where the acquisition of the CSI of all the links is 
assumed given. This can be practical in scenarios where channel states of all the links 
change slowly and can be assumed constant during tens of frames. We call this type 
of LA fast-link adaptation (FLA). It is called fast in the sense that once a CSI of any 
link is changed (which happens every several frames), the LA is performed. In other 
words, it is fast adaptation to the changes of the CSI. This ensures why such an allo-
cation is only practical in slow changing radio conditions (as in low mobility sce-
narios).

In both scenarios, we assume a perfect acquisition of the CSI and the CDI. This means 
that the information exchange is error-less. In addition, we assume that the overhead 
of the information acquisition is negligible compared to the frame size. This follows the 
assumption that the frame size is big enough. We note that the generalization to the 
case of imperfect information acquisition and small frame size is possible, but several 
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aspects should be taken into consideration. In such a case, both the rate allocation and 
the scheduling strategy in the retransmission phase are going to be affected. Indeed, the 
LA algorithms presented next depend on this information. Accordingly, we will target in 
a future work the issue of imperfect control exchange process and overhead. The main 
idea will be to avoid the dependency on the information for the LA strategies.

According to the previous description, we aim to solve the LA problem using a 
sequential BRD algorithm. The framework we follow next is quite different from the 
other methods mentioned in the previous subsection such as MAB framework, match-
ing theory, or decentralized game theory solutions. One reason is that we aim to present 
a solution where there is no need for a penalty for learning. In other words, this paper 
would act as a benchmark for the different LA algorithms that depend on learning and 
other frameworks, where the latter frameworks are seen as interesting future work of the 
considered problem.

Finally, the main contributions of this paper can be summarized as:

•	 We consider a new degree of freedom by varying the time slot duration of each 
source in the transmission phase.

•	 We propose LA algorithms for both slow and fast changing channel conditions sce-
narios tackling both rate and channel use allocation. The BRD approach is used, with 
“Genie-Aided” (GA) algorithm for the initialization phase.

•	 We investigate both MU and SU encoding, showing the efficiency of the practical SU 
sub-case.

•	 The numerical results 1- verify the advantages of cooperation, 2- show the gain of 
exploiting the new degree of freedom (the time slot duration), 3- validate the effi-
ciency of the BRD algorithms for rate and channel use allocation, and finally 4- con-
firm the efficiency of the practical SU encoding sub-case.

The rest of the paper is organized as follows: in Sect. 2, we introduce the system model. 
In Sect. 3, we present the mathematical analysis of the used metrics. In Sect. 4, we pre-
sent the different algorithms of LA using BRD tools. In Sect. 5, we present the Monte-
Carlo (MC) simulation results. Finally, we present the conclusions in Sect. 6.

2 � System model
The communication system consists of M sources communicating with a single destina-
tion, using the help of M + L relaying nodes. The relaying nodes consist of L half-duplex 
dedicated relays in addition to the M sources, where the latter sources perform user 
cooperation. A message us ∈ F

Ks
2  of a source s has a length of Ks information bits, where 

F2 represents the binary Galois field. In addition, the length Ks depends on the selected 
Modulation and Coding Schemes (MCS) for that source. The messages of all sources are 
mutually independent. To be clear with the notations, we define the source nodes set 
as S = {1, . . . ,M} , the relay nodes set as R = {M + 1, . . . ,M + L} , and all cooperative 
nodes set as N = S ∪R = {1, . . . ,M + L} . In other words, a source si is the node i in set 
N  , and a relay ri is the node i +M in set N .

The transmission of a frame is divided into two phases. A transmission phase is com-
posed of M time slots, where source nodes transmit their messages successively. Then, 
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we have a retransmission phase composed of several time slots, up to Tmax time slots. 
At each retransmission time slot, the scheduler located at the destination schedules one 
node (source or relay) to transmit redundancies based on its correctly decoded source 
messages (its decoding set). In the literature, several selection strategies are proposed. In 
[97] for example, an adaptive relay node selection strategy is proposed based on oppor-
tunity. In other words, the destination builds its selection choice following an estimation 
on the bit error rate (BER).

In the prior art [22], the number of channel uses at each of the transmission phase N1 
and the retransmission phase N2 was fixed, and accordingly, the ratio of channel uses 
between the two phases was also fixed. We define this ratio as α = N2

N1
 . Here, we intro-

duce a new degree of freedom composed of a variable ratio of the number of channel 
uses. In particular, we fix the number of channel uses at the retransmission phase, and 
we define a variable number of channel uses for the transmission phase for each differ-
ent source node s. In other words, the ratio of channel uses for a source node 
s ∈ {1, . . . ,M} is denoted as αs = N2

N1,s
 , where N1,s represents the number of channel uses 

allocated to source s in the transmission phase.
Following a variable ratio of channel uses, the LA problem gets more complex. In 

other words, the considered problem of rate allocation is now extended to a problem 
of rate and channel use allocation. This means that the destination should now allocate 
the rate and the ratio for each given source node. In Fig. 2, we see an illustration of the 
frame transmission. A frame consists of three phases: an initialization phase where rates 
are initialized, a transmission phase where a different number of channel uses is used 
for each different source node ( N1,i ), and a retransmission phase where a fixed number 
of channel uses ( N2 ). A key assumption of our work is that the sources can use packets 
with variable size at the transmission phase (i.e., N1,i in the first phase), accordingly, the 
initialization phase includes both rate and channel use allocation. Fixing N2 and varying 
N1 (and not the contrary) is simpler since during the retransmission phase a time slot is 
not dedicated to a specific node (being a relay or a source).

We retain here the scheduling strategy from [98], which tries to select a node in each 
time slot of the second phase in a way that maximizes the number of correctly decoded 
messages at the destination. More precisely, in each retransmission round, the des-
tination selects the node with the highest mutual information between itself and that 
node, among all nodes which were able to decode at least one source from the set of 

Fig. 2  Proposed frame structure: initialization phase, transmission phase, a retransmission phase
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non-successfully decoded sources at the destination. It is demonstrated that using the 
described strategy, we can reach the ASE close to the upper bound obtained by an 
exhaustive search for the best possible node activation sequence, under much smaller 
computational complexity. For that reason, we will only consider the described node 
selection strategy throughout the whole paper, even though other strategies can be used.

We present in Fig. 3 a toy example that shows how the selection strategy of [98] works. 
In Fig. 3a, we consider a (3, 2, 1)-MAMRN. At the considered time slot (any time slot 
in the retransmission phase), the decoding sets of all the nodes are presented. We see 
that the destination decoded the message of source s1 , the sources did not decode any 
source message (but their own message), and the relays r1 and r2 decoded respectively 
the set of sources {s1} and {s1, s2, s3} . In [98], the candidate relaying nodes to be selected 
are the nodes that can help at least one source which is not decoded by the destina-
tion. As the destination decoded source s1 , the candidate nodes (in this example) are the 
relaying nodes that can help either source s2 or s3 or both. Following the toy example, 
the candidate relaying nodes are s2 , s3 , and r2 (highlighted in Fig. 3b). After fixing the set 
of candidate relaying nodes, the destination chooses the node with the highest mutual 
information. Such a relaying node is the node having the best direct link with the des-
tination. In Fig. 3c, we assume that the best direct link is the link between r2 and the 
destination, and thus, r2 is going to be selected. Finally, in Fig. 3d, we see that r2 is going 
to send a symbol representative of all correctly decoded sources which are not decoded 
yet by the destination, i.e., sources s2 and s3 . This process is repeated at the beginning of 
each retransmission time slot while using the updated decoding sets of the nodes.

Going back to Fig. 2, we see that at each retransmission time slot, a control exchange 
process is performed. In this process, the relaying nodes give the destination the needed 
information related to their decoding sets. Then, the destination uses the selection strat-
egy described in the above toy example. More details can be seen in [98] and [16]. From 
a technical point of view, the presented system model is interesting as it investigates the 
effects of using relays by allowing for a limited retransmission phase. In [99] for example, 

Fig. 3  A toy example describing the process of the selection strategy used in this paper
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it is mentioned that the support of multi-path with relay, has a potential to improve the 
reliability/robustness as well as throughput, so it needs to be considered as an enhance-
ment area in Rel-18. This ensures the modernity and practicality of our targeted system.

We assume a slow fading assumption which means that the radio links between the 
nodes do not change within a frame transmission. The channel realization is considered 
independent from frame to frame. It simplifies the analysis and the convergence of the 
system, and it captures the performance of practical systems assuming ergodicity of the 
underlying random processes. We assume that the CSI of only the direct links are avail-
able at the receiver, i.e., hdir = [hs,d,hr,d] = [h1,d , . . . , hM+L,d] of Source-to-Destination 
(S–D), and Relay-to-Destination (R–D) links are perfectly known by the destination. 
On the other hand, the knowledge of the CSI of other in-direct links, Source-to-Source 
(S–S), Source-to-Relay (S–R), and Relay-to-Relay (R–R), might not always be possi-
ble. Basically, based on the cost of the control overhead, the source and the relay nodes 
might be able to report the CSI of these in-direct links. In the case where the overhead 
of reporting the exact CSI is high, the relaying nodes (sources and relays) will only report 
the CDI of these in-direct links. The overhead is mainly correlated to the mobility of the 
system, and the destination accordingly chooses which information is reported from the 
other relaying nodes (CSI or CDI). In Sect. 3, more details will be given. Now, for a given 
transmitting node a ∈ S ∪R , and a receiving node b ∈ S ∪R ∪ {d} , at a given channel 
use k, the received signal ya,b,k can be written as:

where xa,k ∈ C is the coded modulated symbol whose power is normalized to unity, ha,b 
are the channel fading gains, which are independent and follow a zero-mean circularly 
symmetric complex Gaussian distribution with variance γa,b , and na,b,k represents the 
independent and identically distributed AWGN samples, which follow a zero-mean cir-
cularly-symmetric complex Gaussian distribution with unit variance. Note that in the 
transmission phase, xa,k represents a symbol of a single user. Whereas in the retransmis-
sion phase, xa,k represents a symbol representative of all correctly decoded sources by 
the scheduled relaying node (since JNCC is used).

3 � Considered performance metric and outage events
In this Section, we present our utility metric called average spectral efficiency η which 
is maximized for both FLA and SLA. It is defined as the limit of the ratio between the 
total number of successfully received bits and the total number of channel uses when 
the number of frame transmissions tends to infinity. Our analysis relies on the definition 
of the outage event Oi,t which occurs when source i is not decoded correctly after the 
transmission phase (t = 0) and at each retransmission l up to t (l = 1, ..., t) . We define, 
accordingly, Oi,t as a binary Bernoulli random variable which indicates an outage event. 
In other words, Oi,t takes the value 1 if the event Oi,t happens, and 0 otherwise. Or, in 
mathematical terms, for any elementary event w, Oi,t(w) = [w ∈ Oi,t ] where [q] denotes 
the Inverson bracket which takes the value 1 if q is true, and 0 otherwise. The metric η 
is derived from the spectral efficiency per frame ηframe . ηframe depends on the channel 
realization H, and the lLA strategy used (strategy of allocating the rate and the chan-
nel use of the source nodes) denoted P. Also, it depends on the relaying protocol used, 

(1)ya,b,k = ha,bxa,k + na,b,k ,
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relaying nodes selection strategy, and the parameters of the system (e.g., M; L; Tmax ). For 
simplicity, we only include within the following equations the dependency on H and P. 
ηframe is defined as

where:

•	 H is the channel realization which contains the channel gains of all the links ha,b pre-
viously defined.

•	 P represents the LA strategy used.
•	 α = M

l=1 1/αl denotes the sum of inverse of all the channel use ratios,
•	 Ri = Ki/N1,i represents the rate of a source i; Ri and αi have a fixed value for SLA, 

while they change from frame to frame for FLA,
•	 Oi,Tused

 is a binary Bernoulli random variable as defined above, i.e., Oi,Tused
= 1 means 

that source i is not decoded correctly during a frame,
•	 Tused ∈ {0, . . . ,Tmax} is the number of retransmission time slots activated during a 

frame.

The outage indication Oi,Tused
 depends on the knowledge of the CSI of all the links and 

the sources’ rates and ratios. It is obtained from an Information Theory perspective 
under the classical assumptions of infinite codeword length, mutual information achiev-
ing (spatially distributed) channel coding codebooks and maximum likelihood (ML) 
decoding [100, 101]. The spectral efficiency η can now be derived from ηframe.

•	 For slow-link adaptation: the rates per source and the channel use ratios are fixed, it 
yields: 

 where Pr(Oi,Tused
= 1) is the outage probability that source i is not decoded correctly 

and E{Tused} is the average number of retransmissions used in the second phase 
which can be computed as E{Tused} =

∑Tmax
t=1 tPr(Tused = t).

•	 For fast-link adaptation: the rates per source and the channel use ratios change per 
frame and become random variables, it yields: 

Note that maximizing the average spectral efficiency as defined above is equiva-
lent to maximizing the average spectral efficiency per frame E{ηframe} . Indeed, the 

(2)

ηframe(H,P) =
nb bits successfully received

nb channel uses

=

∑M
i=1 Ki(1−Oi,Tused

)
∑M

l=1N1,l + N2Tused

=

∑M
i=1

Ri
αi
(1−Oi,Tused

)

α + Tused
,

(3)ηSLA(H,P) =

∑M
i=1 Ri/αi(1− Pr(Oi,Tused

= 1))

α + E{Tused}
,

(4)ηFLA(H,P) =
E

{∑M
i=1

Ri
αi
(1−Oi,Tused

)

}

E{α} + E{Tused}
.
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maximization of the spectral efficiency of our orthogonal MAMRN protocol is designed 
in two steps (i) the scheduler at the destination aims at correctly decoding the maxi-
mum number of sources with the minimum number of channel uses per frame (ii) the 
LA selects the sources’ rates which maximize the average spectral efficiency conditional 
on the scheduling strategy per frame. Finally, since a zero rate can be included in the 
possible set of rates, and based on the convention that a source with zero rate is always 
decoded correctly, the two steps above come down to maximizing the average spectral 
efficiency or the average spectral efficiency per frame conditional on both the consid-
ered set of possible discrete rates and the chosen scheduling strategy.

Before presenting the outage events in an analytical way, we recall the effect of the 
control overhead. From an overhead perspective, SLA is better than FLA as it incurs 
a smaller overhead. We neglect the overhead of the channel acquisition of the direct 
links, and we focus on the overhead of the in-direct links which is the most costly. 
In a given (M,  L,  1)-MAMRN, the number of the in-direct links corresponds to the 
number of possibilities to select two nodes among M + L which is CM+L

2  where 
C is the combination operator. This means that the overhead can be calculated as 
CM+L
2 × nb bits per CSI/CDI× update percentage. Accordingly, it is obvious that unless 

the percentage of change in the CSI is low, we have to adapt to the SLA as the percent-
age of change in the CDI is usually very small (the CDI is fixed for a long time, e.g., 1000 
frames: 0.1%)

Now, we present the outage events of the system which are the individual outage event 
for a given source, and the common outage event for a subset of sources. The latter 
occurs when at least one user in the subset of sources is in outage. In [18], Mohamad 
et  al provide an outage analysis for various cooperative schemes. Nevertheless, the 
analysis was based on a fixed channel uses in the transmission phase. Accordingly, we 
present here the outage derivations when the number of channel uses in the transmis-
sion phase is considered variable. In general, the “individual outage event of a source s 
after round t”, Os,t(at ,Sat ,t−1|hdir,Pt−1) , depends directly on the rate and channel uses 
we are scheduling. In addition, it depends on the selected node at ∈ N  and its associ-
ated decoding set Sat ,t−1 . It is conditional on the knowledge of hdir and Pt−1 , where Pt−1 
denotes the set collecting the nodes âl which were selected in rounds l ∈ {1, . . . , t − 1} 
prior to round t together with their associated decoding sets Sâl ,l−1 , and the decoding 
set of the destination Sd,t−1 ( Sd,0 is the destination’s decoding set after the first phase).

Similarly, we define Et(at ,Sat ,t−1|hdir,Pt−1) the “common outage event after round t” 
as the event that at least one source is not decoded correctly at the destination at the 
end of round t. The probability of the individual outage event of source s after round t, 
Pr(Os,t(at ,Sat ,t−1|hdir,Pt−1) = 1) , for a candidate node at using the expectation opera-
tor E{.} can be formulated as E{Os,t(at ,Sat ,t−1|hdir,Pt−1)} . We can similarly define the 
probability of the common outage event. In the rest of the paper, and in order to simplify 
the notation, the dependency on hdir and Pt−1 is omitted.

Analytically, the common outage event of a given subset of sources is declared if the 
vector of their rates lies outside the corresponding MAC capacity region. We recall that 
although this is an orthogonal transmission framework, the outage events encounter the 
interference effects. Clearly, this follows the JNCC used, where a re-transmitted mes-
sage can include information about different source messages. Now, for some subset 
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of sources B ⊆ Sd,t−1 , where Sd,t−1 = S\Sd,t−1 is the set of non-successfully decoded 
sources at the destination after round t − 1 , and for a candidate node at , this event can 
be expressed as:

where Ia,b denotes the mutual information between the nodes a and b (the mutual infor-
mation is defined based on the channel inputs, check Sect. 5 for Gaussian inputs exam-
ple), and where Câl and Cat have the following definitions:

In (6), the sources that belong to I = Sd,t−1 \ B are considered as interference, with ∧ 
standing for the logical and. In (5), for each subset U of set B , we check if the sum-rate 
of sources contained in U is higher than the accumulated mutual information at the des-
tination (since Incremental Redundancy (IR)-type of HARQ is used). The accumulated 
mutual information is split into three summations, which originate from:

•	 The direct transmissions from sources contained in U  toward the destination dur-
ing the first phase: 

∑
i∈U

Ii,d
αi

.
•	 The transmission of previously activated nodes during the second phase: ∑t−1

l=1 Iâl ,dCâl (U) . Node âl for l = {1, . . . , t − 1} is involved in the calculation only if 
it was able to successfully decode at least one source from the subset U  (JNCC is 
used), but at the same time, if it does not belong to the set I  (otherwise, the signal 
would represent an interference).

•	 The transmission of the candidate node at during the second phase: Iat ,dCat (U) , 
under the same conditions as for the previously activated nodes.

The individual outage event of a source s after round t for a candidate node at can be 
defined as:

where I = Sd,t−1\I  . The detailed analysis behind the relation between the individual 
outage event and the common outage event can be revisited in [18].

We finally define the outage events equations for the SU encoding sub-case. 
Since the relaying node transmits redundancies of a single source (which is chosen 

(5)

Et,B(at ,Sat ,t−1)

=
⋃

U⊆B

{∑

i∈U

Ri

αi
>

∑

i∈U

Ii,d

αi
+

t−1∑

l=1

Iâl ,dCâl (U)+ Iat ,dCat (U)
}
,

(6)
Câl (U) =

[
(Sâl ,l−1 ∩ U �= ∅) ∧ (Sâl ,l−1 ∩ I = ∅)

]
,

Cat (U) =
[
(Sat ,t−1 ∩ U �= ∅) ∧ (Sat ,t−1 ∩ I = ∅)

]
.

(7)

Os,t(at ,Sat ,t−1) =
⋂

I⊂Sd,t−1,B=I,s∈B

Et,B(at ,Sat ,t−1),

=
⋂

I⊂Sd,t−1

⋃

U⊆I:s∈U

{∑

i∈U

Ri

αi
>

∑

i∈U

Ii,d

αi
+

t−1∑

l=1

Iâl ,dCâl (U)+ Iat ,dCat (U)
}
,
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randomly from its decoding set), the individual outage event of a source s after round 
t for a candidate node at can be written as:

where CSU
âl

 (respectively CSUat  ) takes the value 1 if the source s is chosen by âl (respectively 
at ) and zero otherwise. For the common outage event, in the SU encoding sub-case, it is 
simply the union of the individual outage events of all the sources included in the con-
sidered subset B , and can be written as:

4 � Methods: proposed link adaptation strategy
In MAMRN, the knowledge of instantaneous CSI of all the links allows the LA algo-
rithm to allocate the rates and the ratios of the sources in the most accurate way (fast-
link adaptation). Since the number of channels in such a network grows exponentially 
with the number of sources and relays, frequent changes in the channel states (for ex. 
in a high mobility scenario) can incur an excessive amount of control signaling on the 
forward coordination control channels. In that case, FLA is deemed impractical, and 
SLA is a more suitable solution. The idea of SLA is to adapt the source rates to the 
CDI of all links, which remain constant for longer periods of time. It is important to 
stress that the time-scale of the SLA differs from the one used by the retransmission 
algorithm.

Following the considered orthogonal MAMRN system model, the individual outage 
event (resp. the probability of outage event) of any node depends on the vector of rates 
and ratios allocated for all the source nodes considered in the system. In other words, 
Os,Tmax (resp. Pr(Os,Tmax) ) depends on the vector of pairs ({R1,α1}, . . . , {RM ,αM}) . To 
understand this dependency, we should be aware that at a given retransmission time 
slot, the decoding set of the selected node to retransmit, depends on all the rates and 
ratios allocated. Also, with a small observation of the analytical definition of the indi-
vidual outage event, i.e., Eq. (7), we see that theoretically, the vector of pairs should be 
jointly optimized.

Before we present the optimization problem, we define the corresponding notations:

•	 nMCS is the number of different modulation and coding schemes available.
•	 {R̃1, . . . , R̃nMCS} is the set of possible rates available.
•	 nCUR is the number of different channel use ratios (CUR) available.
•	 {α̃1, . . . , α̃nCUR} is the set of possible channel use ratios available.
•	 {R̂s, α̂s} , is the pair of rate and channel use ratio of source s after the optimization.
•	 Ri , one possible value of R̂s taken from the set of possible rates available.
•	 αi , one possible value of α̂s taken from the set of possible channel use ratios available.

(8)OSU
s,t (at ,Sat ,t−1) =

{Ri

αi
>

Ii,d

αi
+

t−1∑

l=1

Iâl ,dC
SU
âl

+ Iat ,dC
SU
at

}
,

(9)ESU
t,B (at ,Sat ,t−1) =

⋃

s∈B

OSU
s,t (at ,Sat ,t−1).
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Using these notations, our given optimization problem can be written as:

This equation corresponds to the SLA scenario. Obviously, in the case of FLA, we 
replace Pr(Oi,Tused

= 1) with Oi,Tused
 and E{Tused} with Tused , since LA is performed for 

each new instance of the channels. In SLA, a QoS constraint per source is introduced 
as a minimum rate with an outage probability threshold (BLER). For FLA, since the full 
CSI is known at the destination, it is possible to avoid any individual outage per frame 
by simply not transmitting or, equivalently, transmitting with zero rate. Furthermore, we 
chose not to introduce any constraint on minimum rates in order to have a benchmark 
on the maximum achievable spectral efficiency.

To our knowledge, a closed-form solution for this multi-variable optimization prob-
lem is not found yet. Indeed, there is always the possibility to find the solution to such 
a problem by checking exhaustively all (nMCS × nCUR)

M possible combinations of allo-
cated rates and ratios, and choosing the one which maximizes the ASE subject to indi-
vidual QoS constraints. Clearly, such an approach is computationally very expensive. 
Accordingly, sub-optimal solutions are needed to relax the complexity of the problem, 
and thus we resort to BRD tools.

Following the BRD approach, the problem is solved in two steps: in step one, the des-
tination chooses the initial source rates and ratios, then in step two, the destination uses 
the BRD methods to update the initial allocations by searching for a better result. The 
correction is done iteratively for each source node (not jointly), and the correction pro-
cess is repeated until convergence to the “optimal” solution is reached. As compared to 
the prior art [95], our added contribution is that we generalize the BRD algorithm to 
capture both rate and channel use allocation. In addition, we present in detail the start-
ing point strategy used and which was omitted in the prior-art. In the following sub-
section, we attempt to find a clever algorithm to reach a good starting point, since the 
optimal solution and the convergence speed will depend on it. Thus, rather than using 
random source rates values, we follow a GA assumption and try to find a suitable initiali-
zation algorithm.

4.1 � Starting point using the “Genie‑Aided” assumption

In order to reduce the complexity, we can resort to an approach that is based on a 
“Genie-Aided” assumption, where all the sources s ∈ S\i = {1, 2, . . . , i − 1, i + 1, . . . ,M} 
except the one for which we want to allocate the rate and the ratio, i, are assumed to 
be decoded correctly at the destination and the relaying nodes. Concerning the ratio, 
we see that even in that case, we still have a dependency on all the other source nodes’ 
ratios. This is due to the summation seen in the denominator of Eq. (10) (the number 

(10)

({R̂1, α̂1}, . . . , {R̂M , α̂M}) =
argmax

({R1,α1},...,{RM ,αM})∈{{R̂1,α̂1},...,{R̂nMCS
,α̂nCUR }}

M

M∑
i=1

Ri/αi(1−Pr(Oi,Tused
=1))

ᾱ+E{Tused}
,

subject to:
Pr(Oi,Tused

= 1) ≤ BLERQoS,i, ∀i ∈ {1, . . . ,M},
Ri ≥ Rmin,i, ∀i ∈ {1, . . . ,M}.
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of total channel uses of the transmission phase). In other words, in order to decouple 
the problem, the ratios of channel uses are fixed to a certain value first (we resort here 
to the average value of all the possible ratios A = {α̃1, . . . , α̃nCUR} ). Then, the rate of 
each source node is allocated from the set of possible rates {R̃1, . . . , R̃nMCS}.

Using the GA relaxation, the problem gets less complex. In other words, the rate 
selection of a given source becomes independent of the selection of another source. 
This is done by avoiding the dependency on the decoding sets of the different relay-
ing nodes. From a viewpoint of a source i, the MAMRN reduces to (1,L+M − 1,1) 
multiple relay network. In addition, the problem of allocating a {rate, ratio} pair is 
reduced to only rate allocation. An example is given in Fig.  4 for i = s1 , where the 
sources {s2, . . . , sM} are symbolically denoted by {rL+1, . . . , rL+M−1} , as they only serve 
as relays. Under the GA assumption, the node selection strategy will give a different 
sequence of selected nodes than the case where the GA assumption is not taken. This 
follows the fact that under the GA assumption, the source i is the only one that is 
not decoded correctly at the destination. Thus, all the scheduling decisions are ori-
ented toward helping this source exclusively, which results in an allocated rate higher 
than the optimal one. Possibly a better approximation of the realistic node selection 
sequence while evaluating rate Ri in the GA algorithm, is a random node activation 
sequence, and that approach is adopted in the rest of the paper when using GA.

Hence, although the initial rates found under the GA assumption are not the exact 
solutions of the maximization problem (10), they can serve as a good starting point 
for finding the optimal solutions. Indeed, even though we always consider that only 
one source is not decoded correctly, which is not a realistic assumption, and that the 
node activation sequence is purely random, we take into account the quality of all the 
links which can potentially help the transmission of a given source in the calculation.

In this paper, in the SLA scenario, we assume that the channel statistics of each 
link follows a centered circularly complex Gaussian distribution. Since the links are 
independent of each other, the average SNR of each link is sufficient as an input to 
trace back the statistics of each link. Given the simplified, (1,L+M − 1,1) network, 
the problem of finding the maximum rate Rs for the source s subject to a BLERQoS,s 
constraint has the following form:

Fig. 4  Illustration of the “Genie-Aided” assumption
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where Pr(Oi,Tused
= 1) can be written as:

with P(H) is the joint probability of channel realizations of all the links in the network, 
and α is the fixed average value of the ratios. Note that Eq. (11) is reached after a direct 
simplification of Eq. (10). Simply, only one source node is considered, and all αi are fixed 
to α . The problem of finding the maximum rate Rs for source s in the case of FLA simpli-
fies to the following:

A detailed step-by-step algorithm in which a rate is allocated to source i under GA 
assumption with CDI available at the destination (SLA) is given by algorithm  1. First, 
we set the initial best efficiency, and then we set α as the ratio that is closest to the aver-
age ratio. Then, each possible candidate rate from the set {R̃1, . . . , R̃nMCS} is considered 
one after another in the first “for loop” on j. We only consider the rates satisfying the 
minimum rate constraint Rj ≥ Rmin,j . The second “for loop” allows to average out the 
Pr(Oi,Tused

= 1) , for the given rate Rj over Nb_MC realizations of all channels. The aver-
aging is done according to statistics given by the average SNRs of all links. Hence, inside 
the loop cnt , the quality of each channel is known, since they result from the random 
realization of all channels. Therefore, in order to calculate (11), it is sufficient to use the 
Monte-Carlo simulations approach, where the integral in Eq. (12) is replaced by a sum, 
and thus, Eq. (12) can be computed by:

(11)

R̂SLA
s = argmax

Ri∈{R̃1,...,R̃nMCS
}

{
Ri(1− Pr(Oi,Tused

= 1))

M + αE{Tused}

}

subject to Pr{Os,Tused
= 1} ≤ BLERQoS,s,

and Ri ≥ Rmin,s,

(12)

Pr(Oi,Tused
= 1) =

∫ [
Ri > Is,d+

Tused∑

l=1

αIâl ,d[s ∈ Sâl ,l−1]
]
P(H)dH,

(13)

R̂FLA
s = argmax

Ri∈{R̃1,...,R̃nMCS
}

{ Ri

M + αTused

(
1−

[
Ri > Is,d +

Tmax∑

l=1

αIâl ,d[s ∈ Sâl ,l−1]
])}

.

(14)

Pr(Oi,Tused
= 1) =

1

Nb_MC

Nb_MC∑

cnt=1

[
Ri > Ii,d(Hcnt)+

Tmax∑

l=1

αIâl ,d(Hcnt)[i ∈ Sâl ,l−1]
]
.
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The FLA algorithm is very similar to the SLA one, so it is left out of the text. The 
main difference is the absence of the averaging of the individual outage probability 
over Nb_MC realizations of all channels. For that reason, variables out, T  , Pout

i,Rj
 and 

E{Tused,Rj } are not used, nor is the “for” loop on cnt. Additionally, instead of drawing 
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the channels Hcnt , it is assumed that H is already known at the destination due to 
available CSI information of all channels.

4.2 � Sequential best‑response dynamic solution

After setting up the starting point of the rates and the ratios (rates using GA and ratios 
using an average value), the BRD algorithm follows. The idea is to modify, iteratively, the 
chosen rates and ratios. Since the joint allocation is very complex, we will correct the 
starting point chosen for each source node successively. In that case, the rate and the 
ratio of source i is a function of the sources’ rates and ratios updated in the same itera-
tion prior to source i (sources with index i′ < i ), and the rates and ratios updated for the 
last time in the previous iteration, t − 1 (sources with index i′′ > i ). The logic is repeated 
until the algorithm converges when no source node modifies its rate or ratio any further.

In the correction method described above, a given source i chooses the best rate-ratio 
pair corresponding to the maximum spectral efficiency while meeting the QoS con-
straints. Based again on Eq. (10), we write the optimization problem for a given source 
node i as:

(15)

{R̂i, α̂i} = argmax
{Ri ,αi}∈{{R̂1,α̂1},...,{R̂nMCS

,α̂nCUR }}
M∑

j=1,j �=i

R̂j
α̂j
(1−Pr(Oj,Tused

=1))+
Ri
αi
(1−Pr(Oi,Tused

=1))

ᾱ+E{Tused}
,

subject to:
Pr(Os,Tused

= 1) ≤ BLERQoS,s, ∀s ∈ {1, . . . ,M},
and Ri ≥ Rmin,i.
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Algorithm 2 presents the BRD algorithm in the case of the SLA scenario. The same 
modifications mentioned in the algorithm of the GA approach are needed here to 
adapt to the algorithm of the FLA. The destination first initializes the rates and ratios 
following the result of the GA approach, and then it performs the correction pro-
cess for all the M source nodes. The algorithm terminates once we have no further 
changes in the rate and ratio choices for all the source nodes. A small remark should 
be mentioned about step 8 of the BRD algorithm. By this step, we have captured all 
the details previously mentioned in the GA algorithm (between step 8 and step 33), 
i.e., the details of the Monte-Carlo simulation used to obtain the outage probability 
and the average number of rounds used. This is done for the sake of brevity, but both 
algorithms do individual outage tests to achieve the QoS constraint while allocating 
the rates and the ratios.

By performing Monte-Carlo simulations, where the results are presented in the fol-
lowing Section, we witness that the number of iterations needed for the algorithm to 
converge is relatively small. In addition, we witness that the Monte-Carlo method is 
robust to the number of samples, as the degradation seen with decreasing the number 
of samples is not significant, i.e., the results barely change even when simulations were 
based on only 10 samples. Moreover, we have demonstrated that the utility function is 
not always convex since the BRD, when initialized with other starting points than the 
GA, can converge to a local optimum far from the global one depending on the simu-
lation scenario (not presented for brevity). It confirms that the convergence analysis is 
simulation scenario dependent, which makes it extremely difficult to tackle analytically. 
In the next subsection, we talk about the convergence and the complexity of the BRD 
algorithm used.

4.3 � Convergence and complexity

Convergence:

Theorem 1  The BRD algorithm converges to an optimal (local or global) rate and ratio 
allocation after a limited number of iterations.

Proof: The BRD is composed of an initialization step and an iterative correction step. 
The initialization step is always fixed to 1 iteration. Concerning the correction step, it 
lasts till we reach the stopping condition (step 5 in algorithm  2). We call the number 
of BRD iterations nBRD and the number of correction iterations as ncorr . The number of 
BRD iterations can be written as:

To prove that the BRD algorithm convergences in a finite number of iteration, we see 
that the stopping condition happens when the allocation of all the sources’ rates and 
ratios is not changed from the previous iteration for all sources i ∈ {1, ...,M} . Since the 
number of possible rate and ratio pairs for the M sources is finite ((nMCS × nCUR)

M ), 
and since the argmax at step 8 only updates the rates and ratios if η strictly increases, we 
deduce that

(16)nBRD = 1+ ncorr.
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leading to the final result of

where the latter inequality goes to equality in the worst-case scenario that rarely occurs 
as seen in the numerical results in the following Section. We conclude that the process 
of BRD completes with a finite number of iterations.

Although the BRD algorithm converges in finite number of iterations, the speed of 
convergence is a function of this number (i.e., nBRD ). Due to this issue, we investigated 
in the next Section the number of iterations needed before convergence, and we see that 
this number is relatively small, validating the practicality of the proposed solution.

Complexity:
The complexity of the proposed BRD algorithm is much smaller than the case 

of the exhaustive search approach algorithm. In the latter, the calculation of each 
Pr(Oi,Tused

= 1) is performed (nMCS × nCUR)
M times, while in the proposed algorithm, 

in one iteration the same calculation is performed nMCS × nCUR ×M times. Note that 
the GA algorithm is only an initialization phase where ratios are fixed. Thus, we need 
nMCS × 1×M times of the same calculation. As we will see in the next Section, the 
number of BRD iterations is relatively small, ensuring the practicality of the used BRD 
algorithm.

In Table  5, we summarize the complexity of different allocation methods to be pre-
sented in the next Section. This table includes the allocation using exhaustive search, 
BRD, GA allocations with fixed and variable channel use ratios. In this table, we present 
the complexity and the performance of these methods showing the importance of the 
BRD algorithm being a practical method with lower complexity and that approaches the 
benchmark of the complex exhaustive search approach.

Note that in all these methods, the calculation of outage events is included. So, in 
the case of SLA, the number of Monte-Carlo iterations used for calculating the outage 
events has a role in the convergence speed. However, it is seen in the next Section that 
the different allocation methods are robust to the number of samples taken. The only 

(17)ncorr ≤ (nMCS × nCUR)
M − 1,

(18)nBRD ≤ (nMCS × nCUR)
M ,

Table 5  Different allocation methods with their corresponding complexities and performance

Allocation method Complexity Properties

Exhaustive with variable α �((nMCS × nCUR)
M) Optimal but complex:

exponential with M and linear with nMCS and nCUR
Exhaustive with fixed α �((nMCS)

M) Optimal (for fixed α ) but complex:
exponential with M and linear with nMCS

BRD with variable α �(nMCS × nCUR ×M× nBRD) Approaches the exhaustive method
with lower complexity (linear with M)

BRD with fixed α �(nMCS ×M× nBRD) Approaches the exhaustive method (for fixed α)
with lower complexity (linear with M)

GA with variable α �(nMCS × nCUR ×M) Low complexity but with mediocre performance

GA with fixed α �(nMCS ×M) Low complexity but with mediocre performance

Fixed allocation �(1) Unacceptable performance
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comment to mention is that the use of MU encoding would lead to heavier computa-
tion as compared to the MU case, which ensures the motivation behind investigating the 
practical SU encoding case. Nevertheless, this issue is outside of the scope of this paper 
because it does not depend on the rate allocation and is to be visited in future works.

5 � Results and discussion
In this Section, we present the performance results of several scenarios using Monte-
Carlo simulations. We consider the (3,3,1)-MAMRN, with Tmax fixed to 4. In addition, 
we assume independent Gaussian distributed channel inputs (with zero mean and unit 
variance), with Ia,b = log2(1+ |ha,b|

2) . Note that some other formulas could be also 
used for calculating Ia,b where for example discrete entries, finite length of the code-
words, non-outage achieving Joint Network Channel Coding/Joint Network Channel 
Decoding (JNCC/JNCD) architectures etc. would be taken into account. In addition, we 
can calibrate the mutual information by using weight factors as in [102]. As mentioned 
in [103], our main conclusions would still apply to these different functions of mutual 
information.

Moreover, we adopt an asymmetric link configuration setting, where each link has a 
different average SNR. The average SNR of each link is obtained from a unique value γ 
following the ordered steps: 

1	 All links are set to γ.
2	 Links including source 2 are set to γ -4 dB.
3	 Links including source 3 are set to γ -7 dB.
4	 Links including both sources 2 and 3 are set to γ − 5 dB.

We carefully chose such kind of asymmetric configuration in order to make source 1 
the source with the best links, followed by source 2, and source 3 is the source in the 
worst conditions (check [16]). We recall that the destination scheduling strategy is the 
one described in [98], i.e., in each retransmission round the selected node is the one that 
has i) the highest mutual information with the destination and ii) which can help (its 
decoding set includes at least one message that has not yet been decoded correctly by 
the destination). The set of rates and ratios used are {0, 0.75, 1.5, 2.25, 3, 3.75} [bits per 
channel use], and {0.1, 0.55, 1, 1.45, 1.9} , respectively.

We define two QoS scenarios. QoS1 : Pr(Oi,Tused
= 1) ≤ BLERQoS,i = 1, and 

Ri ≥ Rmin,i = 0 [bits per channel use], ∀i ∈ {1, . . . ,M} . QoS2 : where Rmin,i = 0.5 [bits per 
channel use] and BLERQoS,i = 10−3 ∀i ∈ {1, . . . ,M} . Clearly, with QoS1 , no constraint is 
taken into consideration. Note that although we investigated many different QoS con-
straints, we chose these two QoS scenarios since we believe they cover two representa-
tive cases: no constraint and a severe constraint. As mentioned before, for FLA, we only 
use QoS1 . This is due to the fact that since the full CSI is known at the destination, it is 
possible to avoid any individual outage per frame by simply not transmitting or, equiva-
lently, transmitting with zero rate. In SLA on the contrary, we investigate both cases, no 
constraint (i.e., QoS1 ) and a severe constraint (i.e., QoS2).

We divide the results into two main parts. In part 1, we investigate the effect of the 
new degree of freedom of variable number of channel uses at the transmission phase. 



Page 26 of 38Al Khansa et al. J Wireless Com Network         (2023) 2023:51 

There, we check the gain of the proposed idea, and we investigate how this gain is chang-
ing with respect to the channel conditions and the system parameters (e.g., number of 
sources and number of relays). In part 2, we investigate the performance of the BRD 
algorithm allocating the rate and the channel uses for the sources. The performance is 
compared with an exhaustive search approach for both MU and SU encoding. We also 
test the practicality of the algorithm with respect to the channel conditions, number of 
samples needed, and the system parameters.

In the first part, we compare the ASE with respect to γ of 3 communication schemes, 
namely, no cooperation, cooperation, and cooperation with variable ratios. In the case of 
no cooperation, Tmax is fixed to zero, meaning that we only have a transmission phase, 
and no notion of cooperation or retransmission is included. For the case of cooperation, 
the ratios of all the sources are fixed to 1 (the average value of the possible ratio set). 
Then, at each retransmission time slot, the scheduling strategy is the one recalled above 
[98]. Finally, for the case of cooperation with variable ratios, the channel use ratios are 
optimized per source exploiting the proposed degree of freedom.

In Fig.  5, we see the performance of the three schemes: no cooperation ( Tmax = 0 ), 
cooperation ( Tmax = 4 ) with fixed ratios ( α = 1) , and cooperation with variable ratios 
( α is optimized per source node) with: (a) FLA with QoS1 , (b) SLA with QoS1 , and (c) 
SLA with QoS2 . In the FLA scenario (i.e., in Fig. 5a), the gain of cooperation with fixed 
ratios compared with no cooperation increases for low SNR values (low γ ). This gain 
decreases for high SNR values. On the other hand, and upon introducing variable ratios 
at the transmission phase, the gain of cooperation increases and become significant over 
all the considered SNR range (-5dB to 20 dB). In Fig. 5b, a similar performance is seen 
with SLA with QoS1 . Once again, optimizing the channel use at the transmission phase 
is leading to a significant gain compared with fixed channel use and with no cooperation 
at all. Finally, in Fig. 5c, the performance of the three schemes is presented for SLA with 
QoS2 . Upon using this severe constraint, we see that with no cooperation, the system 
is always in outage. In other words, no possible allocation can be used to achieve the 
required constraint. On the other hand, upon using cooperation and cooperation with 
optimized channel use allocation, we see that starting from γ = 4 dB, the system is not 
in outage. Here again, optimizing α per source is leading to a better performance over all 
the considered SNR range larger than γ = 4dB. To summarize, Fig. 5 gives the following 
findings: 1- using cooperation can help improve the performance, and is necessary with 
severe QoS constraints; 2- optimization of the channel use ratio can further improve the 
performance leading to a significant gain compared to fixed ratios scheme. Indeed, one 
obvious finding is that the ASE improves with increasing of the SNR, but the main goal 
of this figure is to ensure the significant improvement of cooperation. It is good to men-
tion that with other QoS constraints (not presented here for brevity), a similar perfor-
mance is seen. Simply, the performance of the different strategies slightly changes. For 
example, the γ level where the curves starts to be greater than zero is changed (for QoS2 , 
γ = 5 ). With QoS smaller than QoS2 , the γ level would be higher than 5, and with QoS 
higher than QoS2 , the γ level would be smaller than 5. 

It is true that one obvious finding seen in our numerical results is that the spectral 
efficiency improves with increasing SNR (this is seen in Figs. 5, 8, 9). Nevertheless, this 
is not our intention to present. As mentioned in the text in the numerical results, the 
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aim of Fig. 5 is to compare the performance of different schemes (using no cooperation, 
using cooperation, and using cooperation with variable ratios). Similarly in Fig. 8, our 
goal was to present the performance of the different LA algorithms. Finally, in Fig.  9, 

Fig. 5  ASE that corresponds to the proposed link adaptation algorithm for different scenarios
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the aim was to show that a low number of MC simulation is enough to ensure the con-
vergence of the BRD algorithm. On the other hand, we have several results that are not 
based on the increasing of the SNR (this is seen in Figs. 7, 10 for example). Thus, yes, 
one finding in our numerical result Section is that the spectral efficiency improves with 
increasing SNR, but our aim in the presented results is presented within the text of the 
manuscript. Following this comment of the reviewer, we added some comments in the 
numerical results Section to present and highlight the achievements of the article more 
clearly.

To our interest, we aim to investigate the operational conditions under which the gain 
of the proposed degree of freedom (variable ratio) is significant. Also, we aim to inves-
tigate this gain for different channel conditions (e.g., high SNR), and different system 
parameters. Accordingly, in the next two figures, we present the ratio of the (ASE with 
optimized α ) and the (ASE with the fixed α ). We present this ratio for the three cases: 
FLA, SLA with QoS1 , and SLA with QoS2.

In Fig. 6, the ratio presenting the gain of variable α compared with fixed α is seen over 
the SNR range (5dB to 35dB). We aim here to investigate how the gain is changing for 
high SNR values. We see that for the three different LA considered, the gain is acting 
in a similar way. The gain starts to increase from low SNR values reaching its peak at an 
intermediate SNR value, and then it decreases for high SNR reaching the ratio 1 (mean-
ing that we have no gain). To explain this asymptotic behavior, we recall that at high 
SNR, the destination is able to decode all the messages sent by all the sources no matter 
what rate or ratio is being used. Accordingly, the difference between the channel condi-
tions of the different sources is insignificant (all sources are facing similar channel condi-
tions of high SNR). Moreover, having a fixed possible rates and possible channel ratios 
sets, will lead to a limitation of the gain. For the rates, the destination will select the 
highest possible rate for all the sources. And finally, upon having a fixed rate for all the 
sources, the channel use allocation will be indifferent. 

Such analysis can also be deduced directly by analyzing the spectral efficiency per 
frame equation [i.e., Eq.  (2)]. Following that equation, and at high SNR, we can fix Ri to 
Rmax , and we can fix the outage and the Tused to zero (at high SNR there is no outage and 

Fig. 6  The ratio of the ASE with variable α and fixed α with respect to γ
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no need for retransmission phases). Then, it is directly seen that the ASE is limited to 
Rmax which justifies why we reach no gain at high SNR.

A final comment about the ratio at low SNR. As we see in the previous figure (i.e., 
Fig.  5) the ASE at low SNR is very small (and sometimes equal to zero), accordingly 
checking the ratio (ASE variable α/ASE fixed α ) for such small values is not important. 
In other words, at low SNR, we might have a gain which is big, just because the ASE is 
very small. This might mislead to the conclusion that the proposed degree of freedom is 
important at low SNR. On the contrary, we say that after checking both the ASE and the 
ratio (ASE variable α/ASE fixed α ), the proposed degree of freedom is most significant at 
intermediate SNR values.

Following Fig. 6, the gain is most significant in the range of 5dB to 15dB. Accord-
ingly, in Fig. 7, we fix γ to 10dB and we investigate the effect of the number of sources 
and relays on the gain of the variable channel uses. The x-axis represents the value 
of M and L considered. In other words, for a given x, we consider a (x,x,1) MAMRN. 
Note that we are still in an asymmetric link configuration, and for any value of M/L, 
the links of the sources are organized in a way making source i in better channel con-
ditions from source j for i < j . Specifically, for a (x,x,1) system, the average SNR of 
each link is obtained from a unique value γ = 10 following the ordered steps: 

1	 All links are set to γ.
2	 The links including source i ∈ {1, ..., x} are set to γ - 2(i − 1)dB.

For the three considered schemes (FLA, SLA with QoS1 , SLA with QoS2 ), we see that 
the gain of using variable ratios increases with the increase of the number of sources 
and relays. Also, we notice that the gain is approximately linear with respect to the 
size of the system. For FLA, the gain ratio reaches 1.7 with (8,8,1) system, whereas for 
SLA, the ratio is 1.45 and 1.3 with QoS1 and QoS2 respectively. This concludes the first 
part of simulations. So to summarize, our findings are

•	 Using cooperation (with fixed ratios or variable ratios) can improve the spectral 
efficiency and is a must for severe QoS constraints.

Fig. 7  The ratio of the ASE with variable α and fixed α with respect to network size
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Fig. 8  ASE that corresponds to the different algorithms with a variable α
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•	 Using a variable number of channel uses at the transmission phase can help 
improve the spectral efficiency.

•	 The gain of using the new degree of freedom is mostly significant for intermediate 
SNR values. This gain is limited at high SNR following the highest possible rate 
value in the set of possible rates considered.

•	 The gain of variable channel uses increases with the increase in the system consid-
ered (i.e., with an increase of the number of sources and relays).

Keeping the same parameter settings used in the first part of simulations, and spe-
cifically the configurations used in Fig.  5, we now evaluate the performance of the 
BRD LA algorithm for α optimized per source with respect to other possible LA strat-
egies including the LA utility metric optimization based on the exhaustive search 
approach. In particular, seven algorithms are presented:

•	 Exhaustive search approach: acting as the performance upper bound (exhaustive 
search over the possible vectors of pairs {α , rate} ). This algorithm is presented for the 
MU and the SU encoding.

•	 Best-Response Dynamic algorithm. Again, this algorithm is presented for the MU 
and the SU encoding.

•	 Genie Aided approach: being the starting point of the BRD algorithm in the MU 
case.

•	 Maximum Rate approach: a trivial approach using the average α and the maximum 
rate available (3.75 [bits per channel use]).

•	 Minimum Rate approach: a trivial approach using the average α and the minimum 
positive rate available (0.75 [bits per channel use]).

Here again, we present the results of FLA, SLA with QoS1 target, and SLA with QoS2 
target. It is evident that in the three different scenarios, the proposed BRD algorithm 
converges to the optimal exhaustive search approach in both cases: the MU and the SU 
encoding. In addition, we notice that the GA approach leads to a loss of around 7 dB in 
the FLA case (Fig. 8a), at most 5 dB in the SLA with QoS1target (Fig. 8b), and at most 

Fig. 9  ASE of BRD approach under SLA QoS1 for different number of Monte-Carlo samples
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5 dB in the SLA with QoS2 target (Fig.  8c). Concerning the fixed allocation strategies, 
the minimum rate approach is always left behind. On the other hand, the fixed max rate 
approach gives a close performance to the GA approach when there is no QoS constraint 
(as in Fig. 8a, b) and an unacceptable performance with a severe QoS constraint (as in 
Fig. 8c) except for very high SNR. 

This result confirms the performance of the practical low-complexity BRD algorithm. 
Even with a varying number of channel uses at the transmission phase, the BRD algo-
rithm is approaching the complex exhaustive search approach. In addition, this result 
validates the observation in [22] that the SU encoding strategy while being much simpler 
behaves similarly to its MU counterpart, and thus presents a great interest in practice 
since the shelves capacity approaching IR codes can be used. Shorty, this result validates 
the performance of the BRD for both the MU and the SU case. In the next two figures, 
we investigate two other aspects of the BRD. In Fig. 8, we validate its performance, which 
gives an ASE close to the upper bound. Next, we investigate its practicality, in terms of 
the needed number of Monte-Carlo iterations and the number of BRD iterations.

In SLA, the BRD algorithm is performed based on the CDI of the channel conditions. 
According, a number of samples are needed to be simulated at the destination in order 
to calculate the argmax seen in step 8 of Algo. 2. In Fig. 9, we present the ASE for SLA 
with QoS1 while using 10, 100, and 1000 Monte-Carlo samples. As we see in this figure, 
the ASE is slightly changing with respect to the number of MC samples used. Specifi-
cally, even 10 iterations were enough to reach acceptable performance. We conclude that 
the Monte-Carlo method is robust to the number of samples. Note that this results is 
also seen with different QoS constraints (e.g., QoS2 ), but we just show it with QoS1 . 

Finally, in Fig.  10, we vary again the size of the system by varying the number of 
sources and relays used. The link configuration is similar to the one described in Fig. 7. 
Here, we investigate the number of BRD iterations used before reaching convergence. It 
is well known that the BRD algorithm will converge since the number of possible rates 
and ratios are finite. In the previous results (Fig. 8), we validate that the BRD conver-
gence value is approaching the optimal value. In Fig.  9, we validate the practicality of 
the BRD algorithm being able to be performed using a low number of MC simulations. 
Finally, in Fig. 10, we validate the convergence speed by presenting the number of itera-
tions the BRD algorithm is using for each (x,x,1)-MAMRN.

In Fig.  10, we see that for the three scenarios (FLA, SLA with QoS1, and SLA with 
QoS2) the number of BRD iterations is relatively small. Since in FLA the LA is performed 

Fig. 10  The (average) number of BRD iterations with respect to sources/relays included in the system
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at each new CSI, we present the average number of BRD iterations used. On the con-
trary, since in SLA the LA is performed over a fixed CDI, we present the exact number 
of BRD iterations used. In both FLA, SLA QoS1 , and SLA with QoS2 , the number of 
iterations used is robust. For FLA, we see that the average number of iterations used is 
less than 3 iterations in all the considered systems up to (8,8,1)-MAMRN. Similarly in 
SLA, we see that with QoS1 , the highest number of iterations used was 4, and for SLA 
with QoS2 , the number of iterations used was always 2. It is seen that upon having a con-
straint, fewer options are available to the BRD algorithm, leading to a faster convergence 
than no constraint scenario. 

This concludes the second part of simulations. So to summarize, our findings are

•	 The BRD algorithm is approaching the exhaustive search approach while tackling 
both rate and ratio allocation.

•	 The performance is similar for the MU and the SU encoding, which is interesting due 
to the practicality of the SU encoding case.

•	 In SLA, the Monte-Carlo method is robust to the number of samples needed, where 
only 10 iterations were sufficient in the presented scenario.

•	 The number of BRD iterations is slow in all the considered systems (up to (8,8,1)) 
which again validates the practicality of the considered algorithm.

6 � Conclusion
In this paper, we investigate different LA algorithms for orthogonal MAMRN condi-
tioned on the available channel information at the destination. Adapting the time slot 
duration of each source during the transmission phase is considered as a new degree of 
freedom. The LA algorithms find the rates and the time slot duration of each source in 
order to optimize the ASE of the system under per source QoS constraints. Both SLA 
and FLA are investigated, as well as MU encoding and the SU encoding sub-case. Monte 
Carlo Simulations show the significant impact of user cooperation on the spectral effi-
ciency (up to 4 dB shift) as well as the importance of exploring the degree of freedom of 
the time slot duration associated with each source during the first transmission phase 
(up to 6dB shift). This gain is seen to be increasing with the size of the system (number 
of relaying nodes) and is limited to the maximum possible rate value. Furthermore, the 
numerical results validate the proposed BRD strategies (including a Genie Aided initial 
point determination), which tackle the complexity issue of the LA utility metric optimi-
zation. We see that the efficiency of the proposed algorithms holds in both cases: SLA 
and FLA, and in both encoding strategies: MU and SU encoding. We also see the practi-
cality of the proposed solution being robust to the number of MC samples and facing a 
low number of BRD iterations. Future work may include tackling some novel relay selec-
tion strategies. Although the selection proposed in [98] is promising and useful in MU 
encoding strategy, it does not exploit the multi-path degree of freedom if SU encoding is 
used. As we validated that SU is performing in a close manner to MU, a novel selection 
strategies for SU encoding might be interesting. Another interesting work would be to 
investigate the rate allocation problem while using clustering within the source nodes. In 
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such a case, the rate allocation strategy would be simplified by reducing the allocation to 
the number of clusters of users.
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