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With the advent of the era of 5G and artificial intelligence, machine learning plays an 
important role in image recognition, language processing, speech recognition and other 
fields. In this paper, the Internet of things of home is selected as the research scene, 
through the construction of a sensor network, ZigBee device is connected to the Inter-
net, to obtain temperature, humidity, power of home appliances, smoke concentration 
and other sensor data in the home, and then, it used the machine learning to study and 
analyze the flow data, identify the validity of flow, ensure the security of home network, 
summarize and analyze sensor data, and ensure the security of home physical environ-
ment. This study not only has important theoretical significance in machine learning, 
but also has a broad application prospects in smart home industry.

1 � Introduce
At present, there are few studies on the combination of machine learning, traffic analy-
sis, network slice and the Internet of things, and the function of adding sensor data to 
the Internet traffic participation classification is not implemented [1–4]. To solve this 
problem, under the background of 5G network slice, this paper proposes a home traffic 
analysis system combined with Internet of things [5, 6].

Firstly, this paper introduces the network slice of key role in 5G technology. Around 
the key concepts of machine learning and traffic analysis, it includes origin, develop-
ment, features and forms [7–10]. With the wide application of artificial intelligence 
in various industries, people can use the high-speed processing ability of computers 
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to train a large amount of data, get a model to achieve traffic classification and finally 
apply it in practical situations [11]. This paper introduces the design and implementation 
of the home traffic analysis system combined with the Internet of things in detail and 
demonstrates its characteristics in the process of explaining it. The first is to create the 
Internet of things inside the smart home, using the sensor network architecture of Zig-
Bee, collect data through the ZigBee node for each sensor device and finally collect data 
through the coordinator to the gateway, which forward the data to the server, thus real-
izing the traffic classification [12–15]. In order to design and implement the system, this 
paper establishes a related experimental study. In the experiment, the flow dataset used 
for training is obtained, its data characteristics are analyzed by statistical analysis, it is 
filtered and cleaned, and the related algorithms of machine learning, including decision 
tree, random forest and regression, are used to train the flow data samples, and then, the 
test is carried out. Samples assess model performance. In order to verify the actual effect 
of the model, this paper uses the package software to capture the actual traffic data and 
send it to the model for evaluation and judgment, to measure the effect of the model 
according to the accuracy of the judgment.

In order to compare the performance differences of different machine learning algo-
rithms in the process of feature selection, this paper describes the feature selection of 
two different algorithms and measures them through experiments. The experimental 
data show that the Chi-square filter method can get better accuracy and better compre-
hensive performance.

2 � Related concepts and work
2.1 � Network slice

The network slice can be adapted according to the requirements of each user. Different 
traffic and resources are treated differently by slicing, and then, network operators make 
different service requirements for customers of different tenant types [16–18]. Network 
slice is one of the key technologies of 5G, NFV is an essential technology of network 
slice, NFV isolated from traditional network hardware and software part and hardware 
by unified server deployment, the software shall be borne by the different network func-
tion (NF), so as to realize the demand of flexible assembly operations, Network slice 
allow to share the same physical network communication link, and complete the data 
exchange by virtual independent sub network, so as to better meet the needs of 5G eve-
rything connected.

2.2 � Machine learning

Machine learning is an important realization method in the field of artificial intelligence. 
Its development can be summarized in the following stages:

In the early 1950s, machine learning began to sprout. The concept of perceptron was 
proposed, but this perceptor can only handle linear classification problems, not XOR 
logic. In the 1960s and 1970s, symbolism learning technology based on logical repre-
sentation flourished, mainly researching inductive learning system based on logic [19, 
20]. From the 1980s to the mid-1990s, decision, the emergence of tree makes it easy for 
classification algorithms to express complex data relationships in terms of knowledge 



Page 3 of 15Xie et al. J Wireless Com Network        (2021) 2021:108 	

learning, but it will result in the learning process facing assumptions that are too large 
and complex [21, 22]. The last stage is from the mid-1990s to today, when facing a large 
amount of data content, statistical learning and deep learning came into being.

At present, the research work in the field of machine learning mainly focuses on three 
aspects, one is task-oriented research, which focuses on performance analysis and 
improved learning system for a set of predefined tasks; the other is to build a cogni-
tive model, which focuses mainly on human learning process and simulates it with high-
performance computer; the last is theoretical analysis, which promotes learning through 
theoretical exploration. Algorithmic study of the effect. In the past decade, machine 
learning has achieved very effective results in the application of industry, mainly focus-
ing on weather forecasting, image recognition, voice and handwriting recognition, stock 
market analysis, pattern recognition and other fields. At present, major companies have 
launched their own machine learning platforms, such as Tensor Flow machine learning 
framework of Google, Microsoft Azure machine learning studio, MLflow of open source 
machine learning platform, Baidu machine learning (BML), Ali PAI, JD NeuCube, etc. 
Machine learning has become the main research direction of major companies.

The machine learning algorithm can effectively predict the gathered sensor data col-
lected by the wireless sensor network, and then monitor the abnormalities of the home 
appliances in the sensor location, the future trend of the home environment and so 
on, to realize the intelligent service of smart home energy saving reminder [23, 24]. 
The combination of smart home and machine learning is of certain research value. In 
the foreseeable future, there will be a large number of smart home systems that apply 
machine learning in the market, providing people with a more convenient and intelligent 
home living space [25].

2.3 � Traffic mining analysis

Traffic mining analysis technology is a technology that captures network traffic and 
continuously improves the identification algorithm and extracts traffic characteristics 
according to the changes of network environment [26, 27]. Up to now, the main methods 
of traffic identification analysis are based on port number mapping, based on network 
behavior characteristics, and based on machine learning.

2.3.1 � Traffic identification based on port number mapping

The specific implementation of traffic identification method based on port number 
mapping is to identify different network applications by checking the source and des-
tination port numbers of network packets, and mapping the port number rules used in 
communication according to the corresponding network protocol or network applica-
tion. Kim et al. pointed out that port classification technology is effective in identifying 
some applications, such as WWW, DNS and MAIL, with both accuracy and recall rates 
higher than 90% [28].However, current P2P applications use port hopping technology 
and port masquerading technology to avoid traffic detection. Bleul et  al. analyzed the 
direct-connect network and found that 70% of the observed ports were used only once 
[29]. Schneider et al. found that when port classification technology identifies UDP traf-
fic, the byte accuracy is only 24%.It can be seen that the port-based traffic identification 
technology can no longer meet the current needs, and the limitations of this method 
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are becoming more and more obvious. First, the system does not define communication 
port numbers for all applications, especially for some later new applications, so it is not 
always possible to have a one-to-one correspondence between network port numbers 
and applications. Second, some common protocols do not use fixed port numbers for 
data transmission. In addition, services of multiple network protocols can be packaged 
as common applications and use the same port number, while the traffic classification 
and identification method based on network port mapping can no longer solve these 
problems. The accuracy and reliability of this method are also declining, and it can no 
longer meet the requirements of network traffic classification and identification.

2.3.2 � Flow identification based on traffic load

The traffic classification and identification method based on payload determines the 
network traffic category by analyzing whether the payload of a network packet matches 
the feature identification library. Due to the low accuracy of port mapping in traffic 
identification, SenS proposed an in-depth message detection method based on applica-
tion-layer protocol feature fields [30]. This method needs to pre-establish the applica-
tion layer feature recognition rule base of network traffic and verify whether it matches 
a feature recognition rule in the rule base by analyzing the key control information in 
the payload, so the process of network traffic classification and identification can also be 
considered as the process of pattern verification when using this method in practice. At 
present, with the increase in network bandwidth and the influx of a large amount of data 
into the Internet, the emergence of new network applications and the continuous updat-
ing of existing network applications, the flow identification feature rules that need to be 
stored in the rule base are also expanding rapidly, and the processing and storage costs 
of the system are increasing. Moreover, more importantly, a complete network payload 
analysis is not only expensive to compute, but also may involve user privacy disputes and 
data security leaks [31]. Therefore, it has encountered some resistance in its develop-
ment process.

2.3.3 � Traffic identification based on machine learning

Machine learning has the ability of data mining and can extract implicit, regular and 
effective information from large data. Network traffic contains huge and complex data, 
and now academia is focusing on the method of traffic identification based on machine 
learning. Machine learning has many algorithms to learn from, and network traffic has 
many characteristics to choose from. Andrew Moore et al. gave 248 traffic characteris-
tics to choose from. The traffic classification and recognition methods based on machine 
learning can be roughly divided into the traffic classification and recognition methods 
based on supervised learning, the traffic classification and recognition methods based 
on unsupervised learning and the traffic classification and recognition methods based 
on reinforcement learning.

2.4 � ZigBee

ZigBee is a technical standard for building personal area networks using 2.4G band com-
munication. Its implementation of MAC and Physical Layer follows IEEE 802.15.4Stand-
ard has the advantages of simple implementation, low power consumption, automatic 
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network formation and the ability to meet different functional requirements with a 
variety of topological structures. The disadvantage is that the product development is 
difficult, the development cycle is long, and the product cost is high [5, 16, 19]. ZigBee-
based wireless sensor network can be set up, which can be used in many aspects such as 
energy-saving research as well as data collection, processing and transmission.

Like the ZigBee protocol, Z-Stack uses a hierarchical software architecture, in which 
the HAL manages tasks using a time slice polling mechanism and provides a multitask 
management mechanism. It provides driver interfaces for a variety of peripheral mod-
ules, including timers, GPIO, universal asynchronous transceiver, analog-to-digital 
converters, etc. It also provides other extended service items. The OSAL is used to pro-
vide application developers with the lower-level interfaces and services required by the 
upper-level applications.

3 � Methods
3.1 � ZigBee networking

This paper implements ZigBee communication function based on the ZigBee proto-
col stack Z-Stack introduced by TI. It supports a variety of microcontrollers, including 
CC2530 on-chip system, CC2520 in MSP430 series and LM3S9B96 in Stellaris series. 
This protocol stack includes a variety of network topologies and is widely used in ZigBee 
industry.

The protocol stack defines how communication hardware and software communicate 
across layers in different hierarchies. For the data sender, the information packets sent 
by the user pass through each protocol layer in order from high to low, and each lay-
er’s entity adds its own unique identity information in a defined format, reaching the 
physical layer, transferring in the physical link as a binary stream and reaching the data 
receiver. When the data receiver receives the data stream, the data packet passes through 
each protocol layer in order from lowest to highest, and the entities of each layer extract 
the data information from the data packet in a predefined format that needs to be pro-
cessed at this layer, and finally reach the application layer.

Figure 1 shows the network structure of ZigBee; it contains two important roles: coor-
dinator and terminal node, which together constitute the simplest ZigBee communi-
cation process. The internal network is 2.4G wireless communication interaction. The 
external network is peripheral devices such as sensors and the Internet. The control of 
household appliances and environmental monitoring functions can be achieved through 
the interaction between the internal network and the external network. The coordinator 
role is the relay of the entire ZigBee network, which scans the current network condi-
tion, chooses the appropriate channel and network ID, and then starts ZigBee network; 
in addition, it will participate in assisting in configuring security parameters and applica-
tion bindings within the network. In short, the coordinator role is primarily responsible 
for starting and configuring the network. Once it has completed its work, it can choose 
to switch to the router role or exit the current network. Such a change will not have any 
impact on the network as a whole; the terminal node itself is not responsible for the 
overall work of the network, it only needs to have the ability to sleep and wake up, go to 
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sleep when not working, extend standby time and wake up quickly once it receives the 
wake-up command from the coordinator.

3.2 � Establishing a traffic model based on machine learning

In machine learning for traffic analysis, the effectiveness of the assessment requires 
data support and training. This paper uses Cambridge University’s Moore dataset as 
a training test set for traffic classification. The dataset uses a high-performance net-
work monitor to collect data, and provides a time stamp with resolution over 35 ns, 
and consists of many objects, each of which is described by a set of features. This 
dataset was selected because it is close to the actual network situation. With a large 
amount of manually classified data, each object in each dataset represents a single 
TCP packet flow between the client and the server [16]. The characteristics of each 
object include classifications derived elsewhere and many derived features as inputs 
to probability classification techniques. The information in the features is exported 
using the header information alone, while the classification classes are exported 
using content-based analysis.

The dataset contains 10 sub-datasets, totaling 377,536 data and 249 features. 
The 11 traffic types involved are WWW, FTP, DATABASE, P2P, SERVICE, MAIL 
ATTACK, etc. Each subset of the set is characterized as shown in Table 1.

In this table, duration refers to the time from the beginning of monitoring to the 
end of data flow. Each sub dataset has a different number of streams and a different 

Fig. 1  The topology of ZigBee network. Figure shows the network structure of ZigBee; it contains 
two important roles: coordinator and terminal node, which together constitute the simplest ZigBee 
communication process
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duration. The streams contained in it are TCP streams, so they have clear start and 
end identifiers. Each stream corresponds to different traffic types. Based on machine 
learning, classification models can be trained to classify the actual traffic.

3.3 � Data pre‑processing

The dataset itself is not always perfect. Some datasets have different data types, such as 
text, numbers, time series, continuity and discontinuity. It is also possible that the qual-
ity of the data is not good, there is noise, there are anomalies, there are missing, the data 
is wrong, the dimensions are different, there are duplicates, the data is skewed, and the 
amount of data is too large or too small. In order for the data to fit the model and match 
the needs of the model, the Moore dataset needs to be pre-processed, detected from 
the data, corrected or deleted, inaccurate or inappropriate records for the model [8, 13]. 
Data pre-processing methods include removing unique attributes, processing missing 
values, attribute coding, data standardization regularization, feature selection, principal 
component analysis and so on.

In machine learning, most algorithms, such as logistic regression, support vector 
machine SVM and k-nearest neighbor algorithm, can only process numeric data and 
cannot process text. In sklearn, in addition to the algorithm used to process text, other 
algorithms require all input arrays or matrices during training, and cannot import text-
based data. Some of the data in this dataset contains the characters Y and N, which can-
not be processed directly using machine learning algorithms. You can encode Y as 1 and 
N as 0 through attribute encoding. During the network connection process, the maxi-
mum segment size cannot be known, so the dataset is represented by a’?’, so there are 
consecutive features in the dataset that appear as’?’. For this reason, we use mean filling 
with Gauss white noise.

From Fig. 2, it can be seen that the standard deviation and mean values of some fea-
tures in the dataset are unusually large, reaching 10e17 and 10e15. For such feature data, 
data regularization is used. For a single sample, the sample is scaled to the unit norm for 
each sample. The specific process is as follows:

Table 1  Dataset characteristics

Data subset Duration (s) Number 
of 
streams

Entry01 1821.8 24,863

Entry02 1696.7 23,801

Entry03 1724.1 22,932

Entry04 1784.1 22,285

Entry05 1794.9 21,648

Entry06 1658.5 19,384

Entry07 1739.2 55,835

Entry08 1665.9 55,494

Entry09 1664.5 66,248

Entry010 1613.4 65,036
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This paper recalculates the statistical characteristics by simply filling and replacing 
the data with abnormal features and normalizing the data. Figure 3 describes the data-
set with some statistical features, including standard deviation, mean and 25% bits as 
median.

3.4 � Data feature processing

When data pre-processing is complete, we need to select meaningful features to input 
into the machine learning algorithm and model for training. When exploratory analy-
sis of data reveals that there are too many features introduced. To model and analyze 
directly with these features, further screening of the original features is required and only 
important features are retained. Generally, features are selected from two perspectives:

Whether a feature is divergent or not: If a feature does not diverge, for example, if the 
variance of a feature itself is small, then there is little difference in the sample on this 
feature. Maybe most of the values in the feature are the same, or even the values of the 
whole feature are the same, then this feature has no effect on sample differentiation.

Fig. 2  Statistical characteristics of raw data. a The mean values of features in the dataset. b The standard 
deviation of features in the dataset. c The 25% quartile values of features in the dataset. d The 50% quartile 
values of features in the dataset
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Relevance of features to objectives: Features that are highly relevant to objectives 
should be selected. In addition to the variance method, the other methods described in 
this paper are concerned with correlation.

According to the form of feature selection, there are three feature selection methods:
Filter: A filter method that scores each feature according to divergence or correlation, 

sets thresholds or the number of thresholds to be selected and selects features.
Wrapper: Packaging method that selects several features at a time based on the objec-

tive function or excludes several features, such as recursive elimination of features using 
a base model for multiple rounds of training. After each round of training, the features of 
several weight coefficients are eliminated, and then, the next round of training is based 
on a new set of features.

Embedded: Embedded method, first uses some machine learning algorithms and mod-
els to train, get the weight coefficients of each feature and select features from large to 
small according to the coefficients. Similar to the filter method, but trained to determine 
the quality of the features.

To explore the performance of different algorithms in the model, this paper chooses 
different feature selection algorithms to obtain the best traffic classification model 
through comparison.

Fig. 3  Statistical characteristics of normalized data. a The mean values of features in the normalized dataset. 
b The standard deviation of features in the normalized dataset. c The 25% quartile values of features in the 
normalized dataset. d The 50% quartile values of features in the normalized dataset
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3.4.1 � Variance filtering

To select the optimal hyperparameter, you can draw a learning curve to find the best 
point of the model. However, it takes a lot of time, and the improvement of the model is 
limited. In this paper, variance filtering with a threshold of 0.001 is used to first eliminate 
some features that are obviously not needed, and then select a better feature selection 
method to continue to reduce the number of features. By variance filtering, features with 
variances less than thresholds are removed, leaving 240 features.

After selecting the variance, the next step is to select meaningful features related to 
the target tag, which can provide a lot of information. If the feature is not tagged, it will 
simply waste computing memory and possibly noise the model. Here, three common 
methods can be used to assess the correlation between features and labels: Chi-square, F 
test and mutual information.

3.4.2 � Chi‑square filtration

Chi-square filtering is a correlation filtering specifically for discrete tags. The Chi-square 
test calculates the Chi-square statistics between each nonnegative feature and label and 
ranks them according to the characteristics of the Chi-square statistics from high to low. 
Combined with the scoring criteria, the classes with the highest K-score were selected to 
remove features that are most likely independent of labels and unrelated to the purpose 
of classification. In addition, if the Chi-square test detects that all values in a feature are 
the same, it will prompt variance filtering using the difference first. However, the selec-
tion of K value is closely related to the performance of the model. In order to obtain the 
best K value, we need to find ways to explore the best K value.

The F test, also known as ANOVA, variance homogeneity test, is a filtering method 
used to capture the linear relationship between each feature and a label. It can be used 
for regression or classification, where F test classification is used for data with labels as 
discrete variables and F test regression is used for data with labels as continuous vari-
ables. The output statistics can be used directly to determine what kind of K we want to 
set. It is important to note that the F test is very stable when the data follows a normal 
distribution, so using F test filtering first converts the data into a normal distribution. 
The essence of F test is to find a linear relationship between two sets of data, assuming 
that there is no significant linear relationship between the data. It returns two statis-
tics, F and P. As with Chi-square filtering, we want to select features with P values less 
than 0.05 or 0.01 that are significantly linear with the label, while features with P values 
greater than 0.05 or 0.01 are considered features that have no significant linear relation-
ship with the label and should be deleted.

Mutual information is a filtering method used to capture any relationship (both linear 
and nonlinear) between each feature and the label. Similar to the F test, it can be used for 
both regression and classification, and it includes both mutual information classification 
and mutual information regression. Both classes have the same usage and parameters as 
the F test, but the mutual information method is more powerful than the F test, which 
can only find linear relationships, while the mutual information method can find any 
relationships. Mutual information does not return statistics with similar P or F values. It 
returns an estimate of the amount of mutual information between each feature and the 
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target, which takes a value between [0, 1]. A value of 0 indicates that the two variables 
are independent and a value of 1 indicates that the two variables are fully correlated.

3.4.3 � Lasso

Lasso algorithm seeks the smallest sum of squares of residuals when the sum of abso-
lute values of model coefficients is less than a constant. It is better than stepwise regres-
sion, principal component regression, ridge regression, partial least squares and so on 
in variable selection. It can better overcome the shortcomings of traditional methods 
in model selection. Lasso regression is one of the regularization methods and is a com-
pressed estimation. It obtains a more refined model by constructing a penalty function. 
Using it to compress some coefficients while setting some coefficients to zero preserves 
the advantage of subset shrinkage and is a biased estimate for processing data with mul-
ticollinearity. Lasso is a shrinkage estimation method based on the idea of reducing 
the feature set. Lasso method can compress the coefficients of features and make some 
regression coefficients 0, which can be used for feature selection. Lasso method can be 
widely used in model improvement and selection. By choosing a penalty function, Las-
so’s ideas and methods are used to achieve the purpose of feature selection. Model selec-
tion is essentially a process of seeking sparse representation of a model, which can be 
accomplished by optimizing a loss + penalty function problem. The advantage of Lasso 
regression method is that it can make up for the deficiencies of least squares estimation 
and stepwise regression local optimal estimation. It can select features well and effec-
tively solve the problem of multicollinearity among features. Its objective function can 
be expressed as:

3.5 � Model training

The training process of machine learning is to first define a loss function, add input sam-
ples and get prediction tests based on forward propagation. Compared with the real 
sample, the loss value is obtained, and then, the reverse propagation is used to update 
the weight value, iterating back and forth continuously until the loss function is small 
and the accuracy reaches the ideal value. The parameters at this point are those required 
by the model. That is, the ideal model is built. This paper divides the dataset into training 
group and testing group; the ratio is 8 to 2. First, the training data is used to preliminar-
ily train the model, and then, a preliminary model is obtained. Then, the test data is used 
to test the model to see if there is any phenomenon of fitting.

4 � Results and discussion
4.1 � Chi‑square filtration test

This paper combines the data characteristics of the Moore dataset, chooses Chi-square 
filtering method, sets appropriate threshold parameters, sets K value as learning param-
eter through learning curve and uses the accuracy of model training as evaluation index 
to get learning curve.

J (β) =
∑

(y− Xβ)2 + �||β||1 =
∑

(y− Xβ)2 +
∑

�|β|
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According to the results of Fig. 4, we can see that the accuracy of the model increases 
rapidly with the increase in K value in the initial stage. When K = 12, the accuracy 
decreases, and then, there is a small fluctuation with the increase in K. From the result 
of the curve feedback, the best K value is 25, so it is only necessary to model according 
to these 25 features to get a good classification model. Finally, a random forest cross-
validation training model with K 25 can be obtained, and the accuracy is 0.9944.

4.2 � LassoCV test

This article uses the LassoCV class in liner model of Python to obtain the weight coef-
ficients of each features under the optimal regularization parameters to achieve the 

Fig. 4  Learning curve. Figure shows that the accuracy of the model increases rapidly with the increase in K 
value in the initial stage. Feature number, it means the number of feature in dataset. Accuracy, it means the 
accuracy of the model which we train

Fig. 5  Coefficients in the Lasso Model. X-coordinate, it shows weight coefficient under optimal regularization 
parameters. Y-coordinate, it shows features which weight coefficient large than other
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feature selection of the dataset. It selects the first five features of the absolute value of the 
coefficient in Fig. 5.

It can be seen from Fig.  5 that the feature weight of them is high which include 
FFT_ba_Freq4, RTT_max_ba, RTT_avg_b_a, var_data_ip_ab, FFT_ab_Freq4, SYN_
pkts_sent_ab, FFT_ba_Freq3, FFT_all_Freq4, FFT_ab_Freq. In particular, the char-
acteristics of FFT of packet IAT are particularly prominent, and it is very important 
to identify the type of traffic. In this paper, 20 features with absolute value of feature 
weight ranking in the front are selected for model training, and the accuracy is only 
0.755, which is much lower than the previous Chi-square filtering effect. The reason 
is that Lasso is an algorithm for multicollinearity problems, which limits the impact 
of multicollinearity. Lasso performs better in applications where datasets are linearly 
correlated. However, in this paper, the performance of this algorithm is poor. It can 
also be seen that Moore dataset is nonlinear.

4.3 � Grasp the flow for classification

As shown in Fig. 6, we use the software to capture the traffic data of a certain period 
of time, and make statistics of the data packets in the period. In the later stage, we will 
extract some important features of the traffic according to the Moore dataset, input 
them into the model to identify the traffic types that pass in this period of time, and get 
the statistical results of traffic categories in the periodic time window.

5 � Conclusions
The Internet of things and 5G have been gradually popularized in the daily life of the 
general public. More and more intelligent home appliances have entered the family. 
Coupled with the frequent use of the Internet in life, network slice is becoming more and 
more mature, and the data traffic has increased dramatically. This paper selects the fam-
ily as the research scene, combined with the Internet of things, and designs the family 
traffic analysis system, which can help family members understand the family’s Internet 
traffic statistics, identify the invasion of malware or attacks and can also judge whether 

Fig. 6  IO traffic. X-coordinate, it shows the time to capture traffic. Y-coordinate, it shows the packets in one 
second
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there is abnormal according to the sensor traffic data uploaded by home appliances, and 
solve the problem of traffic island. It has good expansibility, high recognition accuracy 
and easy integration. In this paper, we use experiment to compare different machine 
learning algorithms in feature selection. Different algorithms perform differently in dif-
ferent datasets. There is no absolutely good algorithm, but in this paper, because the 
dataset is not nonlinear, the Chi-square filtering algorithm has obvious advantages. In 
this paper, the accuracy rate is almost 100%, which provides a good model reference for 
the later actual traffic classification.
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