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Abstract
We propose a new computational framework, probabilistic transcriptome-wide
association study (PTWAS), to investigate causal relationships between gene
expressions and complex traits. PTWAS applies the established principles from
instrumental variables analysis and takes advantage of probabilistic eQTL annotations
to delineate and tackle the unique challenges arising in TWAS. PTWAS not only confers
higher power than the existing methods but also provides novel functionalities to
evaluate the causal assumptions and estimate tissue- or cell-type-specific gene-to-trait
effects. We illustrate the power of PTWAS by analyzing the eQTL data across 49 tissues
from GTEx (v8) and GWAS summary statistics from 114 complex traits.
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Introduction
Over the past two decades, genome-wide association studies (GWAS) have identified
an abundance of genetic loci associated with complex traits and diseases [1]. However,
most GWAS loci are located in the non-coding regions of the genome, and our under-
standing of the mechanisms and causal relationships underlying these associations is
still lacking. Direct experimental investigation of the causal path from genotype to com-
plex trait (e.g., via randomized controlled experiments on human subjects using CRISPR)
is limited by technical difficulties and ethical constraints. Thus, statistical methods for
causal inference from observational data become a logical alternative, especially with the
increasing availability of large-scale GWAS and molecular QTL data. Instrumental vari-
able (IV) analysis is an established inference framework to investigate causal relationships
from observational data in the presence of possible confounding, which has been widely
applied in econometrics and epidemiology. In observational epidemiology, the study of
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health consequences of modifiable environmental factors by utilizing genetic variants as
instrumental variables is commonly known asMendelian randomization (MR), which has
shown great promise when active intervention is implausible [2, 3].
IV analysis naturally integrates genetic, molecular phenotype, and complex trait data

and investigates the causal links frommolecular phenotypes (e.g., gene expressions, DNA
methylations) leading to complex diseases. Most popular approaches for transcriptome-
wide association analysis (TWAS), e.g., PrediXcan [4], TWAS-Fusion [5], and SMR [6],
all can be viewed as some forms of IV analysis with an emphasis on testing causal rela-
tionships from gene expressions to complex traits. IV analysis, in comparison to other
competing causal inference frameworks, is particularly suitable for TWAS because of
its explicit consideration of confounding factors in the model formulation. However, we
note that existing TWAS methods have at least two notable weaknesses when consider-
ing under the framework of IV analysis. First, validating the causal implications from the
positive association findings from TWAS is mostly unaddressed. Second, efficient esti-
mation of causal effects remains an open problem. The latter issue is particularly crucial
for investigating causal molecular mechanisms in different cellular environments. In this
paper, we show that the solutions to these problems can be directly derived from the
established principles of IV analysis. Compared to the traditional applications of IV/MR
analysis, TWAS also presents some unique challenges. Most notably, it deals with tens of
thousands of candidate genes for each given complex trait of interest, which warrants a
powerful and efficient testing procedure. Such procedures are under-developed in the tra-
ditional IV analysis literature. Additionally, it is now well-known that a single gene can be
regulated by multiple independent genetic variants, which is known as allelic heterogene-
ity (AH) [7]. However, the available molecular QTLs for any given gene are quite limited
compared to the conventional MR analysis. This feature prevents direct applications of
some established analytic approaches like Egger regression [8], which requires a relatively
large number of independent eQTLs. Finally, both molecular QTLs and GWAS hits are
inferred from association analysis and embedded with uncertainty at single-variant lev-
els due to linkage disequilibrium (LD). Simultaneous accounting for allelic heterogeneity
and LD in TWAS will likely significantly improve the precision and power of the analysis.
This issue also remains unsolved in a computationally efficient way.
In this paper, we propose a new analytic framework named as probabilistic analysis of

transcriptome-wide association study, or PTWAS, to address three interrelated areas in
TWAS analysis:

1. Testing of the causal relationship from genes to complex traits
2. Validating causal implications through model diagnosis
3. Estimating causal effects from genes to complex traits (i.e., gene-to-trait effects)

PTWAS is built upon the causal inference framework of IV analysis and is designed
specifically to deal with the challenges arising from the TWAS analysis. PTWAS uti-
lizes the probabilistic annotations of eQTLs derived from the state-of-the-art multi-SNP
analysis method for fine-mapping of cis-eQTLs. This feature provides excellent conve-
nience and flexibility to account for uncertainty in eQTLs for both testing and estimation
purposes. Taking advantage of widespread allelic heterogeneity, PTWAS also provides a
principled way to examine the causal implications from the PTWAS analysis. Through
theoretical derivation and numerical simulation studies, we illustrate the advantages of
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PTWAS over the existing methods. We apply PTWAS to analyze the eQTL data from
the GTEx project (version 8) [9] and 114 complex traits from the UK Biobank [10] and
other large-scale consortia. Our results demonstrate the unique benefits of utilizing esti-
mated gene-to-trait effects (rather than testing p values) in investigating and interpreting
causal molecular mechanisms of complex traits. The software package and utilities imple-
menting the proposed computational approaches and relevant resources are available in
https://github.com/xqwen/ptwas [11].

Results
Method overview

The causal inference procedure implemented in PTWAS involves three sequential stages
that cover hypothesis testing, causal assumption validation, and effect size estimation.
PTWAS works with summary-level statistics from GWAS and probabilistic annotations
of eQTLs derived from the multi-SNP fine-mapping analysis. The PTWAS procedure
starts with a multiple hypothesis testing of causal relations between candidate genes and
the complex trait of interest, which yields an outcome that is similar to the results of
PrediXcan and TWAS-Fusion. For all the genes rejected in the first stage, PTWAS further
performs a model diagnosis procedure to detect potential violations of the critical causal
assumptions in the IV analysis. Finally, an estimate of the causal effect on the complex
trait of interest is derived for each qualified gene that passes previous screening steps.
Figure 1 summarizes the workflow of the complete PTWAS procedure.
A key feature of PTWAS is that we adopt a well-established statistical principle in the

IV analysis to construct and utilize strong instruments for inference and model diagno-
sis. Specifically, we use the probabilistic quantifications of cis-eQTLs derived from the
fine-mapping analysis to characterize the strength of eQTLs while accounting for allelic
heterogeneity and LD [12, 13]. For each gene, the adopted probabilistic annotations pro-
vide comprehensive information at three different levels: (i) the posterior probability for
each plausible associationmodel (i.e., the combination of genetic variants), which we refer
to as the posterior model probability; (ii) the posterior inclusion probability (PIP) for each
SNP (or, SNP-level PIP); and (iii) the posterior probability for an independent signal clus-
ter, which we refer to as signal-level PIP, or SPIP. A signal cluster consists of a set of SNPs
in LD that are deemed to represent the same underlying causal eQTL, but not completely
identifiable based on the association data. The Bayesian credible set now commonly used
in fine-mapping analyses of genetic associations [14] is special cases of signal clusters. (i.e.,
a (100 × p)% Bayesian credible set can be constructed from a signal cluster by selecting
the minimum subset of representing SNPs with cumulative PIPs ≥ p).

Multiple hypothesis testing

For hypothesis testing, we construct a composite instrumental variable [15, 16] as the test
statistic by combining the strength of multiple independent eQTLs from a given gene.
Specifically, we first derive a standard linear least square prediction function of expres-
sion phenotype for each plausible genetic association model identified from the eQTL
fine-mapping analysis. We then compute the composite IV as the weighted sum of the
resulting least square predictions, where the individual weight is computed from the cor-
responding posterior model probability. The composite IV remains a linear function of
genotypes and is subsequently used to test correlation with the complex trait of interest.

https://github.com/xqwen/ptwas
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Fig. 1 Workflow of the PTWAS analysis

Henceforward, we refer to the multiple testing procedure between constructed compos-
ite IVs and the complex trait as the PTWAS scan. Same to the available TWAS methods
like PrediXcan and Fusion, the proposed hypothesis testing procedure aims to qualita-
tively examine the presence/absence of the causal relationships from candidate genes to
the complex trait of interest. The difference between the methods lies in the way that the
composite IV is constructed. It is crucial to note that the implication from these scan pro-
cedures is limited: it provides interpretations on neither the direction nor the magnitude
of the underlying gene-to-trait effects even if it asserts causal relationships exist [17].

Validating causal assumption

For the genes that pass the initial PTWAS scan, we consider validating the causal assump-
tions of the IV analysis before formally estimating their gene-to-trait effects. Particularly,
the proposed validation procedure aims to guard against the existence of potential
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pleiotropic effects, which allows eQTLs to act on the complex traits through an alterna-
tive casual path, bypassing the genes of interest. Note that all existing hypothesis testing
procedures in the TWAS analysis, including the proposed PTWAS scan procedure, can
not automatically distinguish pleiotropic effects. Consequently, the causal interpretation
of TWAS association testing relies on the causal assumption known as exclusion assump-
tion (ER), which claims no pleiotropic effects. The proposed validation procedure serves
as a post hoc filtering procedure that can effectively identify severe violations of the ER
assumption and exclude them from the downstream estimation procedure. The intuition
behind the proposed procedure is simple: each independent eQTL can yield an indepen-
dent estimate of the gene-to-trait effect of interest. If the causal assumptions of the IV
analysis hold, these independent estimates representing the same underlying gene-to-trait
effect should be highly consistent. Conversely, a high level of inconsistency/heterogeneity
observed from the estimates are most likely explained by the pleiotropic effects (which
unlikely yield the same direction and magnitude for multiple independent eQTLs) [18].
The proposed diagnosis procedure falls into the category of sensitivity analysis for the
IV/MR analysis [18, 19]. The uniqueness and novelty lie in its effective usage of the
inferred eQTL signal clusters from the eQTL fine-mapping analysis. Specifically, we first
construct an eQTL cluster-level estimate of the gene-to-trait effect for each strong eQTL
signal cluster (by thresholding on the signal-level PIPs). The emphasis on exclusive usage
of strong eQTLs is because weak eQTLs are considered to be weak instruments, which
provides unreliable and severely biased causal effect estimates. Within each selected sig-
nal cluster, we first compute a SNP-level estimate, known as the Ward ratio estimate,
for each member SNP. We then combine the SNP-level estimates from the member
SNPs weighted by their corresponding PIPs. This novel signal cluster-level estimator is
derived from the principle of Bayesian model averaging (BMA) and fully accounts for
the uncertainty by LD. Across multiple strong eQTL signals, we compute an I2 statistic
[20] to quantify the heterogeneity of those independent estimates. The possible values
of an I2 statistic range from 0 to 1, with I2 = 1, indicating the highest level of incon-
sistency. Of note, we refrain from adopting a hypothesis testing approach to classify low
and high heterogeneity and only use I2 as a quantitative measure, following the rationale
discussed in [21].

Causal effect estimation

For the genes with small I2 value, we further aggregate the signal-level estimates by apply-
ing a fixed-effect meta-analysis model, which results in a final gene-level estimate of the
causal effect by PTWAS. This estimator of gene-to-trait effects is similar to the IVW esti-
mator in the IV analysis literature [16], which is known to be robust and efficient [22].
However, there is an important distinction: our aggregation of the estimates of individ-
ual instruments occurs at the levels of independent eQTL clusters rather than individual
SNPs. Furthermore, we only admit strong eQTLs (judging by their signal-level PIPs) to
the estimation procedure. These new features likely make the proposed estimator even
more efficient and robust.
PTWAS conceptually connects to all the existing TWAS methods, especially in the

stage of scanning candidate genes. However, it also presents some notable distinctions.
Both PTWAS and SMR are derived from the IV analysis. However, PTWAS explicitly
takes advantage of the widespread allelic heterogeneity by constructing the composite
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IV and testing causal effects from multiple independent eQTLs. Both TWAS-Fusion and
PrediXcan focus on predicting/imputing gene expression levels from eQTL information.
The composite IVs constructed by PTWAS can also be interpreted as a natural ensem-
ble predictions of gene expressions. Additionally, the separation of the hypothesis testing
and the effect size estimation procedures is also a unique feature in PTWAS. Particularly,
the emphasis on estimation accuracy prompts a slightly different statistical strategy from
hypothesis testing. Our proposed estimation andmodel validation procedures are derived
from the well-established principles of the IV analysis and should provide unbiased esti-
mates and calibrated error quantifications while taking advantage of widespread allelic
heterogeneity and accounting for LD. Most importantly, these properties enable valid and
meaningful comparisons of gene-to-trait effects in different cellular environments within
the context of TWAS.

Improved power for testing causal genes

We perform simulation studies to validate the proposed PTWAS method and compare
its performance to the existing approaches. Our simulated datasets attempt to match the
features of observed eQTL and GWAS data in practice, e.g., the distribution of z-statistics
from single-SNP analysis, by including both strong sparse association signals and weak
polygenic background effects.
We compare the PTWAS scan procedure to the existing methods, including PrediXcan,

TWAS-Fusion, and SMR. We find that all examined approaches effectively control the
type I errors in the scan procedure of testing causal genes (Fig. 2). However, approaches
explicitly accounting for allelic heterogeneity and utilizing multiple independent eQTLs
(i.e., PTWAS, TWAS-Fusion, and PrediXcan) show much-improved power over SMR
(which utilizes only a single instrument). Among the three multi-SNP TWAS methods,
PTAWS consistently exhibits the highest power under our simulation settings, which is
shown by the ROC curves in Fig. 2.
Using the simulated data, we inspect the weight distribution over SNPs from the

composite IVs constructed by different approaches. Specifically, we measure the con-
centration/dispersion of the (absolute) weights among SNPs using the Gini coefficient,
which effectively measures the sparsity of weights [23]). Particularly, a Gini coefficient

Fig. 2 Type I error control and power in hypothesis testing of causal relationships by various methods in
TWAS. The left panel shows the QQ-plot of testing p values as the simulated data are specifically generated
from the null scenario. All methods properly control the type I errors. The right panel shows the receiver
operating characteristic (ROC) curves by different methods when the simulated data are from a mixture of
null and alternative scenarios. At any specified value of the false-positive rate, PTWAS shows the highest
true-positive rate among compared methods. All methods utilizing multiple independent eQTLs show
higher powers than SMR (which uses a single best eQTL of each gene as the corresponding instrument)
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→ 1 indicates a highly sparse weight distribution, i.e., only a few SNPs play essential
roles in the corresponding composite IVs, whereas a Gini coefficient → 0 indicates the
weights are evenly distributed in all candidate SNPs. The distributions of Gini coefficients
computed from simulated datasets by PTWAS, PrediXcan, and PTWAS are shown in
Additional file 1: Fig. S2.We find that weights constructed by TWAS-Fusion are most dis-
persed and the weights by PrediXcan and PTWAS are mostly highly concentrated (with
the mean of the Gini coefficient across datasets nearing 1). Compared to PrediXcan, the
distribution of the Gini coefficients from PTWAS is mostly concentrated but shows a
notably extended left tail representing dispersed weight allocation. Upon further inspec-
tion, we find those cases correspond to the scenarios where the causal SNPs lie in high
LD regions. From the fundamental principle of the IV analysis, only strong instruments
should be considered, which suggests an overall sparse weighting scheme. On the other
hand, SNPs in high LD are not distinguishable and should receive similar weights. Among
the methods tested, only the weighting scheme from PTWAS satisfies both desired
properties.
The observations from this set of simulations seem to confirm that our design principle

of PTWAS for explicitly accounting for allelic heterogeneity and LD contributes to the
improved scan performance.

Accurate estimation of causal effects

We further examine the estimation procedure by PTWAS and various TWAS methods
using simulations. In this particular experiment, we focus on estimating the effects of
genes that pass the initial PTWAS scan. It is important to note that our criteria to evaluate
the estimation procedures differ from the hypothesis testing, and has a distinct focus on
the estimation accuracy (e.g., measured by rooted mean square errors, or RMSE) on the
gene-to-trait effects.
It might be intuitive to estimate the causal effect from a target gene to the complex

trait of interest by simply regressing the complex trait phenotype on the composite IV or
genetically predicted gene expression of the target gene. This approach, however, is not
principled mainly because it ignores substantial uncertainty associated with the imputed
gene expression levels. In practice, such ad hoc approach shows both noticeable bias and
large variance in estimation (Fig. 3).
We evaluate the proposed effect estimation procedure and compare its performance to

SMR, which implements a standard two-stage least square (2SLS) algorithm by utilizing
the strongest eQTL SNP (form single-SNP analysis) as the sole instrument. In our simula-
tion studies, both PTWAS and SMR yield seemingly unbiased estimates (Fig. 3). However,
the results from PTWAS show higher accuracy. Even when a single (best) eQTL signal
is utilized for estimation, we find that PTWAS is slightly more accurate (RMSE = 0.39)
than SMR (RMSE = 0.44). This is likely due to the unique design of PTWAS that averages
single-SNP estimates over a set of highly linked SNPs.
In all cases, we find that the estimation accuracy is directly correlated with the

strength of instruments (i.e., eQTLs), which is quantified by the corresponding signal-
level PIPs (Fig. 4). By employing stronger eQTLs into the PTWAS estimation pro-
cedure, the accuracy monotonically increases. This observation directly verifies the
estimation principle from the IV analysis. For a given SPIP threshold, we find that
the estimates by combining multiple independent eQTLs (whenever available) tend to
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Fig. 3 Boxplots of point estimates of causal effects by various methods in simulations. The true causal effect
is set at 1.00 (dotted horizontal line) for all simulations. A total of 800 genes that pass the initial PTWAS scan
(with p value cutoff 0.05) are examined by each method. SMR utilizes the standard two-stage least squares
algorithm based on the top eQTL SNP for each gene. For Fusion and PrediXcan, the point estimates are
obtained by regressing the phenotype data on the corresponding predicted gene expression levels. Note
that effect size estimation is not the designed usage of Fusion and PrediXcan. Our intention is to illustrate
that methods designed for testing may not be suitable for estimation. Among all methods compared, PTWAS
and SMR yield seemingly unbiased estimates. The results by PTWAS are, overall, more accurate

be more accurate than those relying on a single eQTL signal cluster. Furthermore,
when the strength of the eQTLs is well controlled, we observe the causal effect esti-
mates by independent eQTLs become highly consistent under the true causal model
as illustrated by the average I2 in Fig. 4. This particular observation validates our
rationale for the model diagnosis procedure in PTWAS: the I2 computed from mul-
tiple independent eQTLs with modest strength (SPIP > 0.50) is expected to be less
than 0.10.
Last, we consider the possibility of conducting the scan procedure using the estimated

causal effects as the SMR test. Specifically, we construct a z-statistic from the estimated
causal effect and the corresponding standard error.We find this approach has slightly bet-
ter power (0.725 at FDR 5% level) than the SMR test (0.713). However, both are markedly
less powerful than the Fusion (0.781), PrediXcan (0.784), and the proposed PTWAS scan
procedure (0.800) at the same rejection threshold.We suspect this phenomenon is mainly
due to the difficulty in estimating the SNP-level standard errors (used by both SMR and
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Fig. 4 Impact of strength of eQTLs on causal effect estimation in PTWAS 800 genes that pass the initial
PTWAS scan (p value ≤ 0.05) are used in this experiment. Panel a illustrates the relationship between the
accuracy of the estimation (measured by rooted mean square error, RMSE) and the strength of the eQTL
instruments (measured by signal-level PIP). The filled points represent all the genes satisfying the SPIP
threshold. The stars represent the subset of genes where multiple independent qualifying eQTL instruments
are available. The dotted line represents the RMSE by SMR. Overall, estimation accuracy increases when the
strength of eQTL instruments improves and utilizing multiple instruments increases the accuracy of the
estimation. Panel b shows the average heterogeneity of causal effects estimated from multiple independent
eQTLs. Each data point represents the I2 (at log10 scale) value averaged over the genes having at least two
independent eQTLs satisfying the SPIP threshold. As expected, the computed heterogeneity decays fast as
the strength of the eQTLs is increased

the proposed estimation procedure). The estimated standard errors tend to be conserva-
tive in the lack of sufficiently large samples. Therefore, we do not recommend to replace
the proposed PTWAS scan procedure with the SMR-like test.
In summary, we conclude that both principled effect estimation approaches, SMR

and PTWAS, produce unbiased estimates in causal effect estimation. PTWAS shows
improved precision by accounting for LD, the strength of the eQTL instruments, and the
multiple independent eQTLs. The simulations also provide us some practical guidelines
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on the threshold values for strong instruments. Informed by the simulation results, we
decide to admit eQTLs with signal-level PIP > 0.50 for model validation and effect size
estimation in our real data analysis.

Multi-tissue PTWAS analysis of complex traits

We perform the PTWAS analysis on 114 complex traits from the UK Biobank (45
traits) and multiple large-scale consortia (69 traits), including CARDiOGRAM, PGC, and
GIANT, by the GTEx GWAS working group [24] (a complete summary of the complex
trait datasets is provided in Additional file 2: Table S1). We analyze the multi-tissue eQTL
data from release 8 of the GTEx project [9] using DAP [12, 13] to generate the required
probabilistic annotations of cis-eQTLs across 49 tissues. A total of 32,363 candidate genes
are selected for the PTWAS analysis. For the analyses that we present in this paper, we
utilize only the GWAS summary-level association statistics derived from the single-SNP
analysis. Additional summary-level statistics for unreported GWAS SNPs in each trait are
imputed to match the cis-SNPs in the GTEx panel.

Scan trait-associated genes acrossmultiple tissues

For each complex trait and each candidate gene, we first examine the global null hypoth-
esis asserting that the target gene is not associated with the trait in any of the tissues. To
this end, we construct the proposed PTWAS composite IVs for the target gene in all tis-
sues and test their associations with the complex trait of interest. The resulting p values
from the single-tissue testing are subsequently combined using the ACAT method [25],
which produces valid p values for testing the global null hypotheses.
Across 114 traits, we reject the global null hypothesis for 115,327 gene-trait pairs at the

false discovery rate (FDR) 5% level (at a more stringent p value 0.05 level after Bonferroni
correction, 30,777 gene-trait pairs are rejected). The complete list of significant gene-
traits is provided in Additional file 3: Table S2. The genes rejected per trait have a notably
skewed distribution (Fig. 5). For well-known polygenic traits (e.g., height, BMI) and phys-
iological traits (e.g., white blood cell count, lymphocyte count), a large number of genes
are identified. The PTWAS analysis of the standing height data of UK Biobank identifies
13,696 genes at 5% FDR level, or 42% of total genes tested. On the other extreme, for 25
out of 114 traits, less than 10 genes are rejected. As expected, we find the power of discov-
eries is strongly correlated with the quality, sample size, and power of the corresponding
GWAS data as the composite IVs constructed from the GTEx data remain invariant for a

Fig. 5 Discovery in PTWAS scan by traits. The results are from the analysis of GTEx eQTL data in 49 tissues and
114 complex traits using the PTWAS scan. Each point represents the number of rejected genes at the 5% FDR
level for the corresponding trait. The distribution is highly skewed: a large proportion of tested genes are
rejected in polygenic traits like heights, whereas few rejections are reported for > 20 traits
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Fig. 6 Comparison of PTWAS p values for the height data from GIANT consortium and UK Biobank. Each data
point represents a single gene whose PTWAS p values are computed from GIANT and UK Biobank data,
respectively. There is a strong linear trend for highly significant p values (overall Spearman’s correlation
= 0.50, p < 2.2 × 10−16). However, UK Biobank data, which have a larger sample size, show consistently
higher significance

given tissue across all traits. In the 45 traits from the UKBiobank, we observe a strong cor-
relation (ρ = 0.55, p value = 1.1×10−4) between the TWAS discovery and the estimated
heritability (data obtained from https://nealelab.github.io/UKBB_ldsc/). Figure 6 shows
a comparison of multi-tissue PTWAS scan p values of height-associated genes from UK
biobank data and GIANT consortium. The strong linear trend indicates that both stud-
ies consistently give higher ranks of association for the same set of genes. However, the
evidence from the UK Biobank data, with a much larger sample size, is often orders of
magnitude stronger.
To evaluate the empirical power of the PTWAS scan procedure, we focus on the analysis

of the height data from the GIANT consortium and the eQTL data from the GTEx whole
blood. For comparison, we compute the gene expression weights from the whole blood
data for SMR, TWAS-Fusion, and S-PrediXcan according to the corresponding original
papers. The association testing with the GWAS summary statistics is carried out by the
software package GAMBIT [26] for all methods. The results are shown in Table 1. In brief,
the relative empirical discoveries at the 5% FDR level by various approaches are markedly
consistent with what we observe in the simulation studies. More specifically, the methods
utilizing multiple independent eQTLs outperform the single-eQTL-based approach, and
PTWAS identifies most candidate genes.

Validation of causal model assumption

We identify 24,548 unique genes from the 115,327 significant gene-trait pairs discov-
ered at the cross-tissue scan stage. Within this set of genes, there are 401,889 gene-tissue

Table 1 Comparison of TWAS scan discoveries of height GWAS from GIANT Consortium using GTEx
whole blood data

Methods PTWAS Fusion PrediXcan SMR

Discoveries 1864 (490) 1813 (451) 1764 (437) 1693 (416)

We construct eQTL weights for PTWAS, TWAS-Fusion, PrediXcan, and SMR and perform TWAS scan using the summary statistics
of the height GWAS data from the GIANT consortium. For all methods, the analysis focuses on 12,041 autosomal eGenes
identified from the whole blood data. The association testing is carried out using the GAMBIT. The table shows the numbers of
gene discoveries at the 5% FDR level (using the R package qvalue) by various methods. The numbers in the parentheses indicate
the rejections after a much more stringent Bonferroni correction. In both cases, methods accounting for allelic heterogeneity
empirically outperform the single-SNP-based SMR approach, and the proposed PTWAS scan yields the highest number of
discoveries. This observation is markedly consistent with what is observed in our simulation studies

https://nealelab.github.io/UKBB_ldsc/
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pairs, corresponding to 2,094,658 trait-tissue-gene combinations, containing at least one
cis-eQTL signals with SPIP ≥ 0.50, which we deem suitable for causal effect estimation.
This set of gene-tissue pairs also show widespread allelic heterogeneity (Additional file
1: Fig. S3). We further identify 124,858 gene-tissue pairs, corresponding to 664,868 trait-
tissue-gene combinations that are suitable (i.e., each identified gene in the corresponding
tissue has at least two independent eligible eQTLs) for the proposed causal model valida-
tion analysis. The complete results from this analysis are summarized in Additional file 5:
Table S4.
Within these testable instances, we observe that the majority show high levels of con-

sistency among independent eQTL instruments (Fig. 7). Specifically, we find 54.5% (or
362,315 trait-tissue-gene combinations) of the tested cases have I2 ≤ 0.05, while there
are only 31.7% (or 211,291) of the cases with I2 values exceeding 0.5. As expected, we
find that the ability to detect high degrees of heterogeneity in estimated causal effects
improves with the increased availability of independent eQTL instruments. Nevertheless,
the main feature of the I2 distribution remains the same for different numbers of available
IVs (Fig. 7).

Fig. 7 Histograms of I2 distribution for validating exclusion restriction from PTWAS scan signals. Panel a
shows the histogram of the I2 statistics computed from 2.09 million trait-gene-tissue combinations, where
the gene has at least two independent eQTLs with individual signal-level PIP > 0.50. For each
trait-gene-tissue pair, the I2 index measures the consistency of the causal effects estimated from each
independent eQTL. Panels b and c show the histograms with at least 3 and 5 eligible independent eQTLs,
respectively. The overall patterns of the distributions are the same in all panels, where majority of the test
cases show strong consistency among independent instruments. However, the ability of identifying
violations of ER improves with the increasing availability of independent eQTL instruments
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We show some examples of PTWAS scan signals that seemingly violate the exclu-
sion restriction in Fig. 8: GUCY1A1 to cardiovascular disease (CAD) in artery tibial
(I2 = 0.94), CTB-171A8.1 to LDL cholesterol in artery aorta (I2 = 0.96), and HLA-DQB2
to height in muscle skeletal (I2 = 0.98) (the specific tissues are where the most significant
PTWAS scan p values are identified.) In these examples, we observe the common pattern
that the SNP-level estimates from correlated SNPs within each signal cluster are highly
consistent, yet between the signal clusters, the estimates show high levels of inconsistency.
In literature, GUCY1A1 is considered a potential causal gene to CAD. Despite the asso-
ciation evidence discovered in a seemingly relevant tissue, the substantial inconsistency
of the estimated gene-to-trait effects indicates that the role of the gene to the underlying
disease can be complicated. In the case of the gene HLA-DQB2 where we compute the
I2 from the UK Biobank data, a similar high I2 value is also confirmed by the height data
from the GIANT consortium (I2 = 0.77). Similarly in the case of CTB-171A8.1 where
the original I2 is computed from the LDL data from the global lipid genetics consor-
tium (GLGC), a confirmative I2 = 0.97 is also found from the data of self-reported high
cholesterol levels (binary outcomes) in the UK Biobank.
As an additional empirical validation, we select 739 high-confidence heart disease-

related trait-gene associations, consisting of 395 unique genes, obtained from the Online
Mendelian Inheritance inMan (OMIM) catalog. (This set chosen is a subset of the valida-
tion trait-gene set constructed by [27].)We overlap this OMIM gene set with the validated
PTWAS significant genes at 5% levels across four relevant heart disease traits/studies
(including CARDiOGRAM cardiovascular disease GWAS, diagnosed heart attacks and
self-reported hypertension from the UK Biobank, and the heart rate GWAS from the
HRGene consortium [28]) We find that 93 (or 23.5%) OMIM genes are both implicated
and validated in the PTWAS scan across the four traits/studies of interest. The detailed
information is provided in Additional file 4: Table S3. Considering that the validated
PTWAS significant genes across this set of traits only compose 12.3% (3977 out of 32,363)
of total genes examined, the observed overlap is highly statistically significant (p value
= 5.71 × 10−10 via Fisher’s exact test).

Gene effects to complex traits acrossmultiple tissues

We proceed to estimate the potential causal effects from the genes implicated in the
PTWAS scan to the complex traits of interest. For this analysis, we remove the 211,291

Fig. 8 Examples of identified violations of exclusion restrictions. All three examples are identified from the
PTWAS scan procedure; the corresponding tissues represent the tissues where the minimum p values are
achieved. Each SNP-level estimate and its corresponding 95% confidence interval are plotted. Data points
with the same color represent the SNPs within the same signal cluster and in LD. The size of the point reflects
the relative magnitude of SNP-level PIP. In all examples, within cluster estimates are highly consistent;
estimates by different clusters are qualitatively different, which is a clear indication of violation of the
exclusion restriction. The I2 statistics computed for the three cases are 0.94 (GUCY1A1), 0.96 (CTB-171A8.1),
and 0.98 (HLA-DQB2), respectively
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trait-gene-tissue combinations flagged in the ER validating analysis (I2 > 0.5) but include
all the trait-gene-tissue combinations with only a single eligible eQTL instrument. In the
end, we estimate the causal effects for 1,883,367 trait-gene-tissue combinations, corre-
sponding to 114,083 gene-trait pairs, implicated by the PTWAS scan using the proposed
estimation procedure. On average, each gene-trait pair is estimated in ∼ 17 different
tissues.
We examine the heterogeneity of the estimated gene-to-trait effects across multi-

ple tissues, for which we again compute an I2 statistic. The complete results from
this analysis are summarized in Additional file 6: Table S5. The resulting I2 statis-
tics display a clear bi-modal distribution (Additional file 1: Fig. S4). A significant
proportion of the TWAS signals exhibit a high level of consistency in effect sizes
across different tissues: for all the investigated gene-trait pairs measured in multiple
tissues, 46.9% show strong consistency with I2 < 0.1, whereas 12.8% exhibit a signif-
icant degree of heterogeneity with I2 > 0.75, suggesting potential gene-environment
interactions (i.e., environmental factors modify the gene-to-trait effects). The median
and the mean of all the cross-tissue I2 statistics are 0.30 and 0.18, respectively. Note
that the tissue-specific effects of eQTLs drive the observed heterogeneity of the esti-
mated gene-to-trait effects across tissues. The overall pattern that we observe from
this analysis is qualitatively similar to the reported tissue specificity of cis-eQTLs in
the literature: while a good proportion of eQTLs behaves in a tissue-consistent man-
ner, a noticeable proportion shows strong evidence of tissue-specific eQTL effects [29–
31]. This finding also confirms that, at cellular level, gene-environment interactions are
widespread.
The estimated tissue-specific gene-to-trait effects provide potential insights for under-

standing the molecular mechanisms of complex diseases, many of which have been
well-documented in the literature. In Fig. 9, we highlight 4 examples: SORT1 gene for
LDL cholesterol, CETP gene for HDL cholesterol, and PHACTR1 and MRAS genes for
cardiovascular disease (CAD). In some cases, we find that the strongest or most confi-
dent effect size estimates are obtained from the biologically most relevant tissues, e.g.,
SORT1 in the liver and PHACTR1 in artery coronary. In other cases, the estimated
effects are similar in a group of similar tissues which possibly share some common cell
types. The estimates also confirm the directional effects from the genes to corresponding
traits.

Comparison to colocalization analysis

We compare the results from our multi-tissue PTWAS scan to the results from the colo-
calization analysis implemented in the software package ENLOC [32]. Colocalization
analysis is a different type of integrative analysis approach that serves complementary
goals as the TWAS analysis. Specifically, it aims to identify the overlapping of GWAS and
eQTL signals at the single-variant level. Overall, the ENLOC analysis tends to yield much
fewer highly confident findings [32, 33]. This is partially due to the fact that the GWAS
and the GTEx data are from different cohorts (the two-sample design), and their LD pat-
terns do not match exactly. It should be clear that from the theory of the IV analysis, the
colocalization of the causal variants is not a necessary condition to imply the casual rela-
tionships from genes to traits [17, 34]. Nevertheless, we suspect that confidently identified
colocalization signals also tend to drive the TWAS scan signals. This is indeed what we
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Fig. 9 Examples of estimated gene-to-trait effects in different tissues. The selected gene-trait pairs have
well-established causal relationships in literature. Here we observe different tissue-consistent and
tissue-specific patterns in each gene-trait pair

observed from the real data. The gene-trait pairs identified by the PTWAS analysis are
much more enriched with modest and high colocalization probabilities (Additional file 1:
Fig. S5). The Kolmogorov-Smirnov statistic comparing the distributions of colocalization
probabilities between all gene-trait pairs and PTWAS identified gene-trait pairs is 0.774
with the corresponding p value < 2.2 × 10−16.
For a closer inspection, we examine the joint analyses of GWAS data of CAD from the

CARDiOGRAM consortium and the GTEx eQTL data from the whole blood. Figure 10
shows the scatter plot of the colocalization probabilities from ENLOC and the p values
from PTWAS. The plot displays a clear linear trend with high probabilities of colocaliza-
tion corresponding to significant PTWAS p values. However, the correlation is imperfect,
as somemost significant TWAS genes only exhibit weak evidence of colocalization, which
is likely due to the differences of LD patterns in the GWAS and eQTL data for the relevant
genomic regions.

Discussion
TWAS presents some unique challenges for the traditional causal inference method-
ologies like the IV analysis. Notably, the large number of candidate genes is rarely
encountered in the application scenarios from econometrics and epidemiology. This
unique feature prompts developing efficient multiple hypothesis testing procedures to
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Fig. 10 Comparison of -log10 p values from PTWAS scan and gene-level colocalization probabilities in GTEx
whole blood for the cardiovascular disease. Each data point corresponds a unique candidate gene. The red
line is the fitted LOWESS curve, which indicates a strong positive linear correlation between the two
quantities for significant PTWAS signals

screen candidate genes effectively. It is equally important to note that hypothesis testing
may not be the endpoint of a sound causal inference: interpreting and validating the scan
results have essential implications on follow-up studies. In this paper, we also illustrate
that robust estimation of the causal effect, which has been emphasized in the traditional
IV analysis, is critical to uncovering the impacts of cellular environments on disease etiol-
ogy. Thus, we conclude that all three aspects of the PTWAS analysis: multiple hypothesis
testing, model validation, and causal effect estimation, should be an integral part of causal
inference in TWAS.
In PTWAS, our statistical strategies vary for different stages of the analysis. As noted

by many authors [17, 34], although both hypothesis testing and causal effect estimation in
the IV/MR analysis are operated based on the same set of casual assumptions, estimation
procedures require additional parametric assumptions to formally define the casual effect
(in PTWAS, we adopt the traditional definition of the causal effect via the linear structural
equations embedded in the 2SLS method). Although it is possible to construct the test
statistics based on the estimated gene-to-trait effects, we show that such test statistics
tend to be underpowered compared to composite IV-based test statistics. (This is likely
due to the overestimation of the corresponding standard errors.) The detailed discussion
on this topic is outside the scope of this paper, and we will provide a full account in a
follow-up technical article.
In this paper, we regard the commonly referred “genetic predictions of gene expressions"

in the scan procedure as composite instrumental variables for investigating the causal
relationships between candidate genes and the complex trait of interest. Although it is
conceptually correct to interpret the composite IVs as genetic predictions of gene expres-
sion phenotype, we note that such predictions are generally inaccurate. The evidence here
is two-fold: first, existing studies suggest the overall heritability of gene expressions, on
average, is quite low [35]; second, as shown by many genomic experiments of differential
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gene expression analysis, manipulation of cellular environments can have drastic impacts
on gene expression levels.
One of the advantages of the proposed PTWAS framework is its utilization of multi-

ple independent eQTLs throughout the three stages of the analysis. This has been shown
to improve the power of multiple hypothesis testing, enable the model validation, and
increase the estimation efficiency. Importantly, our computational approaches carefully
distinguish SNPs representing different independent eQTL signals and SNPs tagging the
same eQTL signal. We note that regarding highly correlated SNPs as independent instru-
ments are theoretically invalid. Instead, our approach uses a set of eQTL SNPs in LD (i.e.,
a Bayesian credible set) to represent an instrument and weight the evidence from individ-
ual SNPs through Bayesian model averaging (BMA). This strategy is proven effective in
our simulations and real data analysis by carrying over the SNP-level uncertainty from the
eQTL analysis. Recently, [19] propose an IV analysis approach, TWMR, to utilize multi-
ple independent eQTLs identified from conditional analysis for estimating gene-to-trait
effects in TWAS. Many authors have reported Bayesian multi-SNP fine-mapping meth-
ods, e.g., DAP, are more powerful than conditional analysis-based methods to effectively
identify independent eQTLs [12, 36, 37]. Furthermore, TWMR estimation can be viewed
as a special case of the proposed BMA weighting in PTWAS, which assigns all weights to
the lead eQTL SNP within each signal cluster. However, such extreme weighting scheme
seems sub-optimal in estimation accuracy as shown in our simulation studies.
Recently emerged TWAS methods, represented by FOCUS [38] and TWMR [19], also

consider the strong correlations among the observed expressions of multiple genes. In the
extreme cases, if the expressions of two genes are perfectly correlated, the true causal gene
is not identifiable. Analyzing one gene at a time can fail to account for such correlations
and result in over-reporting of causal genes. We have not explicitly addressed this issue in
this paper due to our limited scope. However, we note the test statistics/p values derived
from our novel PTWAS scan procedure can be directly plugged into the fine-mapping
methods implemented in FOCUS and yield desired credible sets of causal genes. We will
continuously pursue this direction in our follow-up work.
Finally, we acknowledge that, like any observational data based causal inference

approach, the proposed procedure is imperfect. It is mainly because some critical causal
assumptions can not be rigorously verified, and some required conditions are not satis-
fied for every gene-trait pair in practice. In our application context, a good proportion
of genes lack discoveries of multiple independent and strong eQTLs. Thus, the proposed
model validation procedure is not applicable. The emergence of large-scale eQTL datasets
will alleviate this problem in the near future as the ability to uncover multiple eQTLs
is directly correlated with the sample size of eQTL [9]. Nevertheless, from a theoretical
point of view, only severe violations of causal assumptions can be detected by model diag-
nosis approaches. In other words, passing the model validation procedure does not prove
the assumptions are true but only indicate that they are reasonable given the data at hand.
Should such caveat deter our efforts to apply the proposed approaches, or more generally,
formulate and perform observational-data-based causal inference in TWAS? Our opin-
ion is no. The challenge is not unique to the field of genetics and genomics. We believe
that our proposed approach falls into the category of “shoe leather” methodology advo-
cated by David Freedman [39], which “exploits natural variation to mitigate confounding
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and relies on intimate knowledge of the subject matter to develop meticulous research
designs and eliminate rival explanations.”

Conclusion
In this paper, we propose a new computational framework to systematically investigate
potential causal mechanisms from tens of thousands of candidate molecular phenotypes
leading to complex diseases. Utilizing this approach, our analysis of multi-tissue eQTL
data from the GTEx project (v8) and GWAS data from 114 complex traits reveals an
abundance of genes with strong evidence of causal relationships with a variety of com-
plex traits and diseases. More importantly, with the ability of accurate quantification of
tissue-specific gene-to-trait effects, our analysis highlights the heterogeneity and tissue
relevance of these effects across complex traits.

Methods
The probabilistic annotations of eQTLs used by PTWAS require comprehensive char-
acterizations of the strengths and uncertainty of the genetic associations of expression
traits at different levels. The Bayesian multi-SNP eQTL mapping analysis considers a
wide range of multiple linear regression models consisting of different SNPs. At the
model level, each plausible multi-SNP association model (i.e., a combination of presumed
eQTL SNPs in a single linear model, denoted by Mi) is assessed by a posterior model
probability, PMi . A SNP-level posterior inclusion probability, pj, characterizes if a partic-
ular SNP j is a causal eQTL (PIP = 1 indicates the certainty that the SNP i is a causal
eQTL). In the presence of LD, causal eQTLs may not be statistically identifiable even
if the evidence for the existence of an eQTL can be overwhelmingly strong [32]. Thus,
we use the signal-level PIP to quantify the overall strength of an independent eQTL.
Specifically for each potential eQTL signal k, we identify a set of SNPs in LD that rep-
resent the same association signal. The corresponding signal-level PIP is computed by
qk = ∑

j∈Sk pj. Thus, the comprehensive probabilistic annotations of eQTLs for a gene is
given by

({(Mi,PMi)}, {(Sk , qk)}, {pj}
)
. All these information are used for different tasks in

PTWAS.
Among the available Bayesian fine-mapping software packages, DAP [12, 13] and

FINEMAP [40] can generate the model-level annotations; DAP and Susie [41] are capa-
ble of generating signal-level annotations; and DAP, FINEMAP, CAVIAR [37], and Susie
all produce SNP-level annotations.

TWAS as IV analysis

The instrumental variable analysis can be represented by the graphical model in
Additional file 1: Fig. S1. There are three key assumptions to establish causal implica-
tions from the IV analysis. In the context of TWAS, they can be characterized as (i)
inclusion restriction: the selected instrument (G), i.e., genetic variants, must be asso-
ciated with the expression of the target gene (X); (ii) randomization assumption:
the instrument is (marginally) independent of confounders (U); and (iii) exclusion
restriction: the selected genetic variants affect the complex trait of interest (Y ) only
through the target gene. Notably, the inclusion restriction (IR) requires the instru-
ments are eQTLs, and the exclusion restriction (ER) explicitly excludes the possibil-
ity of (horizontal) pleiotropy. Under these causal assumptions, the evidence of the
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association between G and Y, i.e., G �⊥⊥ Y , is sufficient to reject the null hypoth-
esis that states no causal link between the target gene and the complex trait of
interest [17, 34, 42].
The two-sample design refers to the setting that G,X, and Y are not taken from the

same samples. Instead, the eQTL data (Gx,X) and the GWAS data (Gy,Y ) are measured
from two sets of non-overlapping samples. The two-sample design has some important
implications on the IV analysis, especially the estimation bias of causal effects introduced
by the weak instruments (i.e., weak eQTLs). In a one-sample design, the weak instruments
can cause severe type I errors in testing causal relationships, whereas in a two-sample
design, the bias is always towards 0, therefore, results only in the loss of power but not
inflation of type I errors.
The weighted sum of IVs, i.e.,

∑
i wiGi, is itself a valid instrumental variable because it

satisfies all three IV assumptions. It is often referred to as a composite IV or allele score
in literature [15, 16]. For hypothesis testing purposes, the aggregation of independent
instruments with modest strength has an intuitive appeal for improved power for testing.

Composite IV for hypothesis testing

If the true causal eQTLs are known, the principled inference procedure in the IV anal-
ysis is the two-stage least squares (2SLS) method [17]. In the settings of the two-sample
design, the first stage regression in the 2SLS finds the least squares prediction of gene
expressions using the eQTL data. The resulting prediction function is, by definition, a
composite IV, where the weight for each individual genetic variant is the least square esti-
mate of the corresponding genetic effect on the expression phenotype. In practice, even
after the fine-mapping of eQTLs, there is substantial uncertainty regarding the number
of independent eQTLs and the actual causal SNP for each eQTL. Selecting a single “best”
association model from the eQTL data to perform the 2SLS procedure does not convey
the uncertainty from the eQTL analysis, hence unlikely optimal.
We propose a model averaging approach that utilizes the posterior model probabilities

{PMi} to construct composite IVs based on the existing 2SLS procedure. For a set of L
sparse candidate association models identified from the eQTL analysis, we fit each model
Mi by the least square algorithm. We obtain an effect size estimate, β̂Mi,j, for each SNP j
in model Mi (β̂Mi,j = 0 if SNP j /∈ Mi.) We then compute an overall weight for SNP j by
averaging its estimated effects across all L candidate models, i.e.,

wj =
L∑

i=1
PMi β̂Mi,j. (1)

Finally, the proposed composite instrumental variable, x̂, is computed by:

x̂ =
p∑

j=1
wjGj =

K∑

i=1
PMi

⎛

⎝
p∑

j=1
β̂Mi,jGj

⎞

⎠ =
K∑

i=1
PMi x̂Mi , (2)

where x̂Mi denotes the least squares prediction by the modelMi. Therefore, the resulting
composite IV can be naturally interpreted as an ensemble prediction of expression levels
for the target gene (and each x̂Mi is known as a base prediction).
The composite IV (2) constructed by PTWAS has some unique and desired properties

for the causal inference. First, it naturally considers multiple independent eQTL signals.
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Second, the weighting scheme also accounts for LD. Third, the proposed procedure pro-
vides a principled way to weigh weak versus strong instruments by utilizing the posterior
model probabilities.
For a complex trait dataset where individual-level data are available, we compute x̂ for

each sample by plugging in the corresponding genotype data into the equation (2) and test
its correlation with the observed complex trait phenotype. (Equivalently, the correlation
testing can be formulated as a simple linear regression of the complex trait phenotype on
x̂.) When only summary-level statistics are made available from the GWAS, we apply a
generalized burden test implemented in the software package GAMBIT [26], utilizing the
single-SNP z-scores fromGWAS and the pre-computed eQTL weights. Notably, the asso-
ciation testing algorithm implemented in the S-PrediXcan [43] and the TWAS-Fusion [5]
can be viewed as special cases.

Estimating causal effects

We take a slightly different strategy to estimate the causal effects from a target gene to the
trait of interest to ensure accuracy and robustness. Notably, we emphasize in obtaining
effect size estimates from strong instruments, where we quantify the strength of an instru-
ment by its corresponding signal-level PIP. The designed filtering of weak instruments is
to avoid biased estimates. When multiple independent eQTLs are available, we aggregate
the estimates from the individual eQTLs using a fixed-effect meta-analysis procedure.
The proposed estimating procedure starts with selecting strong eQTLs by thresholding

on the corresponding signal-level PIPs. For a qualified eQTL signal withmmember SNPs
and signal probability q = ∑m

i=1 pi, we then re-normalize the SNP probabilities by

p̃i = pi/q, (3)

which corresponds to the conditional probability of SNP i being a causal eQTL. Next, we
obtain an estimate of the causal effect β̂xy,i and the corresponding variance σ 2

xy,i based on
the summary statistics of SNP i using the standard 2SLS method (i.e., similar to SMR).
Subsequently, by the law of total expectation, we combine the individual estimate from
each member SNP weighted by its conditional causal probability, i.e.,

β̂xy =
m∑

i=1
p̃iβ̂xy,i. (4)

Similarly, by the law of total variance, we obtain

Var(β̂xy) =
m∑

i=1
p̃i

(
σ 2
xy,i + β̂2

xy,i

)
− β̂2

xy (5)

For each independent instrument/eQTL, the proposed estimator provides an intuitive
and principled approach to fully account for LD.
Under the IV assumptions, each independent eQTL provides an independent estimate

of the underlying causal effects. If the causal link from the target gene to the complex
trait is indeed true, the multiple estimates from independent eQTLs are analogous to the
multiple estimates from a meta-analysis, where the underlying true causal effect should
be constant regardless of the instruments used for measurement. By this logic, it becomes
natural to adopt a fixed-effect meta-analysis model to combine the individual β̂xy using
the inverse variance weighting (IVW) scheme.



Zhang et al. Genome Biology          (2020) 21:232 Page 21 of 26

Diagnosis of exclusion restriction

The causality implications inferred from TWAS analysis are subject to the validity of the
IV assumptions, especially the exclusion restriction (ER). Although rigorous validation of
ER based on observed data is considered theoretically implausible [17, 34, 44], it is practi-
cally feasible to detect severe departures from ERwhenmultiple independent instruments
become available. If ER holds, the causal effects estimated from multiple independent
eQTLs (using the procedure in the above section) should be highly consistent, and
low levels of heterogeneity among estimates are expected. In contrast, observations of
elevated heterogeneity levels should flag potential violations of ER.
To implement this idea, we compute an I2 statistic [20] based on the causal effect

estimates from multiple independent eQTLs that are available. Namely,

I2 = max
(

0,
Q − T + 1

Q

)

, (6)

where T represents the number of independent eQTLs used for effect estimation, and Q
is the Cochran’s Q statistic and is given by

Q =
T∑

k=1

(β̂k − ˆ̄β)2

σ̂ 2
k

.

Specially, (β̂k , σ̂k) are estimated effect size and the corresponding standard error from
the kth independent eQTL, and ˆ̄β is the fixed-effect estimate of the overall causal effect.
The I2 statistic ranges from 0 to 1 and is designed initially to represent the percentage
of the variance observed in a meta-analysis that can be attributed to the heterogeneity
among participating studies. In the application context of TWAS, I2 → 0 indicates rea-
sonable consistency among estimates by multiple eQTLs, whereas I2 → 1 implies severe
departures from ER.
We note that the underlying idea of the proposedmodel diagnosis approach is similar to

the intuition behind Egger regression [8] that is widely applied in the context of MR anal-
ysis of multiple complex traits. However, the available independent eQTLs/instruments
for any given gene are typically limited, which render the regression-type of diagnosis like
Egger regression implausible. The proposed approach directly addresses this difficulty
and is tailored for the application in TWAS.
We use I2 as a quantitative metric to measure the effect size heterogeneity in a compre-

hensible scale. It is theoretically possible to set up a hypothesis testing procedure to select
genes with consistent eQTL-level estimates. Note that in this case, the null hypothesis
has to assert heterogeneity in the underlying effect sizes. We have not seen any successful
applications of such hypothesis testing. In practice, some authors suggest setting up the
null hypothesis as in the Cochran’sQ test (which states all underlying effects are the same)
and attempting to “accept” the null hypothesis. This, in our view, is a statistical mistake.

Simulation details

Throughout our simulation studies, we use the real genotype data from 706 whole blood
samples of the GTEx v8 data to simulate expression and complex trait phenotype data.
To mimic the two-sample design, we randomly select 400 individuals and 1000 genes
to simulate their expression data. The remaining 306 individuals are used to simulate
complex trait data.
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For each gene, we select 1500 cis-SNPs and independently sample the causal eQTLs
from a Bernoulli distribution with the frequency = 0.002. Thus, on average, each gene
has three causal eQTLs. The effect size of each causal gene is sampled from a Gaussian
distribution with mean 0 and variance 0.5. We also add a polygenic background effect
to all candidate SNPs, such that the heritability of the expression phenotype is roughly
50% (variations are due to the allele frequencies of the causal SNPs). More specifically, for
individual i, the expression level for a candidate gene, xi, is simulated by

xi = μ +
p∑

j=1

(
βjγj + αj

)
gi,j + εi, εi ∼ N(0, 1), (7)

where gi,j represents the genotype of SNP j for the ith individual, βj and αj represent
the (strong) sparse genetic effect and the polygenic effect, respectively, and γj is the
latent Bernoulli random variable. The corresponding complex trait for individual i, yi, is
subsequently simulated by a simple structural equation,

yi = u + ηxi + ei, ei ∼ N(0, 1), (8)

where η represents the causal gene-to-trait effects. To investigate the power and type I
error control of the PTWAS scan procedure, we sample η from a Gaussian distribution
N(0,φ2

k ) where the variance parameter is chosen from the set {φ2
k : 0, 0.2, 0.5, 0.8, 1, 1.2}

(note that φ2
k = 0 represents the null model). To examine the effect size estimation, we

fix η = 1 for all simulated datasets. We simulate the expression data for all 706 individ-
uals but use only the subset of 400 individuals for eQTL analysis. We only simulate the
complex trait data for the subset of 306 individuals.
For the proposed PTWAS procedure, we analyze the eQTL data and construct the com-

posite IVs using the software package DAP. For PrediXcan method, we apply the elastic
net algorithm with cross-validation to find the genetic predictions of gene expressions.
We also run the software package BSLMM to produce the predicted gene expression func-
tions for TWAS-Fusion. When running the BSLMM, we apply the default settings except
resetting the number of sampling steps to 200,000 and the burn-in steps to 100,000 for
computational considerations.

Multi-tissue TWAS analysis

For multi-tissue TWAS analysis, we utilize the GTEx cis-eQTL data from 49 tissues
(version 8) and 114 complex traits from the UK Biobank and other consortia. We per-
form multi-SNP fine-mapping of cis-eQTL analysis for each GTEx tissue using DAP and
generate the all three required levels of probabilistic annotations (i.e., posterior model
probabilities, SNP-level PIPs, and signal-level PIPs) for the proposed PTWAS analysis.

Data preparation

The 114 complex trait datasets are selected and harmonized by the GTEx GWAS analysis
subgroup. For each complex trait, only summary statistics are extracted, and addi-
tional summary statistics are imputed for the GTEx SNPs that are not directly available
from the original studies. The details of the GWAS data processing are documented
in [24].
The probabilistic eQTL annotations required by PTWAS are derived from the GTEx

release v8 data across 49 tissues using DAP [12, 13]. The pre-processing of the RNA-seq
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and genotype data follow the protocols of the GTEx data processing, which are detailed
in [9]. The multi-SNP fine-mapping analysis by DAP uses the individual-level genotype
data and controls the same set of covariates and PEER factors as in GTEx v8 single-SNP
eQTL mapping.

Multi-tissue PTWAS scan

Let β i
xy denotes the unobserved causal effect from gene x to trait y in the ith tissue. We

apply a multi-tissue PTWAS scan to test a global null hypothesis that states

β1
xy = · · · = βL

xy = 0.

To carry out the testing procedure, we first derive a p value, pixy, by applying the PTWAS
scan procedure in the ith tissue for the target gene-trait pair. We then apply the ACAT
method [25] to the set of p values for each gene-trait pair, {pixy : 1, ..., 49}, and compute a p
value for testing the global null hypothesis. For each trait, we finally apply Storey’s q value
procedure to control the false discovery rate at 5% level and identify the genes that reject
the global null hypothesis.
We benchmark the computational time and resources for the scan procedure: the anal-

ysis of a single tissue (e.g., GTEx whole blood data) with a single complex trait (e.g.,
GIANT consortium height data) takes about 12 min of real computational time and
3.5 Gb of memory on a 24-core Linux system with 2.7 GHz CPUs. The computational
time grows linearly with additional number of tissues used. The joint analysis of 49 tissues
for a single trait (GIANT height data) takes 468 min and 24 GB of memory on the same
system.

Estimating gene-to-trait effects

For each complex trait, we focus on the set of genes implicated from the PTWAS scan
procedure. For a gene rejected at the scan stage (at FDR 5% level) for the trait of interest,
we consider all its gene-tissue pairs (not just the most significant tissue) for the effect
estimation and the model validation. We then select the gene-tissue-trait combination
that contain at least one eQTL signal cluster with SPIP ≥ 0.50 for estimation purpose.
This particular threshold is mainly informed by our simulation studies, where we observe
reliable estimation results for signals with SPIP ≥ 0.50. To validate ER assumption, we
require the selected gene-tissue-trait combinations to have more than two eQTL signal
clusters with SPIP ≥ 0.50.
For each selected gene-tissue-trait combination, we carry out the proposed effect

estimation and/or model validation procedures separately.

Supplementary information
Supplementary information accompanies this paper at https://doi.org/10.1186/s13059-020-02026-y.

Additional file 1: Figure S1: Diagram representing instrumental variable analysis. Figure S2: Distribution of Gini
coefficients summarizing the sparsity of the composite IVs in different TWAS scan methods. Figure S3: Allelic
heterogeneity in implicated PTWAS signal genes. Figure S4: Heterogeneity of gene-to-trait effects across tissues.
Figure S5: Comparison of distributions of colocalization probabilities between all genes and PTWAS significant genes.

Additional file 2: Table S1: Descriptions of 114 complex trait datasets used in the PTWAS analysis.

Additional file 3: Table S2: Complete list of significant gene-trait pairs at 5% FDR level identified in the multi-tissue
PTWAS scan of 114 complex traits.

https://doi.org/10.1186/s13059-020-02026-y


Zhang et al. Genome Biology          (2020) 21:232 Page 24 of 26

Additional file 4: Table S3: Heart disease-related PTWAS significant genes validated in OMIM.

Additional file 5: Table S4: Complete list of estimation and model validation results for all gene-trait-tissue
combinations.

Additional file 6: Table S5: Complete cross-tissue heterogeneity results for all gene-trait pairs.

Additional file 7: Review history.

Peer review information
Yixin Yao was the primary editor of this article and managed its editorial process and peer review in collaboration with
the rest of the editorial team.

Review history
The review history is available as Additional file 7.

Authors’ contributions
YZ, CQ, FL, RP HKI, and XW conceived and designed the research. YZ, CQ, KY, AB, and XW performed the research. YH, CQ,
AB, and XW analyzed the resulting data. YZ, CQ, FL, RP, HIK, and XW wrote the paper. All authors read and approved the
final manuscript.

Authors’ information
Twitter handles: @wenxqwen (Xiaoquan Wen), @hakyim (Hae Kyung Im), @rogerpique (Roger Pique-Regi),
@fluca2406(Francesca Luca).

Funding
This work is supported by NIH grants R01GM109215 and R01AR04274220.

Availability of data andmaterials
The Github repository https://github.com/xqwen/ptwas/ [45] contains the implementations of the algorithms described
in this paper. The repository also provides a step-by-step guidelines on running the complete PTWAS analysis. The
probabilistic annotations of eQTLs are generated by the software package DAP (https://github.com/xqwen/dap/) with
both C++ and R implementations.
We have made the following resources available:

1. Probabilistic annotation of GTEx v8 cis-eQTLs across 49 tissues (fine-mapping results from DAP-G): https://
gtexportal.org/home/datasets

2 Weights computed from GTEx v8 data for PTWAS scan across 49 tissues: https://tinyurl.com/yxe9k6vl
3 Summary statistics of 114 complex traits in GAMBIT format: https://tinyurl.com/y2hfhehj
4 Data for TWAS analysis of GIANT height GWAS using PTWAS, SMR, TWAS-Fusion, and S-PrediXcan https://tinyurl.

com/wg8p72k

Ethics approval and consent to participate
Not applicable.

Consent for publication
Not applicable.

Competing interests
The authors declare that they have no competing interests.

Author details
1Department of Biostatistics, University of Michigan, Ann Arbor, MI, USA. 2Department of Biostatistics, Harvard University,
Cambridge, MA, USA. 3Section of Genetic Medicine, Department of Medicine, University of Chicago, Chicago, IL, USA.
4Center for Molecular Medicine and Genetics, Wayne State University, Detroit, MI, USA.

Received: 29 October 2019 Accepted: 20 April 2020

References
1. MacArthur J, Bowler E, Cerezo M, Gil L, Hall P, Hastings E, Junkins H, McMahon A, Milano A, Morales J, et al.

The new NHGRI-EBI catalog of published genome-wide association studies (GWAS Catalog). Nucleic Acids Res.
2016;45(D1):896–901.

2. Voight BF, Peloso GM, Orho-Melander M, Frikke-Schmidt R, Barbalic M, Jensen MK, Hindy G, Hólm H, Ding EL,
Johnson T, et al. Plasma HDL cholesterol and risk of myocardial infarction: a mendelian randomisation study. Lancet.
2012;380(9841):572–580.

3. Trajanoska K, Morris JA, Oei L, Zheng H-F, Evans DM, Kiel DP, Ohlsson C, Richards JB, Rivadeneira F. Assessment
of the genetic and clinical determinants of fracture risk: genome wide association and mendelian randomisation
study. bmj. 2018;362:3225.

4. Gamazon ER, Wheeler HE, Shah KP, Mozaffari SV, Aquino-Michaels K, Carroll RJ, Eyler AE, Denny JC, Nicolae DL,
Cox NJ, et al. A gene-based association method for mapping traits using reference transcriptome data. Nat Genet.
2015;47(9):1091.

https://github.com/xqwen/ptwas/
https://github.com/xqwen/dap/
https://gtexportal.org/home/datasets
https://gtexportal.org/home/datasets
https://tinyurl.com/yxe9k6vl
https://tinyurl.com/y2hfhehj
https://tinyurl.com/wg8p72k
https://tinyurl.com/wg8p72k


Zhang et al. Genome Biology          (2020) 21:232 Page 25 of 26

5. Gusev A, Mancuso N, Won H, Kousi M, Finucane HK, Reshef Y, Song L, Safi A, McCarroll S, Neale BM, et al.
Transcriptome-wide association study of schizophrenia and chromatin activity yields mechanistic disease insights.
Nat Genet. 2018;50(4):538.

6. Zhu Z, Zhang F, Hu H, Bakshi A, Robinson MR, Powell JE, Montgomery GW, Goddard ME, Wray NR, Visscher PM,
et al. Integration of summary data from gwas and eqtl studies predicts complex trait gene targets. Nat Genet.
2016;48(5):481.

7. Hormozdiari F, Zhu A, Kichaev G, Ju CJ-T, Segre AV, Joo JWJ, Won H, Sankararaman S, Pasaniuc B, Shifman S, et
al. Widespread allelic heterogeneity in complex traits. Am J Hum Genet. 2017;100(5):789–802.

8. Bowden J, Davey Smith G, Burgess S. Mendelian randomization with invalid instruments: effect estimation and bias
detection through Egger regression. Int J Epidemiol. 2015;44(2):512–525.

9. GTEx Consortium. The GTEx Consortium atlas of genetic regulatory effects across human tissues. bioRxiv.
2019787903.

10. Bycroft C, Freeman C, Petkova D, Band G, Elliott LT, Sharp K, Motyer A, Vukcevic D, Delaneau O, O’Connell J, et al.
The UK Biobank resource with deep phenotyping and genomic data. Nature. 2018;562(7726):203.

11. Wen X, Quick C, Zhang Y. Probabilistic transcriptome-wide association analysis (PTWAS). Github. 2019. https://doi.
org/doi:10.5281/zenodo.3756216.

12. Wen X, Lee Y, Luca F, Pique-Regi R. Efficient integrative multi-SNP association analysis via deterministic
approximation of posteriors. Am J Hum Genet. 2016;98(6):1114–1129.

13. Lee Y, Francesca L, Pique-Regi R, Wen X. Bayesian multi-snp genetic association analysis: control of FDR and use of
summary statistics. bioRxiv. 2018316471. https://doi.org/10.1101/316471.

14. Maller JB, McVean G, Byrnes J, Vukcevic D, Palin K, Su Z, Howson JM, Auton A, Myers S, Morris A, et al. Bayesian
refinement of association signals for 14 loci in 3 common diseases. Nat Genet. 2012;44(12):1294–1301.

15. Pierce BL, Ahsan H, VanderWeele TJ. Power and instrument strength requirements for mendelian randomization
studies using multiple genetic variants. Int J Epidemiol. 2010;40(3):740–752.

16. Burgess S, Thompson SG. Use of allele scores as instrumental variables for mendelian randomization. Int J
Epidemiol. 2013;42(4):1134–1144.

17. Sheehan NA, Didelez V. Epidemiology, genetic epidemiology and mendelian randomisation: more need than ever
to attend to detail. Hum Genet. 20191–16. https://doi.org/10.1007/s00439-019-02027-3.

18. Burgess S, Bowden J, Fall T, Ingelsson E, Thompson SG. Sensitivity analyses for robust causal inference from
mendelian randomization analyses with multiple genetic variants. Epidemiol (Cambridge Mass). 2017;28(1):30.

19. Porcu E, Rüeger S, Lepik K, Santoni FA, Reymond A, Kutalik Z, eQTLGen Consortium, Consortium B, et al.
Mendelian randomization integrating GWAS and eQTL data reveals genetic determinants of complex and clinical
traits. Nat Commun. 2019;10:. https://doi.org/10.1038/s41467-019-10936-0.

20. Higgins JP, Thompson SG. Quantifying heterogeneity in a meta-analysis. Stat Med. 2002;21(11):1539–1558.
21. Higgins JP, Thompson SG, Deeks JJ, Altman DG. Measuring inconsistency in meta-analyses. Bmj. 2003;327(7414):

557–560.
22. Bowden J, Del Greco M F, Minelli C, Davey Smith G, Sheehan N, Thompson J. A framework for the investigation of

pleiotropy in two-sample summary data Mendelian randomization. Stat Med. 2017;36(11):1783–1802.
23. Hurley N, Rickard S. Comparing measures of sparsity. IEEE Trans Inf Theory. 2009;55(10):4723–4741.
24. GTEx Consortium. Widespread dose-dependent effects of rna expression and splicing inform disease biology.

bioRxiv. 2019.
25. Liu Y, Chen S, Li Z, Morrison AC, Boerwinkle E, Lin X. Acat: a fast and powerful p value combination method for

rare-variant analysis in sequencing studies. Am J Hum Genet. 2019;104(3):410–421.
26. Quick C, Wen X, Abecasis G, Boehnke M, Kang HM. Integrating comprehensive functional annotations to boost

power and accuracy in gene-based association analysis. BioRxiv. 2019732404. https://doi.org/10.1101/732404.
27. Pividori M, Rajagopal PS, Barbeira AN, Liang Y, Melia O, Bastarache L, Park Y, Wen X, Im HK, Consortium G, et al.

Phenomexcan: mapping the genome to the phenome through the transcriptome. BioRxiv. 2019833210. https://doi.
org/10.1101/833210.

28. Den Hoed M, Eijgelsheim M, Esko T, Brundel BJ, Peal DS, Evans DM, Nolte IM, Segrè AV, Holm H, Handsaker RE, et
al. Identification of heart rate–associated loci and their effects on cardiac conduction and rhythm disorders. Nat
Genet. 2013;45(6):621.

29. Flutre T, Wen X, Pritchard J, Stephens M. A statistical framework for joint eQTL analysis in multiple tissues. PLoS
Genet. 2013;9(5):1003486.

30. GTEx Consortium. Genetic effects on gene expression across human tissues. Nature. 2017;550(7675):204.
31. Li G, Shabalin AA, Rusyn I, Wright FA, Nobel AB. An empirical Bayes approach for multiple tissue eQTL analysis.

Biostatistics. 2017;19(3):391–406.
32. Wen X, Pique-Regi R, Luca F. Integrating molecular QTL data into genome-wide genetic association analysis:

probabilistic assessment of enrichment and colocalization. PLoS Genet. 2017;13(3):1006646.
33. Hormozdiari F, van de Bunt M, Segrè AV, Li X, Joo JWJ, Bilow M, Sul JH, Sankararaman S, Pasaniuc B, Eskin E.

Colocalization of GWAS and eQTL signals detects target genes. Am J Hum Genet. 2016;99(6):1245–1260.
34. VanderWeele TJ, Tchetgen EJT, Cornelis M, Kraft P. Methodological challenges in mendelian randomization.

Epidemiol (Cambridge, Mass.) 2014;25(3):427.
35. Wheeler HE, Shah KP, Brenner J, Garcia T, Aquino-Michaels K, Cox NJ, Nicolae DL, Im HK, Consortium G, et al.

Survey of the heritability and sparse architecture of gene expression traits across human tissues. PLoS Genet.
2016;12(11):1006423.

36. Guan Y, Stephens M. Bayesian variable selection regression for genome-wide association studies and other
large-scale problems. Ann Appl Stat. 20111780–1815. https://doi.org/10.1214/11-aoas455.

37. Hormozdiari F, Kostem E, Kang EY, Pasaniuc B, Eskin E. Identifying causal variants at loci with multiple signals of
association. Genetics. 2014;198(2):497–508.

38. Mancuso N, Freund MK, Johnson R, Shi H, Kichaev G, Gusev A, Pasaniuc B. Probabilistic fine-mapping of
transcriptome-wide association studies. Nat Genet. 2019;51(4):675.

https://doi.org/doi:10.5281/zenodo.3756216
https://doi.org/doi:10.5281/zenodo.3756216
https://doi.org/10.1101/316471
https://doi.org/10.1007/s00439-019-02027-3
https://doi.org/10.1038/s41467-019-10936-0
https://doi.org/10.1101/732404
https://doi.org/10.1101/833210
https://doi.org/10.1101/833210
https://doi.org/10.1214/11-aoas455


Zhang et al. Genome Biology          (2020) 21:232 Page 26 of 26

39. Freedman DA. Statistical models and shoe leather. Soc Methodol. 1991291–313. https://doi.org/10.2307/270939.
40. Benner C, Spencer CC, Havulinna AS, Salomaa V, Ripatti S, Pirinen M. Finemap: efficient variable selection using

summary data from genome-wide association studies. Bioinformatics. 2016;32(10):1493–1501.
41. Wang G, Sarkar AK, Carbonetto P, Stephens M. A simple new approach to variable selection in regression, with

application to genetic fine-mapping. bioRxiv. 2019501114. https://doi.org/10.1101/501114.
42. Katan M. Apoupoprotein e isoforms, serum cholesterol, and cancer. The Lancet. 1986;327(8479):507–508.
43. Barbeira AN, Dickinson SP, Bonazzola R, Zheng J, Wheeler HE, Torres JM, Torstenson ES, Shah KP, Garcia T,

Edwards TL, et al. Exploring the phenotypic consequences of tissue specific gene expression variation inferred from
GWAS summary statistics. Nat Commun. 2018;9(1):1825.

44. Kraay A. Instrumental variables regressions with uncertain exclusion restrictions: a Bayesian approach. J Appl Econ.
2012;27(1):108–128.

45. Zhang Y, Quick C, Yu K, Barbeira A, The GTEx Consortium, Luca F, Pique-Regi R, Im HK, Wen X. PTWAS:
investigating tissue-relevant causal molecular mechanisms of complex traits using probabilistic TWAS analysis. 2020.
Source code, github. https://urldefense.proofpoint.com/v2/url?u=https-3A__github.com_xqwen_ptwas_&amp;d=
DwIGaQ&amp;c=vh6FgFnduejNhPPD0fl_yRaSfZy8CWbWnIf4XJhSqx8&amp;r=
Z3BY_DFGt24T_Oe13xHJ2wIDudwzO_8VrOFSUQlQ_zsz-DGcYuoJS3jWWxMQECLm&amp;m=
MensIobZAL5rzFRYuki3iDwARW_IjGl9-nvIYYACX64&amp;s=WrhOB-AV-
gQvaNm5bNnbnOmmNe1cSDp7vSxhqjpDcDA&amp;e=.

Publisher’s Note
Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

https://doi.org/10.2307/270939
https://doi.org/10.1101/501114
https://urldefense.proofpoint.com/v2/url?u=https-3A__github.com_xqwen_ptwas_&amp;d=DwIGaQ&amp;c=vh6FgFnduejNhPPD0fl_yRaSfZy8CWbWnIf4XJhSqx8&amp;r=Z3BY_DFGt24T_Oe13xHJ2wIDudwzO_8VrOFSUQlQ_zsz-DGcYuoJS3jWWxMQECLm&amp;m=MensIobZAL5rzFRYuki3iDwARW_IjGl9-nvIYYACX64&amp;s=WrhOB-AV-gQvaNm5bNnbnOmmNe1cSDp7vSxhqjpDcDA&amp;e=
https://urldefense.proofpoint.com/v2/url?u=https-3A__github.com_xqwen_ptwas_&amp;d=DwIGaQ&amp;c=vh6FgFnduejNhPPD0fl_yRaSfZy8CWbWnIf4XJhSqx8&amp;r=Z3BY_DFGt24T_Oe13xHJ2wIDudwzO_8VrOFSUQlQ_zsz-DGcYuoJS3jWWxMQECLm&amp;m=MensIobZAL5rzFRYuki3iDwARW_IjGl9-nvIYYACX64&amp;s=WrhOB-AV-gQvaNm5bNnbnOmmNe1cSDp7vSxhqjpDcDA&amp;e=
https://urldefense.proofpoint.com/v2/url?u=https-3A__github.com_xqwen_ptwas_&amp;d=DwIGaQ&amp;c=vh6FgFnduejNhPPD0fl_yRaSfZy8CWbWnIf4XJhSqx8&amp;r=Z3BY_DFGt24T_Oe13xHJ2wIDudwzO_8VrOFSUQlQ_zsz-DGcYuoJS3jWWxMQECLm&amp;m=MensIobZAL5rzFRYuki3iDwARW_IjGl9-nvIYYACX64&amp;s=WrhOB-AV-gQvaNm5bNnbnOmmNe1cSDp7vSxhqjpDcDA&amp;e=
https://urldefense.proofpoint.com/v2/url?u=https-3A__github.com_xqwen_ptwas_&amp;d=DwIGaQ&amp;c=vh6FgFnduejNhPPD0fl_yRaSfZy8CWbWnIf4XJhSqx8&amp;r=Z3BY_DFGt24T_Oe13xHJ2wIDudwzO_8VrOFSUQlQ_zsz-DGcYuoJS3jWWxMQECLm&amp;m=MensIobZAL5rzFRYuki3iDwARW_IjGl9-nvIYYACX64&amp;s=WrhOB-AV-gQvaNm5bNnbnOmmNe1cSDp7vSxhqjpDcDA&amp;e=
https://urldefense.proofpoint.com/v2/url?u=https-3A__github.com_xqwen_ptwas_&amp;d=DwIGaQ&amp;c=vh6FgFnduejNhPPD0fl_yRaSfZy8CWbWnIf4XJhSqx8&amp;r=Z3BY_DFGt24T_Oe13xHJ2wIDudwzO_8VrOFSUQlQ_zsz-DGcYuoJS3jWWxMQECLm&amp;m=MensIobZAL5rzFRYuki3iDwARW_IjGl9-nvIYYACX64&amp;s=WrhOB-AV-gQvaNm5bNnbnOmmNe1cSDp7vSxhqjpDcDA&amp;e=

	Abstract
	Keywords

	Introduction
	Results
	Method overview
	Multiple hypothesis testing
	Validating causal assumption
	Causal effect estimation

	Improved power for testing causal genes
	Accurate estimation of causal effects
	Multi-tissue PTWAS analysis of complex traits
	Scan trait-associated genes across multiple tissues
	Validation of causal model assumption
	Gene effects to complex traits across multiple tissues
	Comparison to colocalization analysis


	Discussion
	Conclusion
	Methods
	TWAS as IV analysis
	Composite IV for hypothesis testing
	Estimating causal effects
	Diagnosis of exclusion restriction
	Simulation details
	Multi-tissue TWAS analysis
	Data preparation
	Multi-tissue PTWAS scan
	Estimating gene-to-trait effects


	Supplementary informationSupplementary information accompanies this paper at https://doi.org/10.1186/s13059-020-02026-y.
	Additional file 1
	Additional file 2
	Additional file 3
	Additional file 4
	Additional file 5
	Additional file 6
	Additional file 7

	Peer review information
	Review history
	Authors' contributions
	Authors' information
	Funding
	Availability of data and materials
	Ethics approval and consent to participate
	Consent for publication
	Competing interests
	Author details
	References
	Publisher's Note

