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Abstract 

Background: The common treatment for pediatric cataracts is to replace the cloudy lens with an artificial one. How-
ever, patients may suffer complications (severe lens proliferation into the visual axis and abnormal high intraocular 
pressure; SLPVA and AHIP) within 1 year after surgery and factors causing these complications are unknown.

Methods: Apriori algorithm is employed to find association rules related to complications. We use random forest 
(RF) and Naïve Bayesian (NB) to predict the complications with datasets preprocessed by SMOTE (synthetic minority 
oversampling technique). Genetic feature selection is exploited to find real features related to complications.

Results: Average classification accuracies in three binary classification problems are over 75%. Second, the relation-
ship between the classification performance and the number of random forest tree is studied. Results show except for 
gender and age at surgery (AS); other attributes are related to complications. Except for the secondary IOL placement, 
operation mode, AS and area of cataracts; other attributes are related to SLPVA. Except for the gender, operation 
mode, and laterality; other attributes are related to the AHIP. Next, the association rules related to the complications 
are mined out. Then additional 50 data were used to test the performance of RF and NB, both of then obtained the 
accuracies of over 65% for three classification problems. Finally, we developed a webserver to assist doctors.

Conclusions: The postoperative complications of pediatric cataracts patients can be predicted. Then the factors 
related to the complications are found. Finally, the association rules that is about the complications can provide refer-
ence to doctors.

Keywords: Random forest, Naïve Bayesian, Association rules mining, Genetic feature selection, Medical decision 
making system
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Background
The big data era for medicine is coming. Traditional sta-
tistical methods cannot effectively discover hidden laws 
from numerous medical records, whereas data mining 
[1] and machine learning [2], the most promising tech-
niques, can tackle this problem. To investigate the appli-
cation of data mining and machine learning on clinical 
records, we focus on pediatric cataracts, which can cause 
children blindness [3]. We obtained the detailed diagno-
sis and treatment information of 321 patients from one 

of the largest pediatric cataract databases (CCPMOH) [4] 
and evaluated the disease development in patients.

For children under age of two, pediatric cataracts pre-
vent the light from penetrating into eyes and also delay 
the development of optic nerve [5]. Moreover, it is dif-
ficult for both patients and their parents to realize that 
children are already developing this disease, therefore, 
subsequent treatment is usually unfortunately delayed. 
Even if treatment is thankfully given, some unexpected 
complications (severe lens proliferation into the visual 
axis and abnormal high intraocular pressure) still arise 
after such treatment of replacing cloudy lens with artifi-
cial ones. Worse still, why and how these complications 
turn up are unknown according to the present studies. 
This study aims to adopt some data mining and machine 
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learning techniques to predict these complications auto-
matically within 1 year after surgery and determine which 
factors are more related to the complications. Because 
the heterogeneity of different patients is common in 
many diseases [6–8] and datasets that cover this disease 
are rare, this problem is difficult to tackle. Doctors and 
researchers required to circumvent this problem.

Many achievements have been made regarding the 
application of data mining and machine learning in the 
field of medical records. For example, Dheeraj Raju et al. 
used random forest to explore the factors influencing 
pressure ulcers and built a predictive model that is use-
ful for doctors to predict the complication of this dis-
ease with the data collected over time [9]. Sónia Pereira 
et al. used obstetric and pregnancy factors to predict the 
appropriate delivery type to provide service of high qual-
ity, and to decide how to take care of pregnant women 
and newborn babies [10]. Aljumah et  al. collected data 
from WHO (World Health Organization) to study the 
effectiveness of different treatment types with considera-
tion of the age factor [11]. The results show that younger 
patients should not take medicine immediately to avoid 
side effects and older patients must take medicine to 
relieve sickness. Somanchi et  al. applied SVM (support 
vector machine) and logistic regression to predict cardiac 
arrest in the future with the data from medical records. 
The result obtained from these methods is better than 
the results of previous methods and tools [12]. All of 
the above examples show that data mining is a powerful 
tool to study the medical data and the application of data 
mining techniques will produce some desirable results.

Inspired by the above researches, we attempted to mine 
meaningful knowledge from medical records of pediatric 
cataracts patients and then developed a medical deci-
sion making system to help doctors with predicting the 
complications of pediatric cataract patients. To study 
which factors contribute to the complications, some 
pairs of discriminant association rules are mined out 
using Apriori algorithm with preprocessed dataset. The 
antecedents of the association rules are combinations 
of various factors. The consequents of these association 
rules are whether a patient will have complications or a 
specific type of complication. According to the charac-
teristics of the dataset, we used a simple discretization 
method and SMOTE (synthetic minority oversampling 
technique) to preprocess the dataset. Subsequently the 
number of positive samples (samples with complications 
or specific complication) was close to the number of neg-
ative samples (samples without complication or specific 
complication). Then the random forest and naïve Bayes 
classifier were used to predict whether patients would be 
affected by complications of different levels. Experimen-
tal result shows that random forest and Naïve Bayesian 

achieve accuracies which are above 76% and 75% in three 
binary classification problems [whether a patient suffers 
from complications (severe lens proliferation into the 
visual axis (SLPVA) and abnormal high intraocular pres-
sure (AHIP)]; whether a patient suffers from the SLPVA; 
whether a patient suffers from AHIP). Then the number 
of trees of the random forest is investigated to find the 
most suitable number of trees to optimize the perfor-
mance of random forest. The genetic feature selection 
was employed to find out which factors exactly caused 
the complications. Besides, we used additional 50 data to 
test the performance of random forest and Naïve Bayes-
ian classifier, and both of them reach 65% for three classi-
fication problems. Finally, we exploited the random forest 
and association rules mining in the present research to 
construct an automatic complication prediction system 
for pediatric cataract patients so that patients with differ-
ent degrees of complication can be warned and treated 
earlier.

Methods
The dataset used in the current research is from Zhong-
shan Ophthalmic Center, Sun Yat-sen University, which is 
the most professional ophthalmic hospital in China and 
has set up the state of art ophthalmology laboratory [13]. 
There are a total of 321 samples in the dataset, where 26 
samples suffer from SLPVA and AHIP simultaneously; 
69 patients only suffer from SLPVA; 84 patients only suf-
fer from AHIP, and 194 patients have no complication 
after surgery. In addition, the detailed information about 
all the attributes and their possible values are shown in 
Table 1.

Moreover, the sixth, seventh and eighth attributes in 
Table  1 are marked as the evaluation standards of the 
severity of pediatric cataracts, which are proposed by 
pediatric ophthalmologist with over 5  years of work-
ing experience in Zhongshan Ophthalmic Center. These 
three evaluation standards can portray the severity based 
on the morphology of the cataracts, where the density 
of the cataract can be classified as dense or sloppy, the 
spreading area of cataract can be expressed as big or 
small, and the relative position of the cataract can be 
assessed by whether focus covers the central area of the 
lens. Previous work of our team completed the grading 
(severity evaluation) of pediatric cataracts from these 
three aspects and made some progress [14], but the 
accuracy still cannot reach 100%. Therefore, we invite 
pediatric ophthalmologist with over 5  years of working 
experience to assess the three attributes of these samples 
in terms of the slit lamp images of patients. The difference 
among the three grading standards can be illustrated by 
Fig. 1.
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In addition, according to relevant literature [15], the 
surgery age is particularly important in the development 
of the illness. Finally, according to the expert knowledge 
of three experienced ocular doctors, the operation age for 
all of the patients is discretized into seven sections: [0, 3], 
[4, 6], [7, 9], [10, 12], [13, 18], [19, 24], [> 24] (the unit is 
month) to facilitate classification. Except for the first and 
fifth attributes, the remaining attributes in Table  1 are 
recorded by doctors.

In current research, there are three main classification 
problems in this research: whether suffer from complica-
tions; whether suffer from SLPVA; whether suffer from 
AHIP. Therefore, the original dataset were decomposed 
into three sub datasets accordingly. Because of the classi-
fication problems in this research are non-numerical clas-
sification problems, random forest and Naïve Bayesian 
classifier which can tackle non-numerical classification 
problems were selected to complete classification tasks. 
Additionally, the mechanism of these two classification 

Table 1 The specification of attributes in dataset

NO. of Attribute (attribute name) Values

1. Gender Male, female

2. Secondary IOL placement Yes, no (primary IOL placement)

3. Operation mode Lens aspiration (I/A), lens aspiration with posterior continuous curvilinear 
capsulorhexis (I/A + PCCC), lens aspiration with posterior continuous 
curvilinear capsulorhexis and anterior vitrectomy (I/A + PCCC + A-Vit)

4. Laterality Unilateral cataracts, bilateral cataracts

5. Age at surgery (AS) 1, 2, 3, 4, 5, 6, 7

6. Area of cataracts (AC) Large, small

7. Density of cataracts (DC) Dense, sloppy

8. Position of cataracts (PC) Covering the central area of lens, not covering the central area of lens

9. Nystagmus Yes, no

10. Microphthalmia Yes, no

11. Microcornea Yes, no

12. Persistent hyperplastic primary vitreous (PHPV) Yes, no

Fig. 1 Three grading standards of severity of pediatric cataracts. a the area of cataract is small; b the area of cataract is large; c the density of the 
cataract is sloppy; d the density of the cataract is dense; e the cataract covers the central area of lens; f the cataract does not covering the central 
area of lens
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methods are pretty easy to understand and there are so 
many packages can be directly used to implement.

Overview of methods
There are some common ways to tackle an imbalanced 
dataset, such as over sampling [16] (e.g., SMOTE [17]), 
under sampling [18] (e.g., clustering based under sam-
pling [19]) and cost sensitive classification [20, 21]. Cost-
sensitive method requires a cost matrix or a modified 
algorithm mechanism and architecture, which is more 
difficult for specific application. Therefore, SMOTE (Syn-
thetic Minority Oversampling Technique) was adopted 
as an over sampling method to preprocess the dataset. 
Apriori algorithm and genetic feature selection were used 
to explore which combinations of factors are more likely 
to cause complication and which factors are more related 
with complications, respectively. Because the attributes 
in the dataset is non-numeric value, we choose Naïve 
Bayesian classifier and random forest to predict the post-
operative complication of pediatric cataract patients.

Apriori algorithm
Association rules mining [22] is a useful technology that is 
first used to analyze the shopping basket to find some shop-
ping habits hidden in the shopping list of consumers and 
thus is used to promote sales. This method has been applied 
in many fields to discover the meaningful knowledge in spe-
cific problem, such as fault diagnosis of power transformers 
[22] and the detection of industrial intrusion [23].

The most commonly used algorithm to mine associa-
tion rules is Apriori [23], which utilizes minimum  sup-
port (the frequency of an itemset appeared in dataset for 
screening out the frequent item-set) to sift out the fre-
quent k-item sets and  then selects the association rules 
whose confidence is larger than the minimum confidence 
from frequent k-item set. In the first stage of the Apriori 
algorithm, with the assistance of a transcendental property 
that the nonempty subset of the frequent item set must be 
frequent, the Apriori algorithm finds the most common 
occurring mode (k-item set) whose support is larger than 
or equal to the minimum support that is set ahead until 
the (k + 1)-item set produced from k-item set is empty; 
Then Apriori algorithm checks the confidence of every 
rule and retains only the rules with higher confidence. The 
confidence of an association rule is computed as Eq. (1).

The association rules will come into being as many impli-
cations with the format “ a → b ” using the Apriori algo-
rithm, where a and b are the antecedents and consequents 
of association rules, respectively. The minimum support 

(1)Confidence(a → b) =
Frequency(a ∪ b)

Frequency(a)

is set as 0 to let all items combine freely to produce asso-
ciation rules without considering their support and con-
fidence. Because the aim is finding out the combinations 
of attributes which will or will not bring complication, 
the rules whose consequents are whether a patient suf-
fers from complications (SLPVA and AHIP) are sifted out 
preliminarily. At last, the pairs of association rules with the 
same antecedent and different consequents will be sifted 
out again with Eq. (2), which means that the confidence of 
the pair of association rules should be far from each other 
mutually, where threshold is a parameter.

where, a → b and a → b′ are a pair of association rules 
with the same antecedent and different consequents. 1 
and 0 refer to suffering from complications (SLPVA and 
AHIP) and not suffering from complication (SLPVA 
and AHIP), respectively. The association rules mining 
is widely applied in biomedical fields, such as microbial 
energy prospection [24], pollution epidemiology [25].

SMOTE
SMOTE is a commonly used over-sampling technique for 
tackling imbalanced dataset. It used the k-nearest neighbor 
of each minority sample to produce more minority samples 
to offset the imbalance between majority class and minor-
ity class. The new minority samples is the linear combina-
tion of a minority sample and one of its nearest neighbor. 
Non-numerical minority data can also be preprocessed 
with SMOTE in a similar manner. In current research, we 
choose SMOTE as a comparison.

Naive Bayesian classifier
Naive Bayes classifier [26–28] based on Bayes theorem and 
assumes all attributes are independent is a simple yet useful 
pattern recognition method. Given sample (x, y) is a sample 
to be classified in multi-class classification problem, where 
x = [x1, . . . , xs] , y ∈

{

y1, . . . yo
}

 , S and o are the attribute 
vector, label, the number of attributes and the number of 
classes, respectively. Naive Bayes classifier compute prob-
abilities P

(

y1|x
)

, . . . ,P
(

yo|x
)

 , and then classify the sample 
into the class with largest probability. These probabilities 
could be estimated with Bayes theorem [29, 30] which 
is shown as Eq. (3), then the label of a new sample can be 
computed with Eq. (4).

(2)

Confidence(a → b)

Confidence(a → b′)
≥ Threshold, b = ¬b′, b ∈ {1, 0}

(3)P
(

yj|x
)

=
P
(

x
∣

∣yj
)

P(x)
j = 1, . . . , o

(4)Label = max
j

p
(

yj|x
)

j = 1, . . . , o
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Because of the assumption that all attributes are inde-
pendent and same denominator of Eq. (3) for all classes, 
the probabilities could be converted to be Eq. (5):

Naive Bayes classifier has been applied in a plenty of 
fields, such as detection of cardiovascular disease risk’s 
level [31], identification of hot spots in protein structures 
[32].

Random forest
Random forest is an effective ensemble classifier that 
originates from decision tree, and this classifier can effec-
tively avoid overfitting, which is a common issue with 
normal decision trees. Therefore, the decision tree is 
introduced first.

Decision tree [33, 34] is a type of classifier that regards 
the dataset to be an entire set, yet recursively divides this 
set into subsets as well according to a certain standard. 
During the latter process, all subsets are divided to the 
extent that they have no attributes to divide further or 
all samples in every subset belong to a uniform category. 
Decision tree has been applied in many fields, such as 
industrial safety [34], power [35] and financial behavior 
prediction [36].

There are three common standards to partition the 
dataset into subsets, namely, information gain, gain ratio 
and Gini index [37].

Random forest [38, 39] is an excellent ensemble learn-
ing algorithm that combines many decision trees with 
partial samples and partial attributes that are randomly 
selected from the whole dataset. Finally, the label of a 
testing sample is decided by voting in accordance with 
all decision trees of the random forest. Therefore, over-
fitting problem can be avoided effectively. The current 
research adopted this algorithm to predict whether 
a patient will have complications and to classify the 
patients whether suffer from a specific complication. 
Random forest is also popular and widely applied in 
many disciplines, such as prediction of double-strand 
DNA breaks [40], localization of prostate cancer [39] and 
computational bioinformatics [41].

Genetic feature selection
Next, genetic feature selection is used to find out which 
factors are more related with the complications of pedi-
atric cataract patients. Genetic algorithm (GA) [42] can 
be used to select attributes that are useful for classifi-
cation or more related to complications in the current 
research, where the fitness evaluation function of GA 

(5)

P
(

x
∣

∣yj
)

= p(yj) = P
(

x1
∣

∣yj
)

. . .P
(

xS
∣

∣yj
)

p(yj)

=

S
∏

i=1

P
(

xi
∣

∣yj
)

p(yj) j = 1, . . . , o

is the accuracy returned by classifier (random forest in 
this paper). In the flow of GA, the real factors which are 
associated with labels are searched out. The number of 
iteration steps and the size of population are 50 and 30, 
respectively. Genetic feature selection has been applied 
in many fields, such as image classification [43], text cat-
egorization [44], image feature extraction [45] and signal 
processing [46].

Experimental settings and evaluation indicator
Because this classification problem (prediction of post-
operative complication of pediatric cataracts patients) 
is a multi-label learning problem [47], common solu-
tion for this type of classification problem is to decom-
pose the problem into several binary classification ones. 
At the same time, the dataset is imbalanced, so the sam-
ples of the minority class are fed into SMOTE to produce 
more minority samples. Consequently, there are three 
corresponding datasets for three binary classification 
problems (whether a patient suffers from complications; 
whether a patient suffers from SLPVA; whether a patient 
suffers from AHIP). The samples having complications 
(SLPVA and AHIP) are positive samples and the samples 
without complications (SLPVA and AHIP) are negative 
samples. Three-fold cross validation was adopted to per-
mit a fair comparison of these methods.

All of the methods were implemented with MATLAB 
R2016a on a personal computer with an Intel 2.80 GHz 
i5 processor, 8G RAM. The objective of our study was to 
predict the complication of pediatric cataracts patients; 
the measures that were employed to evaluate the perfor-
mance are shown as Eqs. (6–11):

where P and N are the number of positive samples and 
negative samples, respectively; TP indicates the num-
ber of positive samples classified into the positive class; 
FN denotes the number of positive samples classified 
as negative samples; TN is the number of negative sam-
ples recognized as negative samples; and FP refers to the 
number of negative samples identified as positive sam-
ples. In addition, the ROC (receiver operating character-
istics) curve, which indicates how many positive samples 

(6)Accuracy = (TP + TN )/(P + N )

(7)Precision = TP/(TP + FP)

(8)Sensitivity (TPR, Recall) = TP/(TP + FN )

(9)
FNR (false negative rate) = 1− Sensitivity = FN/(TP + FN )

(10)Specificity = TN/(TN + FP)

(11)
FNR (false positive rate) = 1− Sensitivity = FP/(TN + FP)
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are recognized conditioned on a given false positive rate 
and AUC (area under curve) which means the area of 
the zone under ROC curve are also adopted to assess the 
performance [48].

Results
At first, we provide a part of the association rules mined 
out by Apriori algorithm in Additional file 1: Tables S1–
S3. Then the postoperative complications of pediatric 
cataracts patients were predicted with random forest 
and Naïve Bayesian classifier. Then the contributing fac-
tors for the postoperative complications were found out 
with genetic feature selection. Finally, we used additional 
50 data to verify the performance of random forest and 
Naïve Bayesian classifier, the accuracies of them are over 
65% for three classification problems.

Results of association rules mining
In order to find out the combination of factors which can 
cause complications with bigger probability, the Apriori 
algorithm is used to mine out the association rules about 
the complications.

Classification performance of RF and NB
The prediction of postoperative complication of pediatric 
cataracts patients is carried out with random forest and 
naïve Bayes classifier. The evaluation indicators for ran-
dom forest and Naïve Bayes classifier with three different 
datasets that are preprocessed with SMOTE or original 
datasets in terms of three binary classification problems 
(whether a patient suffers from complications; whether 
a patient suffers from SLPVA; whether a patient suffers 
from AHIP) are shown in Table  2, where the format of 
these data is µ± δ ( µ is the mean value, δ is the stand-
ard deviation). The ROC curves combining AUC values 
in three binary classification problems with datasets pre-
processed with SMOTE are shown in Fig.  2. The num-
ber of trees in random forest influences the classification 
performance and we investigate the relationship between 
them. Three classification problems were repeatedly 
solved with different number of trees and their accuracies 
are shown as Fig. 3.

Results of genetic feature selection
Next, we applied genetic algorithm (GA) combined with 
random forest to study which factors affect the com-
plication, where the classification accuracy is used as 
the fitness of GA. Because GA is a type of probabilistic 
heuristic algorithm that involves random factors, the 
experiment was repeated ten times and the best result 
was selected as the final result. The experimental result 
shows that the accuracy for the first binary classification 
problem (whether suffers from complications) can reach 

0.783 without using the gender and age at surgery (AS) 
attributes. The accuracy of the second binary classifica-
tion (whether suffers from SLPVA) problem can reach 
0.795 without the secondary IOL placement, operation 
mode, age at surgery and area of cataracts (AC) attrib-
utes. The accuracy of the third binary classification prob-
lem (whether suffer from AHIP) can reach 0.836 without 
gender, operation mode and laterality.

Additional testing
We used additional 50 samples to test performance of RF 
and NB, the accuracies reach 65% for three classification 
problems, respectively. The detailed information about 
additional testing is shown in Table 3. Figure 4 shows the 
ROC curves for additional testing. There are 27 samples 
do not suffer from complications; 18 samples suffer from 
SLPVA; 11 samples suffer from AHIP and five samples 
suffer both SLPVA and AHIP.

Webserver of decision‑making system
We developed and deployed a web based system to facili-
tate the prediction of complication levels for doctors and 
to show the association rules about complication. This 
system serves two functions: judging whether a patient 
suffers from complications or the specific type of com-
plication using random forest as the flowchart shown in 
Fig. 5 and showing the association rules after user inputs 
parameter threshold for three types of problems. We 
provide two language versions (English and Chinese) for 
users and this web server is freely available at (English 
version) http://120.27.126.89:5001/optio n_xian (Chinese 
version) http://120.27.126.89:5001/optio n_xianc h.

Table 2 Performance indicators in  three binary 
classification problems

Method Accuracy FNR FPR

Problem 1: Whether a patient suffers from complications

 Random forest – 0.757 ± 0.025 0.414 ± 0.031 0.128 ± 0.013

SMOTE 0.762 ± 0.019 0.231 ± 0.013 0.220 ± 0.037

 Naïve Bayesian – 0.748 ± 0.025 0.465 ± 0.042 0.887 ± 0.023

SMOTE 0.751 ± 0.032 0.270 ± 0.043 0.208 ± 0.044

Problem 2: Whether a patient suffers from SLPVA

 Random forest – 0.810 ± 0.014 0.621 ± 0.089 0.071 ± 0.023

SMOTE 0.753 ± 0.069 0.257 ± 0.054 0.258 ± 0.044

 Naïve Bayesian – 0.782 ± 0.014 0.155 ± 0.043 0.449 ± 0.100

SMOTE 0.782 ± 0.043 0.244 ± 0.065 0.267 ± 0.025

Problem 3: Whether a patient suffers from AHIP

 Random forest – 0.838 ± 0.024 0.580 ± 0.050 0.015 ± 0.014

SMOTE 0.813 ± 0.016 0.228 ± 0.055 0.265 ± 0.025

 Naïve Bayesian – 0.847 ± 0.033 0 ± 0 0.321 ± 0.043

SMOTE 0.816 ± 0.037 0.225 ± 0.047 0.265 ± 0.074

http://120.27.126.89:5001/option_xian
http://120.27.126.89:5001/option_xianch
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Discussion
The number of association rules that are sifted out 
decreases while the threshold increases. The antecedents, 
consequents and confidences of all association rules are 
summarized to be three categories of tables, contributing 

as a part of experimental result. The reason why these 
steps are adopted is that we want to obtain some discri-
minant association rules that can provide some evidence 
about complications and whose consequences is differ-
ent, but the reliability of these rules need to be verified 
with more clinical data. Some discriminant combinations 
of attributes (antecedent) can reflect the power of attrib-
utes for classification, such as secondary IOL replace-
ment and gender used for classifying whether suffers 
from complications. However, these association rules 
need to be testified with more clinical data. The relation-
ship between threshold and the number of associations 
rules is shown as Fig. 6.

These association rules can provide some reference for 
doctors to predict postoperative complication of pedi-
atric cataracts. For example, a male patient whose age is 
between 13 and 18 months will be more unlikely to suffer 
from AHIP after the surgery on the basis of threshold = 6, 
which is shown in Additional file 1: Table S3.

SMOTE  algorithm17 is a common over sampling 
method for imbalance dataset classification, it randomly 
sampling two samples from dataset and linearly com-
bined them to be a new sample until imbalanced classes 
become balance. Here we used nominal SMOTE that is 
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Table 3 The performance of RF and NB for additional testing

Problem Algorithm Accuracy Sensitivity Specificity

Whether a patient suffers from complications Random forest 0.700 0.625 0.769

Naïve Bayesian 0.700 0.731 0.667

Whether a patient suffers from SLPVA Random forest 0.720 0.667 0.722

Naïve Bayesian 0.660 0.611 0.688

Whether a patient suffers from AHIP Random forest 0.700 0.636 0.718

Naïve Bayesian 0.660 0.545 0.692
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the extension of SMOTE in nonnumeric variables. All 
data were divided into multiple parts for cross-validation 
and then were preprocessed by SMOTE. Validation data-
set is not preprocessed with SMOTE.

Sensitivity and specificity can be computed with FNR 
and FPR, so values for some sensitivity and specificity 

indices are not shown. We also use original dataset to 
perform these classification problems. SMOTE can 
effectively improve the classification performance. The 
classification performance with original dataset is so 
imbalanced, while SMOTE can relieve this condition to 
a certain extent.
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Fig. 4 ROC curves and AUC values for additional testing

Fig. 5 Flowchart of postoperative complication prediction. (At first, the inputted data is preprocessed with data discretion method. Then one of the 
three models is applied to distinguish whether a patient suffers from complication. If the patient is not normal, then the remaining two models are 
used to judge whether the patient has two types of complication. If the patient is judged to be normal, the remaining two models will not be used)
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Conclusion
To predict the postoperative complication of pediatric 
cataracts, SMOTE is employed to preprocess dataset 
and then two types of classifier (random forest and naïve 
Bayes classifier) was exploited to classify samples with 
or without complication (two types of complication). 
All average accuracies in solving three binary classifica-
tion problems are over 91%, and one is even reaching 
95%. Then real factors that are more related to the com-
plications were identified with genetic feature selection. 
Besides, the association rules that hide in the dataset 
can also provide some evidence about complication to 
assist doctors in treatment. Finally, additional 50 data 
were used to test the performance of RF and NB, and 
both the accuracies of them reach 65% for three classifi-
cation problems. All these verified methods and models 
were integrated into a medical decision making system to 
help doctors to predict the postoperative complication of 
Pediatric Cataract Patients. In the future, more informa-
tion, such as medication during pregnancy and genetic 
information, can be put into dataset to predict complica-
tions more accurately. As a type of rare disease, the data 
of pediatric cataracts is not enough. Therefore, we hope 
the on-line system in current research can assist in col-
lecting more data and support the multicenter study in 
the future.

Additional file

Additional file 1: Table S1. Association rules about whether a patient 
will have complications (threshold = 6). Table S2. Association rules about 
whether a patient will have the first type of complication (threshold = 7). 
Table S3. Association rules about whether a patient will have the second 
type of complication (threshold = 4).
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