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Abstract 

Background:  Despite the morphological diversity of animals, their basic anatomical patterns—the body plans in 
each animal phylum—have remained highly conserved over hundreds of millions of evolutionary years. This is attrib-
uted to conservation of the body plan-establishing developmental period (the phylotypic period) in each lineage. 
However, the evolutionary mechanism behind this phylotypic period conservation remains under debate. A variety of 
hypotheses based on the concept of modern synthesis have been proposed, such as negative selection in the phy-
lotypic period through its vulnerability to embryonic lethality. Here we tested a new hypothesis that the phylotypic 
period is developmentally stable; it has less potential to produce phenotypic variations than the other stages, and this 
has most likely led to the evolutionary conservation of body plans.

Results:  By analyzing the embryos of inbred Japanese medaka embryos raised under the same laboratory condi-
tions and measuring the whole embryonic transcriptome as a phenotype, we found that the phylotypic period has 
greater developmental stability than other stages. Comparison of phenotypic differences between two wild medaka 
populations indicated that the phylotypic period and its genes in this period remained less variational, even after 
environmental and mutational modifications accumulated during intraspecies evolution. Genes with stable expres-
sion levels were enriched with those involved in cell-cell signalling and morphological specification such as Wnt and 
Hox, implying possible involvement in body plan development of these genes.

Conclusions:  This study demonstrated the correspondence between the developmental stage with low potential 
to produce phenotypic variations and that with low diversity in micro- and macroevolution, namely the phylotypic 
period. Whereas modern synthesis explains evolution as a process of shaping of phenotypic variations caused by 
mutations, our results highlight the possibility that phenotypic variations are readily limited by the intrinsic nature of 
organisms, namely developmental stability, thus biasing evolutionary outcomes.
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Background
Phenotypes of animals are not freely changeable dur-
ing evolution. For example, basic anatomical features 
of animals in the same phylum, or the body plan, have 
exhibited striking conservation throughout hundreds of 
millions of years of evolution [1]; this is often regarded 
as a typical example of phylogenetic inertia [2, 3]. How-
ever, the factors driving this strict conservation remain 
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a matter of debate. Recent findings have supported the 
classic idea [4, 5] that one of the main biasing factors for 
this conservation exists in embryogenesis itself. The body 
plan establishing phase—the phylotypic period [4–6]—
has been a continuous target of conservation through-
out vertebrate evolution [7–14]. In the meanwhile, few 
mechanisms have been proposed for the conservation of 
the phylotypic period. One idea was that the phylotypic 
period remained conserved due to the near absence of 
diversifying selective pressure, when compared to varia-
ble earlier and later stages which are susceptible to adap-
tive changes [15, 16]. Along with this, Liu et  al. found 
more frequent signatures of positive selections on poten-
tial regulatory regions utilized in the earlier and later 
Drosophila embryonic stages than their mid-embryonic 
stages [17]; however, whether the positive selection per 
se is sufficient for the hourglass-like divergence remained 
to be clarified. With this regard, Zalts et  al. tested this 
by experimental evolution of nematodes under near 
absence of positive selection [18] and demonstrated that 
mid-embryonic phase show highly conserved among 
the experimental lines established under this condition. 
This indicates that absence of positive selection per se 
may not be sufficient to explain the conservation of the 
phylotypic period. Indeed, considering the rapid accu-
mulation of mutations by neutral evolution, it is reason-
able, at least theoretically, to assume that the absence of 
positive selection has much less to do with retainment 
of phenotype through hundreds of millions of evolution-
ary years. Alternatively, another contrasting idea was 
that relatively strong negative (purifying) selection acted 
on the phylotypic period through embryonic lethality 
[5, 19]. We previously tested this using three vertebrate 
species and found that not only lethality rate under the 
development of healthy condition, but also under harsh 
conditions such as development after ultraviolet (UV) 
irradiation up to lethal dose 50 (LD50), treatment of tran-
scriptional inhibitors, nor translational inhibitors did not 
lead to higher lethality rate in the phylotypic period [20]. 
These suggest that neither near absence of diversifying 
selections, nor strong negative selection through embry-
onic lethality to the phylotypic period is not sufficient to 
explain its evolutionary conservation.

Alternatively, an attractive but untested scenario is that 
the phylotypic period has limited potential for generating 
phenotypic variations; the lack of new phenotypic varia-
tions would decelerate diversification, even under diver-
sifying positive selection. In accordance with this idea, 
our previous study suggested that the phylotypic period 
buffers mutational or environmental perturbations, or 
both, to create phenotypic variations [20], suggesting 
its highly canalized [21, 22] status. Consistent with this 
idea, studies using Drosophila reported that the potential 

phylotypic period in arthropods showed a regulatory fea-
ture of robustness in gene expression patterns against 
stochastic noise [23]. A theoretical study [24] further pre-
dicted that this canalized status is an emergent property 
of developmental stability, a feature by which the same 
phenotype is shown under developmental noise but with-
out mutational and environmental perturbations [25]. 
In other words, under this prediction, stable phenotypes 
which show fewer stochastic phenotypic variations not 
only leads canalized status, but also to their evolution-
ary conservation [26, 27]. However, this scenario awaits 
empirical verification. Here, by using both highly homo-
geneous inbred and naturally diversified wild medaka 
populations, we tested this hypothesis by estimating 
canalized status, developmental stability, and their rela-
tionship to evolutionary conservation. Since the phe-
notypic conservation of the phylotypic period has been 
verified by comparing whole embryonic transcriptomes, 
with an assumption that it reflects similar composition 
of cell types, we also followed this strategy. Specifically, 
by measuring the whole embryonic transcriptome as 
the embryo phenotype, we evaluated canalized status as 
a reduction in the abundance of variations against the 
mutations and environmental changes experienced dur-
ing intraspecies evolution of populations. Developmen-
tal stability was estimated as a reduction in variable gene 
expression in inbred twins of the same gender.

Results
Our previous study indicated that phylotypic periods of 
vertebrates are robust against extreme mutational and 
perturbations under laboratory conditions [20], implying 
their canalized status. We tested here whether the phy-
lotypic period of medaka [7, 10, 12, 28] also had cana-
lized status against mutations accumulated under natural 
conditions. For this purpose, we used two wild popula-
tions of medaka (Oryzias latipes), namely the Kasasa and 
Oura populations, which reside in the same river system 
within 5 km apart from each other. Gene expression pro-
files obtained from individual embryos were compared as 
multivariate phenotypes [10, 14] (Fig. 1a,b). As expected, 
the results indicated that the smallest inter-individual 
variations between the two wild populations were found 
at stage (st.) 23.5 and st. 28, in the previously identified 
phylotypic period in medaka [7, 10, 12, 28] (Fig. 1c). This 
canalized trend was also corroborated by comparisons 
between more genetically distantly related medaka pop-
ulations (Hd-rR vs. Kasasa, P = 3.3 × 10–50; Hd-rR vs. 
Oura, P = 9.7 × 10–53; Kruskal–Wallis tests; Additional 
file 1: Figure S1). These results not only indicate that the 
phylotypic period remained conserved during the diver-
sification of medaka populations, but it also implies that 
the phylotypic period has limited potential for creating 
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phenotypic variations, even with the genetic mutations 
accumulated during the intraspecies period of evolution.

However, these findings do not necessarily indicate that 
the phylotypic period has less potential to produce phe-
notypic variations than other stages, because the muta-
tions accumulated during the diversification of these 
medaka populations could have contributed to pheno-
typic diversification at earlier and later stages. We there-
fore set out to determine whether the phylotypic period 
has developmental stability—in other words, whether 
there are relatively few phenotypic variations, even in the 
absence of mutational effects, but in the presence of the 
stochastic noises that arise during development.

As an approximation of developmental stability, we 
carefully measured variations in the whole embry-
onic transcriptome between gender-matched twins of a 
highly inbred medaka line (Hd-rR) raised in exactly the 
same environment (13 to 25 pairs for each developmen-
tal stages). This comparison between twins, rather than 
comparison among multiple embryos within a popula-
tion, enables us to measure developmental stability with 
minimal biases from unwanted factors, such as standing 
genetic variations, differences in parental and environ-
mental conditions. Although the inbred medaka still had 
minor genetic differences among individuals, we con-
firmed that the nucleotide substitution rate between the 
gender-matched twins was much smaller (0.0043%) than 
those in the wild types (0.1%, Fig.  1d, Additional file  1: 
Figure S1). To reduce unwanted bias and noise when 
measuring transcriptomic variations by distance index 
between the gender-matched twins, we (i) adjusted the 
RNAseq read depths to avoid bias against expression lev-
els (Additional file  1: Figure S2a, b); (ii) confirmed that 
the resolution of the distance index was high enough to 
classify different samples (Additional file 1: Figure S2c-e); 
and (iii) further controlled for technical errors by adopt-
ing only those genes that showed significantly larger 
deviations in inbred-twin samples than in technical rep-
licates (Additional file 1: Figure S3).

After careful measurement of the phenotypic variation 
between the inbred twins, we found that the phylotypic 
period (st. 23.5, st. 28) [7, 10, 12, 28] had significantly 
smaller phenotypic variation than the earlier and later 
stages (Fig.  1e), indicating that it had greater develop-
mental stability against stochastic noises in the phylo-
typic period with minimal mutational effects. This trend 
of stability was consistently observed in analyses with 
male- and female-specific embryos, with genes associ-
ated with the developmental process, and with constitu-
tively expressed genes (Additional file 1: Figure S4a-c). A 
similar trend was observed for all five categories of genes 
grouped by expression level (Additional file  1: Figure 
S4d). These results, together with the robust, canalized 
nature of the phylotypic period against extreme muta-
tional or environmental perturbation [20], suggest that 
the phylotypic period have high stability and canalized 
status, which may have led to its evolutionary conserva-
tion through lower potential to produce phenotypic vari-
ations than other stages.

To test whether the developmental stability of the phy-
lotypic period arose from the cumulative effects of sta-
bility in individual genes, we next evaluated the stability 
of each gene expression level by using gender-matched 
inbred twins (Additional file 1: Figure S5a). As expected, 
there was enrichment of genes expressed at stable levels 
in the phylotypic period (st. 23.5 and st. 28) [7, 10, 12, 28]. 
A similar result was obtained, with intraspecies conser-
vation of expression levels, between wild strains (Addi-
tional file  1: Figure S5b). However, this result has to be 
interpreted cautiously, as we did not control for a major 
factor potentially confounding both stability and con-
servation, namely, expression level [29–33]. To correct 
for this potential confounding factor, we used a running 
median correction [31], given that the expression levels 
of the genes were non-linearly correlated with their sta-
bility and conservation (Additional file 1: Figure S5c). In 
short, the median stability value was calculated for genes 
with similar expression levels (basically by using a sliding 

(See figure on next page.)
Fig. 1  Correspondence between evolutionary conservation and phenotypic variation during embryogenesis in medaka embryos. a Schematic 
representation of the relationship between developmental stability and evolutionary conservation of the body plan establishment period in 
vertebrates [4, 5, 7, 10–12]. This hypothesizes that phenotypic variation in the absence of genetic diversity (right) is correlated with evolutionary 
diversity (left). b Wild medaka populations (Kasasa and Oura) used for measuring microevolutionary conservation. Whole embryonic transcriptomes 
were compared between gender-matched embryos from each population raised in the same environment. c Microevolutionary conservation 
evaluated in four developmental stages. Variance of distribution of differential gene expression levels was used to represent intraspecies phenotypic 
differences (See also ‘Methods’). d An inbred medaka strain (Hd-rR) was used to estimate phenotypic variations. Whole embryonic transcriptomes of 
gender-matched twins raised in the same environment were compared. e Whole embryonic phenotypic variations were quantified by the variance 
of distribution of differential gene expression levels (See also ‘Methods’). The Kruskal–Wallis test (P value shown) followed by multiple comparisons 
(Steel–Dwass) indicated that st. 23.5 and st. 28 had significantly smaller phenotypic variation and intraspecies diversity than the earlier and later 
stages (st. 15 vs. st. 23.5, P = 8.4 × 10–3; st. 15 vs. st. 28, P = 1.1 × 10–3; st. 15 vs. Hatch, P = 1.3 × 10–2; st. 23.5 vs. st. 28, P = 0.91; st. 23.5 vs. Hatch, P 
= 1.3 × 10−2, st. 28 vs. Hatch, P = 1.3 × 10−2) and significantly smaller phenotypic variation (st. 15 vs. st. 23.5, P = 4.7 × 10−2; st. 15 vs. st. 28, P = 
1.7 × 10−2; st. 15 vs. Hatch, P = 5.7 × 10−2; st. 23.5 vs. st. 28, P = 0.79; st. 23.5 vs. Hatch, P = 1.1 × 10−2; st. 28 vs. Hatch, P = 5.8 × 10−3). Box plots: 
centre line, median; box limits, upper and lower quartiles; whiskers, 1.5× interquartile range; points, outliers (d, e)
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Fig. 1  (See legend on previous page.)
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501-gene window) and used to correct the potential bias 
of expression level toward stability (Additional file 1: Fig-
ure S5d, e; see also ‘Methods’) [31].

Consistent with pioneering studies based on unicel-
lular organisms [34, 35], our results indicated that genes 
with smaller expression variation (calculated between 
the gender-matched inbred twins) tended to show more 
conserved expression levels at the microevolution-
ary scale in multicellular organisms (Fig.  2a, Hd-rR vs. 
Kasasa, Spearman’s rho = 0.62–0.78, P < 1.1 × 10–150; 
Hd-rR vs. Oura, Spearman’s rho = 0.61–0.80, P < 1.2 
× 10–145; test of no correlation). Importantly, we con-
firmed that this tendency could not be explained by the 
noises arising from technical errors (Fig. 2a, yellow dots). 
What is more, weak but significant correlations (Spear-
man’s rho around 0.18 to 2.0) between stability and con-
servation were detected at the macroevolutionary scale. 

Specifically, by comparing 1:1 orthologs expressed in the 
phylotypic periods of other vertebrates (zebrafish, chick-
ens, and mice) and medaka, we found that genes with 
low expression-level variation in medaka tended to show 
conserved expression levels in the species used for com-
parison (Fig. 2b). Of note, the genes with the least expres-
sion-level variation included those known to be involved 
in morphological patterning, such as Hox and Wnt genes 
(Fig.  2c, Additional file  1: Figure S6). These results sug-
gest that developmentally stable genes tend to have con-
served expression levels and may have contributed to 
conservation of the phylotypic period.

To look for a potential link between genes with sta-
ble expression levels and conservation of the phylotypic 
period, we next searched for a potential link with pleio-
tropic expression. Generally, genes expressed in a vari-
ety of biological processes (e.g. tissues or developmental 

Fig. 2  Genes with low variation between inbred twins tend to have evolutionarily conserved expression levels. a Scatter plots in light blue 
represent the relationship between variation in gene expression levels (x axis, differential expression levels between inbred twins) and intraspecies 
diversity (y axis, expression level difference calculated from Kasasa and Oura medaka embryos). Overlaid scatter plots in yellow represent the 
relationship between gene expression variation (x axis) and the technical error determined from technical replicates (y axis). b Relationships 
between gene expression variation as a reflection of stability in expression levels (x axis) and interspecies diversity (y axis) are shown for the 
macroevolutionarily conserved developmental period (st. 23.5) [7, 10, 12, 28] (left, medaka vs. zebrafish; centre, medaka vs. chicken; right, medaka 
vs. mouse). Spearman’s correlation coefficient between each variation of expression level is shown in each plot. P values are given for the test of no 
correlation. c Among the 10% of genes with the smallest variation detected at st. 23.5 and st. 28, representative genes associated with anatomical 
pattern development (GO:0048856) and anatomical structure formation involved in morphogenesis (GO:0048646) are shown. Tissues of expressed 
regions were referenced or deduced from studies in related vertebrates [36].
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stages)—pleiotropically expressed genes—tend to be 
evolutionarily conserved [37, 38]. Moreover, our recent 
study demonstrated that the phylotypic period is 
enriched with pleiotropically expressed genes [7], and 
this has potentially led to the period’s conservation 
through pleiotropic constraints [37, 38]. Accordingly, 
we tested whether genes with stable expression levels 
tended to show both spatial and temporal pleiotropic 
expression (Fig.  3). Spatial pleiotropy was estimated as 
the number of tissues in which the genes were expressed 
(RNAseq data of 25 adult medaka tissues were obtained 
for this), and temporal pleiotropy was estimated as the 
number of developmental stages in which the genes were 
expressed (RNAseq data of 16 developmental stages 
[39]). Consistent with previous studies, the expres-
sion levels of genes with spatial and temporal pleio-
tropic expression tended to be evolutionarily conserved 
(Fig. 3). Importantly, we also found a moderate but sig-
nificant correlation between low expression variability 

and pleiotropic expression (Fig. 3 and Additional file 1: 
Figure S7). These results imply that Cis-regulatory fac-
tors could be a link among the pleiotropic, stable and 
conserved statuses of gene expression levels. However, 
no sign of this link was found in our further analyses. In 
brief, we analysed whether gene expression stability or 
microevolutionary conservation of gene expression was 
correlated with any features of the regulatory region [40] 
as determined by using assay for transposase accessible 
chromatin sequencing (ATAC-seq) data [28] (Additional 
file 1: Figure S8a-d); the mutation rate (Additional file 1: 
Figure S8e-g); or the TATA-box number [41] (Additional 
file 1: Figure S8h-j). The results showed that length [40], 
number, mutation rates, and TATA-box distributions 
[41] of potential regulatory regions do not show signifi-
cant correlation with the stability of gene expression lev-
els (Additional file 1: Figure S8).

Finally, we tested whether genes with stable expres-
sion expressed in st.23.5 and st.28 contributed not only 

Fig. 3  Genes with low expression variability and higher conservation tend to have high pleiotropy of expression. a Twenty-five kinds of tissues 
were each collected from each single adult medaka to avoid overlapping sampling and subjected to RNAseq to analyse the spatial pleiotropy 
of gene expression. Four adults were used for each tissue for this analysis as biological replicates. b The relationship between the number of 
expressed (mean TPM ≥ 1 among the four replicates) tissues and gene expression variation measured at st. 23.5 (left) is shown as a violin plot (left). 
The relationship between gene expression variation in the inbred twins (detected at st. 23.5) and intraspecies diversity is shown in the right panel. 
See also Additional file 1: Figure S7 for results obtained for the other stages. c Sixteen medaka developmental stages were used to analyse the 
relationship between expression variation and temporal pleiotropy. Previously published transcriptome data [39] (data on three biological replicates 
for each stage) were utilized. d The relationship between number of stages of expression (mean TPM ≥ 1 among the three replicates) and gene 
expression variation at st. 23.5 (left) is shown as a violin plot. A similar analysis against intraspecific diversity is shown in the right panel. In b and d, 
the violin plot represent genes within a 1.5× interquartile range, and the dot in the middle represents the median value. Spearman’s correlation 
coefficient and P values (test of no correlation) are shown in each plot
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to the conservation of the phylotypic period, but also to 
the development of the body plan. Our analysis indicated 
that several representative development-related genes 
were found among the 10% of genes with the least expres-
sion variation in st. 23.5 and st. 28 (Fig.  2c). Although 
Gene Ontology (GO) slim terms related to anatomical 
structure development (GO:0048646, GO:0048856) were 
not found to be significantly enriched among the 10% of 
genes with the least expression variation in the poten-
tial phylotypic period, those involved in cell–cell inter-
actions (cell-cell signalling [GO:0007267], cell junction 
organization [GO: 0034330]) were found to be enriched 
more than 2 times compared with the remaining 90% of 
genes in st. 23.5 and st. 28 (Additional file 1: Figure S9). 
The GO-term-related genes included Wnt10b, axin1, 
shank3a, trpm7, and gpc3 (Additional file  2: Table  S1). 
Wnt10 is known to be important for midbrain–hindbrain 
boundary formation [42], whereas gpc3 is involved in 
regulation of hedgehog signalling and leads to a variety 
of phenotypes (including overgrowth and facial deforma-
tion) when mutated [43]. These results suggested that the 
genes with stable expression levels included those criti-
cally involved in body plan, albeit not as a whole.

Discussion
Our results, together with those of previous studies [20, 
23], indicate that the phylotypic period and its genes are 
not only stable against stochastic developmental noises 
(i.e. developmentally stable) but also robust against muta-
tional and environmental perturbations (i.e. canalized). In 
addition, these stability and robustness of the phylotypic 
period and its genes correlated with intra- and interspe-
cies level of evolutionary conservation, and genes with 
highly stable expression levels were enriched with genes 
involved in cell-cell communications. On the basis of the 
theoretical predictions that phenotypic stability correlates 
with evolutionary conservation [24, 26, 27], together with 
our results, we propose that the high developmental sta-
bility of the phylotypic period has contributed to the con-
servation of the body plan.

A limitation of our study is that we did not measure 
developmental stability in genetically identical individu-
als to completely exclude the effects of minor genetic 
differences. In addition, the mechanisms behind develop-
mental stability and canalization remain largely unclear. 
The cost and careful controls of experimental conditions 
were also barriers for us to add further developmental 
stages. Future studies, such as experimental evolutionary 
studies using cloned embryos, with improved develop-
mental time resolution would provide further solutions 
to the experimental design and answers to the evolution-
ary mechanism behind the developmental stability and 
canalization.

Extended modern synthesis explains the evolutionary 
process mainly in terms of the ways in which phenotypic 
variations backed by genetic mutations spread or disap-
pear across generations. Our results highlight the con-
cept that additional bias, toward phenotypic evolution, 
readily exists intrinsically in developmental systems. In 
the near future, this concept may pave the way for us to 
make quantitative predictions of phenotypic evolution on 
the basis of its stability.

Conclusions
By analyzing single-embryonic transcriptomes of medaka 
lines, we found that the phylotypic period shows the 
highest developmental stability under minimal muta-
tional and environmental effects, and this correlated with 
its evolutionary conservation in intraspecies level of evo-
lution. The same correlational relationship between the 
stability and evolutionary conservation was also observed 
for each gene expression level. These results highlight a 
possibility that the body plan establishing, phylotypic 
period has less potential to create phenotypic variations 
along embryogenesis, and this may have contributed to 
limited phenotypic diversity of vertebrate body plan.

Methods
Animal care and embryo sampling
Experimental procedures and animal care were con-
ducted in strict accordance with guidelines approved 
by the Animal Experiments Committee of the Univer-
sity of Tokyo (approval ID: AP19-8 and AP19-10). The 
inbred medaka strain (Hd-rR) was provided by NBRP 
(the National BioResource Project) at NIBB (the National 
Institute for Basic Biology, Aichi, Japan). Two wild 
strains, Kasasa (strain ID: WS1268) and Oura (strain 
ID: WS253), were supplied by NBRP at Utsunomiya 
University (Utsunomiya, Japan). These two strains are 
geographically close to each other and inhabit the same 
river system. They belong to the same sub-species group 
(southern population) as the inbred line Hd-rR [44]. The 
other two wild strains, Kaishi (strain ID: WS1275) and 
Tango (strain ID: WS240), were obtained from NBRP at 
Niigata University (Niigata, Japan). They belong to the 
southern population in Japan but inhabit different river 
systems. All adult medaka were maintained at 28 °C 
under a 14-h light:10-h dark cycle. Fertilized eggs were 
obtained by natural mating and incubated in hatching 
buffer at the same temperature used for keeping adults 
(28 °C). The embryos were carefully staged according to 
the standard developmental table [45]. The number of 
somites was used as a specific criterion to identify the 
stages of the phylotypic period (st. 23.5, fourteen somites; 
st. 28, thirty somites).
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RNA extraction and RNA sequencing
Embryos
After the identification of developmental stages, each 
embryo was homogenized in QIAzol reagent (Qiagen, 
Germantown, MD, USA), and total RNA was isolated 
by using an RNeasy Min Elute kit (Qiagen) in accord-
ance with the standard protocol. Total RNA concentra-
tions were quantified by using a Qubit 2.0 Fluorometer 
(Thermo Fisher Scientific, Waltham, MA, USA) with a 
Qubit RNA HS Assay Kit (Thermo Fisher Scientific). 
RNA quality was evaluated by using a BioAnalyzer (Agi-
lent Technologies, Santa Clara, CA, USA), and only sam-
ples with high-quality scores (RNA Integrity Number 
[RIN] ≥ 9) were used. RNAseq libraries were generated 
by using a TruSeq RNA sample preparation Kit v.2 (Illu-
mina, San Diego, CA, USA) and sequenced by using a 
HiSeq1500 platform (Illumina, 100-bp single read, > 20 
million mapped reads, Additional file 3: Table S2).

Adult tissues
Twenty-five target tissues were chosen from all around 
the adult body and dissected from a single adult individ-
ual to avoid overlapping sampling tissues (Fig. 3a). Four 
biological replicates (two males and two females of the 
d-rR strain) were prepared for each tissue. Dissected tis-
sues were immediately homogenized in QIAzol reagent 
(Qiagen), and total RNA was isolated by using an RNeasy 
Mini kit (Qiagen) in accordance with the standard proto-
col. The quality and concentration of extracted RNA were 
evaluated in the same way as in the experiment done to 
extract RNA from embryos. For RNAseq library prepara-
tion, a TruSeq RNA sample preparation Kit v2 (Illumina) 
was used. The libraries were sequenced as paired-end 
(75-bp) reads on the NextSeq 550 platform (Illumina).

Sex identification of embryos
After total RNA isolation, DNA–protein aggregates were 
precipitated in ethanol–sodium citrate solution (0.1 M 
sodium citrate in 10% ethanol), and DNA was further 
extracted from these aggregates by ethanol precipita-
tion. By using the extracted DNA, the sex of embryos 
was determined by using the PCR-amplifying DMY 
gene, a Y-chromosome-specific gene known to initi-
ate male sex differentiation after stage 34 [46] (forward 
primer sequence: 5′-TGT​AGT​CCA​GAG​GCT​TCG​TC-3′; 
reverse primer sequence: 5′-GGA​CGA​TGA​AGC​AGA​
GTA​GC-3′).

Estimation of gene expression levels from RNAseq data
Adapter trimming was performed by using the trim-
momatic (ver. 0.38) program [47], and the qual-
ity of RNAseq data was evaluated by using FastQC 

(ver. 0.11.8, http://​www.​bioin​forma​tics.​babra​ham.​
ac.​uk/​proje​cts/​fastqc/). The sequenced reads were 
mapped against the reference medaka genome (ver-
sion ASM223467v1) by using HISAT2 (ver. 2.1.0) [48]. 
The mitochondrial DNA sequence from the reference 
genome was removed before the mapping. StringTie 
(ver. 1.3.5, with all the default parameters) [49, 50] 
was used to quantify relative gene expression levels 
(in transcripts per kilobase million [TPM]). Random 
sub-sampling of 20 million reads from the total num-
ber of genome-mapped reads for each sample was per-
formed to avoid bias arising from differences in read 
depth among samples. The log10-transformed TPM lev-
els (namely, log10(TPM+1)) were used in the following 
analysis, where xij represents the log-transformed gene 
expression level of the jth gene in the ith individual. We 
then filtered out genes with low expression, keeping 
those that showed xij ≥ 0.1 for all individuals. Note that 
consistent results were obtained with other expression-
level thresholds ranging from 0 to 1.5 (data not shown).

Identification of genes with significantly greater deviation 
in expression levels from the technical error
In quantifying differences in phenotypes (whole embry-
onic transcriptome) and gene expression levels of same 
genes between individual embryos, bias from technical 
errors had to be reduced as much as possible. To do so, 
only genes showing significantly greater deviation in 
the inbred twin samples than in the technical replicates 
were used. (See also Additional file 1: Figure S5.) Nota-
bly, the deviations in expression of those genes 
expressed at low levels tended to be indistinguishable 
from the technical error. Technical replicates were pre-
pared by pooling RNA from four individual embryos 
into one tube and then dividing the pooled sample into 
four subsamples. This was followed by RNAseq (Addi-
tional file 1: Figure S9). First, the difference in jth gene 
expression 

∣

∣

∣
xij − xkj

∣

∣

∣
 was calculated, where the ith and 

kth individuals are gender-matched twins. The techni-
cal error in jth gene expression was calculated as the 
average of 

∣

∣

∣
xtech,ij − xtech,kj

∣

∣

∣
 over all possible combina-

tions with i ≠ k (six combinations in total) among the 
four replicates, where xtech,ij  is the expression level of 
the jth gene in the ith technical replicate. Then, one-
sided Wilcoxon rank-sum tests for each gene were per-
formed to determine whether the inbred twins’ gene 
expression differences were significantly greater than 
those of the technical replicates (α = 0.01). Following 
the analysis, we used only those genes for which the 
expression differences were significantly larger than the 
technical error.

http://www.bioinformatics.babraham.ac.uk/projects/fastqc/
http://www.bioinformatics.babraham.ac.uk/projects/fastqc/
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Evaluation of whole embryonic developmental stability
The difference in whole embryonic gene expression 
profiles between inbred twins was quantified by calcu-
lating the variance of distribution of the differential 
gene expression levels. Let yikj  be the difference in jth 
gene expression between the ith and kth individuals, i.e. 
yikj =

(

xij − xkj

)

 . Then, the variance was defined as 

V ik
=

1
N

∑

j

(

yikj − yikj

)2
 , where yik  is the average gene 

expression difference across genes and N is the number 
of genes to be analysed. The developmental stability of 
the gene expression profiles was evaluated as the aver-
age of the variance Vikacross gender-matched inbred 
twin pairs.

Evaluation of read‑depth bias toward whole embryonic 
variation
Potential bias from differences in read depth toward 
whole embryonic phenotypic variation was evaluated 
by creating a simulated dataset with different read 
depths. Genome-mapped RNAseq reads were ran-
domly picked with several read depths (3-, 5-, 10-, 15-, 
20-, 25-, and 30-million genome-mapped reads) and 
calculated the variance of distribution of differential 
gene expression (Additional file 1: Figure S3b). The test 
data set was obtained from the sequence data of gen-
der-matched, quadruplet inbred twins (st. 23.5) raised 
in the same environment until sampling. Data for 20 
million reads were created uniformly for all samples, as 
this was the maximum depth that could be obtained for 
all samples.

Evaluation of whole embryonic evolutionary conservation
To quantify the intraspecies diversity of the embry-
onic gene expression profiles, the variance of the dis-
tribution of differential gene expression levels between 
two individuals were used, as defined above. After cal-
culating Vik for the ith Kasasa and kth Oura embryos 
among all possible gender-matched pairs and defined it 
as the intraspecies diversity. Intraspecies diversity was 
also calculated by using the same method as in previ-
ous studies by using 1 − Spearman’s correlation coef-
ficient (rho) [7, 10, 12]. As shown in Additional file  1: 
Figure S4, consistent results were obtained between 1 
− Spearman’s method and the analysis using the vari-
ance Vik. Note that adult fish of the Kasasa and Oura 
strains were kept in the same breeding environment.

Evaluation of gene expression stability
The variation of each gene expression level was calcu-
lated by averaging the expression difference 

∣

∣

∣
xij − xkj

∣

∣

∣
 for 

all inbred twin pairs and defined as the gene expression 

stability of the jth gene. As the variation depends on the 
absolute expression level, we normalized it by using the 
following procedure (Additional file  1: Figure S9). For 
each developmental stage, (1) sort genes by the abso-
lute expression levels averaged over all inbred individu-
als; (2) calculate a running median of the expression 
variation over the absolute expression levels (window 
size 501 genes). In other words, for each gene, the vari-
ation was corrected against those of ± 250 genes with 
similar expression levels; (2a) in the case of windows 
with fewer than 250 genes on either half side (e.g. the 
250 genes with the top or bottom expression levels), 
reduce the window size to give an equal number of 
genes on each side; (3) obtain the corrected expression 
variation by subtracting the corresponding median 
value. This procedure eliminated the dependency of the 
expression variation on the absolute expression level 
(Additional file 1: Figure S9c).

Evaluation of microevolutionary, intraspecies expression 
variation
To determine the intraspecies expression variation, we 
used the same calculation method that was used to evalu-
ate the stability of gene expression. Namely, we calculated 
the expression difference between Kasasa and Oura 
embryos, 

∣

∣

∣
xKasasa,ij − xOura,k

j

∣

∣

∣
 , over all gender-matched 

combinations, where xKasasa,ij  and xOura,k
j  represent the 

expression level of the jth gene of the ith individual in the 
Kasasa population and the kth individual in the Oura 
population, respectively. We then normalized the 
intraspecies expression variation in the same way as for 
inbred twins to eliminate expression-level dependency.

Evaluation of interspecies expression variation
Interspecies expression variation between medaka and 
other species was analysed as the expression difference 
between 1:1 orthologs (defined by reciprocal best BLAST 
hits using the longest peptide for each gene; e-value > 
1e−5, BLAST+ ver. 2.9). The interspecies diversity 
between medaka and other species was also quantified as 
the difference in mean expression levels between 1:1 
orthologs (defined by reciprocal best BLAST hits using 
the longest peptide for each gene; e-value > 1e−5, 
BLAST+ ver. 2.9). Given that there are no perfect coun-
terparts in developmental stages between different spe-
cies, we performed the analysis only for the most 
conserved developmental stage for each species, namely 
the phylotypic period (medaka, st. 23.5; zebrafish, prime-
5; chicken, HH16; mouse, E9.0) [7, 10, 12, 28]. Peptide 
sequences of each species were obtained from the ensem-
ble database (medaka, Ensembl v95/ASM223467v1; 
zebrafish, Ensembl v99/GRCz11; chicken, Ensembl v99/
GRCg6a; mouse, Ensembl v99/GRCm38). For zebrafish, 
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chicken, and mouse, the average expression level of each 
gene was calculated over biological replicates (3 for 
zebrafish, 2 for chicken, and 2 for mouse). For medaka, 
the average expression level was obtained over inbred 
individuals (46 for st. 15, 48 for st. 23.5, 50 for st. 28, and 
26 for Hatch). The interspecies expression variation of 
the jth gene 

∣

∣

∣
xmedaka
j − x

species
j

∣

∣

∣
 using species ∈ {zebrafish, 

chicken, mouse} was then calculated and normalized as 
mentioned above to eliminate expression-level 
dependency.

Developmental genes and genes expressed 
through embryogenesis
Developmental genes
On the basis of gene-associated GO terms obtained 
from the Ensembl database (ver. 95), developmen-
tal genes were defined as those annotated with the 
GO term GO:0032502 [developmental process] or its 
descendant GO terms by using the GO.db package [51] 
(ver. 3.7.0) in R.

Genes expressed throughout embryogenesis
In accordance with previously published RNAseq data 
[39], genes were considered to be expressed throughout 
embryogenesis if they exhibited an average expression 
level among three biological replicates that was higher 
than the threshold (≥ 0.1) across all the sampled develop-
mental stages [39] (16 developmental stages, Fig. 3c).

GO slim enrichment analysis
GO slim terms for each gene were obtained by using 
the R package ‘biomaRt’ (ver. 2.38) [52, 53] with the 
Ensembl 95 medaka genome. After we had extracted 
the 10% of genes with the smallest variations, the GO 
slim terms of the remaining genes were analysed and 
an enrichment analysis was performed. One-sided 
Fisher’s exact tests were performed (false discovery rate 
≤ 0.01, Benjamini–Hochberg procedure for multiple 
comparisons).

Spatial and temporal pleiotropy of gene expression
Spatial pleiotropy of each gene was quantified as the 
number of tissues in which the gene was expressed 
among 25 tissues extracted from adult fish of the medaka 
d-rR strain (the strain of origin of the inbred Hd-rR 
strain). Genes with an average expression level TPM ≥ 1 
among the replicate samples (two males and two females) 
were defined as expressed in that tissue. Temporal pleiot-
ropy of each gene was quantified as the number of devel-
opmental stages in which the gene was expressed among 
the 16 developmental stages [39] (embryos of d-rR strain, 

three biological replicates for each stage). Genes with an 
average expression level TPM ≥ 1 were defined as being 
expressed at that stage.

DNA extraction and genome resequencing
Genomic DNA for each medaka was extracted by using 
a DNeasy Blood and Tissue Kit (Qiagen) with RNase 
treatment. In the case of wild medaka strains (Kasasa 
and Oura strains from the same river system, and 
Tango and Kaishi strains from different river systems), 
one male individual from each strain was collected. 
Two male and two female twins were collected in the 
case of inbred medaka (Hd-rR). After we had evaluated 
DNA quality by using NanoDrop (Thermo Fisher Scien-
tific), DNA libraries were prepared with a TruSeq DNA 
Nano LT Library Prep kit (Illumina, San Diego, CA, 
USA). Sequencing was performed by using a NextSeq 
550 platform (Illumina, paired-end 150-bp reads).

Evaluation of genomic diversity
Quality assessment and adapter trimming of DNAseq 
reads were performed in the same manner as for the 
RNAseq data. The sequence reads were aligned to the 
medaka reference genome (version, ASM223467v1) by 
using Bowtie2 (ver. 2.3.5.1) [54], and then only unique-
hit reads were utilized. The aligned reads were further 
processed by using the ‘AddOrReplaceReadGroups’ 
command in Picard tools (ver. 2.20.8, http://​broad​insti​
tute.​github.​io/​picard/) to assign read groups. Local 
realignment around indels was performed by using 
the Genome Analysis Toolkit [55] (GATK, ver. 3.8-
1) ‘IndelRealigner’ command. For variant calling, the 
samtools [56] (ver. 1.9) ‘mpileup’ command was used, 
with default parameters. In the subsequent analysis, 
only high-quality sites [Phred-scaled quality score > 
30, depth > ×5; filtered by using the bcftools [57] (ver. 
1.9) ‘view’ command] were used. All the vcf files from 
different medaka samples were combined by using the 
‘merge’ command in bcftools (ver. 1.9). PCA analysis 
was performed by using PLINK2.0 [58] (v2.00a2 64-bit, 
www.​cog-​genom​ics.​org/​plink/2.​0/).

Estimation of potential regulatory regions by using 
ATAC‑seq data
Open chromatin regions were first identified by using 
previously published ATAC-Seq data [28] and were 
linked with the closest gene ID via the closest proxi-
mal transcription start site (TSS; done by using the 
‘closest-features’ command implemented in BEDOPS, 
ver. 2.4.37) [59]. Potential regulatory regions were then 
defined as those that overlapped with the distal (±5000 

http://broadinstitute.github.io/picard/
http://broadinstitute.github.io/picard/
http://www.cog-genomics.org/plink/2.0/
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bp from the TSS) and proximal (–100 to +50 bp from 
the TSS) regions. For the ATAC-seq signals located at 
the boundaries of these distal and proximal regions, 
only those that overlapped with more than half of the 
region were used. TSS information for each gene was 
obtained by using the R package ‘biomaRt’ (ver. 2.38) 
[52, 53] with the Ensembl 95 medaka genome.

Single‑nucleotide substitutions in open chromatin regions
The individual genomes of the following populations 
were mapped to the medaka reference genome (ver. 
ASM223467v1): Hd-rR (two males and two females), 
Kasasa (one male), Oura (one male), Kaishi (one male), 
and Tango (one male). Homozygous single-nucleotide 
substitutions from the reference genome were detected 
for sites with sufficient read quality and read depth 
(Phred-scaled quality score > 30, depth > ×5). Single-
nucleotide substitutions within the open chromatin 
regions ±5000 bp around the TSS were assigned to each 
gene and counted across all eight samples.

TATA‑box elements
TATA-box elements in TSS proximal regions (−100 to 
+50 bp) were scanned by using the FIMO web browser 
[60] (ver. 5.3.3; P value cut-off 10−4; reference medaka 
genome, version ASM223467v1). The following four 
motif sequences were used to detect the TATA-box: TAT​
AAA​AA, TAT​AAA​TA, TAT​ATA​AA, and TAT​ATA​TA. 
For ‘TATA’ repeated sequences, any two base shifts were 
counted separately. Those on different DNA strands were 
also counted separately.

Statistics
Biological replicates consisted of embryos from differ-
ent parents and born on different days to appropriately 
represent the population of interest. For statistical tests, 
α level = 0.05 was employed to indicate statistical signifi-
cance throughout the analyses unless otherwise specified. 
To avoid an inflated type I error rate in multiple compari-
sons following the Kruskal–Wallis test, we performed a 
Steel–Dwass test implemented in the R package NSM3 
(ver. 1.12) [61]. For GO slim term enrichment analysis, 
the Benjamini–Hochberg procedure was utilized with 
Fisher’s exact tests.

Abbreviations
UV: Ultraviolet; LD50: Lethal dose 50; TPM: Transcripts per kilobase million; 
ATAC-seq: Assay for transposase accessible chromatin sequencing; GO: Gene 
Ontology; TSS: Transcription start site.

Supplementary Information
The online version contains supplementary material available at https://​doi.​
org/​10.​1186/​s12915-​022-​01276-5.

Additional file 1: Figure S1. Geographical distribution and genetic diver-
sity of Japanese medaka strains, as confirmed by genome resequencing. 
Figure S2. Quantification of phenotypic variation, its read-depth depend-
ency and performance to classify different samples. Figure S3. Selecting 
genes with deviations significantly higher than technical errors. Figure S4. 
Whole embryonic phenotypic variations evaluated in various categories 
of gene sets. Figure S5. Expression-level differences of each gene in wild 
strains and inbred twins and correction for potential bias in gene expres-
sion variation. Figure S6. Representative developmental genes in the 10% 
of those with the highest or the lowest stability in gene expression levels. 
Figure S7. Genes with pleiotropic expression tend to have greater stabil-
ity and higher conservation in microevolution. Figure S8. Features of the 
potential regulatory region did not significantly correlate with either gene 
expression stability or microevolutionary conservation. Figure S9. GO slim 
terms enriched in the 10% of genes with the least expression variation.

Additional file 2: Table S1. List of the genes with the least variation in 
gene expression levels for each stage.

Additional file 3: Table S2. Information on the all transcriptome data 
used in this study about RNAseq conditions, data quality, and repository 
ID.

Acknowledgements
We thank M. Sakaizumi (Niigata University) for generous advice on the 
selection of wild medaka strains. We thank M. Uesaka (RIKEN BDR) for fruitful 
discussions. We thank NBRP Medaka (https://​shigen.​nig.​ac.​jp/​medaka/) for 
providing the Kasasa (Strain ID: WS1268), Oura (Strain ID:WS253), Tango (Strain 
ID: WS240), and Kaishi (Strain ID: WS1275) strains.

Authors’ contributions
N.I. and Y.U. conceived and designed the study. S.S. performed the genome 
sequencing. H.T. provided the medaka keeping facilities. Y.U. collected samples 
and performed the RNAseq experiments. Y.U., C.F., and N.I. analysed the data. 
Y.U. C.F., and N.I. edited the paper. N.I. supervised the project. All authors read 
and approved the final manuscript.

Funding
This work was supported in part by KAKENHI (Grant-in-Aid for Scientific 
Research on Innovative Areas, 17H06387). Y.U. was supported by a Grant-in Aid 
for Japan Society for the Promotion of Science fellows (DC1, 17J06225).

Availability of data and materials
The datasets supporting the conclusions of this article are available in the 
DNA Data Bank of Japan repository through accession numbers DRA012427 
[62] for the developmental transcriptome (experiment number DRX298419–
DRX298634), DRA012432 [63] for tissue transcriptome (experiment number 
DRX298678–DRX298777), and DRA012429 [64] for genome resequencing 
(experiment number DRX298655–DRX298662). R scripts for the analyses in 
this paper are available on GitHub [65].

Declarations

Ethics approval and consent to participate
Experimental procedures and animal care were conducted in strict accord-
ance with guidelines approved by the Animal Experiments Committee of the 
University of Tokyo (approval ID: AP19-8 and AP19-10).

Consent for publication
Not applicable.

Competing interests
The authors declare that they have no competing interests.

https://doi.org/10.1186/s12915-022-01276-5
https://doi.org/10.1186/s12915-022-01276-5
https://shigen.nig.ac.jp/medaka/


Page 12 of 13Uchida et al. BMC Biology           (2022) 20:82 

Author details
1 Center for Biosystems Dynamics Research, RIKEN, 6‑2‑3 Furuedai, Suita, 
Osaka 565‑0874, Japan. 2 NIBB Core Research Facilities, National Institute 
for Basic Biology, Okazaki 444‑8585, Japan. 3 Department of Biological Sciences, 
Graduate School of Science, The University of Tokyo, Tokyo 113‑0033, Japan. 
4 Universal Biology Institute, The University of Tokyo, 7‑3‑1 Hongo, Bunkyo‑ku, 
Tokyo 113‑0033, Japan. 

Received: 15 November 2021   Accepted: 10 March 2022

References
	1.	 Erwin DH, Laflamme M, Tweedt SM, Sperling EA, Pisani D, Peterson KJ. The 

Cambrian Conundrum: early divergence and later ecological success in 
the early history of animals. Science (80- ). 2011;334:1091 LP–097.

	2.	 Blomberg SP, Garland T. Tempo and mode in evolution: phyloge-
netic inertia, adaptation and comparative methods. J Evol Biol. 
2002;15:899–910.

	3.	 Shanahan T. Phylogenetic inertia and Darwin’s higher law. Stud Hist Philos 
Sci Part C Stud Hist Philos Biol Biomed Sci. 2011;42:60–8.

	4.	 Duboule D. Temporal colinearity and the phylotypic progression: a basis 
for the stability of a vertebrate Bauplan and the evolution of morpholo-
gies through heterochrony. Dev Suppl. 1994;120:135–42.

	5.	 Raff RA. The shape of life: genes, development, and the evolution of 
animal form. Chicago: University of Chicago Press; 1996.

	6.	 Sander K. The evolution of patterning mechanisms: gleanings from insect 
embryogenesis and spermatogenesis. In: Goodwin BC, Wylie CG, Holder 
N, editors. Development and Evolution. Cambridge: Cambridge Univer-
sity Press; 1983. p. 137–61.

	7.	 Hu H, Uesaka M, Guo S, Shimai K, Lu TM, Li F, et al. Constrained vertebrate 
evolution by pleiotropic genes. Nat Ecol Evol. 2017;1:1722–30.

	8.	 Irie N. Remaining questions related to the hourglass model in vertebrate 
evolution. Curr Opin Genet Dev. 2017;45:103–7.

	9.	 Irie N, Kuratani S. The developmental hourglass model: a predictor of the 
basic body plan? Development. 2014;141:4649–55.

	10.	 Irie N, Kuratani S. Comparative transcriptome analysis reveals vertebrate 
phylotypic period during organogenesis. Nat Commun. 2011;2:248.

	11.	 Yanai I, Peshkin L, Jorgensen P, Kirschner MW. Mapping gene expression 
in two xenopus species: evolutionary constraints and developmental 
flexibility. Dev Cell. 2011;20:483–96.

	12.	 Wang Z, Pascual-Anaya J, Zadissa A, Li W, Niimura Y, Huang Z, et al. The 
draft genomes of soft-shell turtle and green sea turtle yield insights into 
the development and evolution of the turtle-specific body plan. Nat 
Genet. 2013;45:701–6.

	13.	 Marlétaz F, Firbas PN, Maeso I, Tena JJ, Bogdanovic O, Perry M, et al. 
Amphioxus functional genomics and the origins of vertebrate gene regu-
lation. Nature. 2018;564:64–70.

	14.	 Kalinka AT, Varga KM, Gerrard DT, Preibisch S, Corcoran DL, Jarrells J, et al. 
Gene expression divergence recapitulates the developmental hourglass 
model. Nature. 2010;468:811–6.

	15.	 Slack JM, Holland PW, Graham CF. The zootype and the phylotypic stage. 
Nature. 1993;361:490–2.

	16.	 Kalinka AT, Tomancak P. The evolution of early animal embryos: conserva-
tion or divergence? Trends Ecol Evol. 2012;27:385–93.

	17.	 Liu J, Viales RR, Khoueiry P, Reddington JP, Girardot C, Furlong EEM, et al. 
The hourglass model of evolutionary conservation during embryogen-
esis extends to developmental enhancers with signatures of positive 
selection. Genome Res. 2021;31:1573–81.

	18.	 Zalts H, Yanai I. Developmental constraints shape the evolution of the 
nematode mid-developmental transition. Nat Ecol Evol. 2017;1:1–7.

	19.	 Galis F, Metz JAJ. Testing the vulnerability of the phylotypic stage: on 
modularity and evolutionary conservation. J Exp Zool. 2001;291:195–204.

	20.	 Uchida Y, Uesaka M, Yamamoto T, Takeda H, Irie N. Embryonic lethality 
is not sufficient to explain hourglass-like conservation of vertebrate 
embryos. Evodevo. 2018;9:1–11.

	21.	 Waddington CH. The strategy of the genes. A discussion of some aspects 
of theoretical biology. London: George Allen & Unwin; 1957.

	22.	 Waddington CH. Canalization of development and the inheritance of 
acquired characters. Nature. 1942;150:563–5.

	23.	 Liu J, Frochaux M, Gardeux V, Deplancke B, Robinson-Rechavi M. Inter-
embryo gene expression variability recapitulates the hourglass pattern of 
evo-devo. BMC Biol. 2020;18:129.

	24.	 Siegal ML, Bergman A. Waddington’s canalization revisited: developmen-
tal stability and evolution. Proc Natl Acad Sci. 2002;99:10528 LP–10532.

	25.	 Hallgrímsson B, Willmore K, Hall BK. Canalization, developmental stability, 
and morphological integration in primate limbs. Am J Phys Anthropol. 
2002;119:131–58.

	26.	 Kaneko K, Furusawa C. An evolutionary relationship between genetic 
variation and phenotypic fluctuation. J Theor Biol. 2006;240:78–86.

	27.	 Lehner B, Kaneko K. Fluctuation and response in biology. Cell Mol Life 
Sci. 2011;68:1005–10.

	28.	 Uesaka M, Kuratani S, Takeda H, Irie N. Recapitulation-like develop-
mental transitions of chromatin accessibility in vertebrates. Zool Lett. 
2019;5:33.

	29.	 Elowitz MB, Levine AJ, Siggia ED, Swain PS. Stochastic gene expression 
in a single cell. Science (80- ). 2002;297:1183–6.

	30.	 Csaba P, Papp B, Hurst LD. Highly expressed genes in yeast evolve 
slowly. Genetics. 2001;158:927–31.

	31.	 Newman JRS, Ghaemmaghami S, Ihmels J, Breslow DK, Noble M, DeRisi 
JL, et al. Single-cell proteomic analysis of S. cerevisiae reveals the 
architecture of biological noise. Nature. 2006;441:840–6.

	32.	 Gout JF, Kahn D, Duret L. The relationship among gene expression, 
the evolution of gene dosage, and the rate of protein evolution. PLoS 
Genet. 2010;6:20.

	33.	 Barroso GV, Puzovic N, Dutheil JY. The evolution of gene-specific tran-
scriptional noise is driven by selection at the pathway level. Genetics. 
2018;208:173–89.

	34.	 Sato K, Ito Y, Yomo T, Kaneko K. On the relation between fluctua-
tion and response in biological systems. Proc Natl Acad Sci U S A. 
2003;100(SUPPL. 2):14086–90.

	35.	 Landry CR, Lemos B, Rifkin SA, Dickinson WJ, Hartl DL. Genetic proper-
ties influencing the evolvability of gene expression. Science (80- ). 
2007;317:118 LP–121.

	36.	 Sprague J, Doerry E, Douglas S, Westerfield M. The Zebrafish Informa-
tion Network (ZFIN): a resource for genetic, genomic and developmen-
tal research. Nucleic Acids Res. 2001;29:87–90.

	37.	 Galis F. Why do almost all mammals have seven cervical vertebrae? 
Developmental constraints, Hox genes, and cancer. J Exp Zool. 
1999;285:19–26.

	38.	 Papakostas S, Vøllestad LA, Bruneaux M, Aykanat T, Vanoverbeke J, 
Ning M, et al. Gene pleiotropy constrains gene expression changes 
in fish adapted to different thermal conditions. Nat Commun. 
2014;5:4071.

	39.	 Ichikawa K, Tomioka S, Suzuki Y, Nakamura R, Doi K, Yoshimura J, et al. 
Centromere evolution and CpG methylation during vertebrate specia-
tion. Nat Commun. 2017;8:1833.

	40.	 Berthelot C, Villar D, Horvath JE, Odom DT, Flicek P. Complexity and 
conservation of regulatory landscapes underlie evolutionary resilience 
of mammalian gene expression. Nat Ecol Evol. 2018;2:152–63.

	41.	 Raser JM, O’Shea EK. Control of stochasticity in eukaryotic gene expres-
sion. Science (80- ). 2004;304:1811–4.

	42.	 Buckles GR, Thorpe CJ, Ramel M-C, Lekven AC. Combinatorial Wnt 
control of zebrafish midbrain–hindbrain boundary formation. Mech 
Dev. 2004;121:437–47.

	43.	 Capurro MI, Xu P, Shi W, Li F, Jia A, Filmus J. Glypican-3 inhibits hedge-
hog signaling during development by competing with patched for 
hedgehog binding. Dev Cell. 2008;14:700–11.

	44.	 Sakaizumi M, Moriwaki K, Egami N. Allozymic variation and regional 
differentiation in wild populations of the fish Oryzias latipes. Copeia. 
1983;1983:311–8.

	45.	 Iwamatsu T. Stages of normal development in the medaka Oryzias 
latipes. Mech Dev. 2004;121:605–18.

	46.	 Kobayashi T, Matsuda M, Kajiura-Kobayashi H, Susuki A, Saito N, 
Nakamoto M, et al. Two DM domain genes, DMY DMRT1, involved 
in testicular differentiation and development in the Medaka, Oryzias 
latipes. Dev Dyn. 2004;231:518–26.

	47.	 Bolger AM, Lohse M, Usadel B. Trimmomatic: a flexible trimmer for 
Illumina sequence data. Bioinformatics. 2014;30:2114–20.

	48.	 Kim D, Langmead B, Salzberg SL. HISAT: a fast spliced aligner with low 
memory requirements. Nat Methods. 2015;12:357–60.



Page 13 of 13Uchida et al. BMC Biology           (2022) 20:82 	

•
 
fast, convenient online submission

 •
  

thorough peer review by experienced researchers in your field

• 
 
rapid publication on acceptance

• 
 
support for research data, including large and complex data types

•
  

gold Open Access which fosters wider collaboration and increased citations 

 
maximum visibility for your research: over 100M website views per year •

  At BMC, research is always in progress.

Learn more biomedcentral.com/submissions

Ready to submit your researchReady to submit your research  ?  Choose BMC and benefit from: ?  Choose BMC and benefit from: 

	49.	 Pertea M, Kim D, Pertea GM, Leek JT, Salzberg SL. Transcript-level 
expression analysis of RNA-seq experiments with HISAT, StringTie and 
Ballgown. Nat Protoc. 2016;11:1650–67.

	50.	 Pertea M, Pertea GM, Antonescu CM, Chang TC, Mendell JT, Salzberg 
SL. StringTie enables improved reconstruction of a transcriptome from 
RNA-seq reads. Nat Biotechnol. 2015;33:290–5.

	51.	 Carlson M. GO.db: a set of annotation maps describing the entire Gene 
Ontology; 2018.

	52.	 Schneider G, Chicken E, Becvarik R. BioMart and Bioconductor: a powerful 
link between biological databases and microarray data analysis. Bioinfor-
matics. 2018;21:3439–40.

	53.	 Schneider G, Chicken E, Becvarik R. Mapping identifiers for the integration 
of genomic datasets with the R/ Bioconductor package biomaRt. Nat 
Protoc. 2018;4:1184–91.

	54.	 Langmead B, Salzberg SL. Fast gapped-read alignment with Bowtie 2. Nat 
Methods. 2012;9:357–9.

	55.	 McKenna A, Hanna M, Banks E, Sivachenko A, Cibulskis K, Kernytsky A, 
et al. The Genome Analysis Toolkit: a MapReduce framework for analyzing 
next-generation DNA sequencing data. Proc Int Conf Intellect Capit 
Knowl Manag Organ Learn. 2009;20:254–60.

	56.	 Li H, Handsaker B, Wysoker A, Fennell T, Ruan J, Homer N, et al. The 
Sequence Alignment/Map format and SAMtools. Bioinformatics. 
2009;25:2078–9.

	57.	 Narasimhan V, Danecek P, Scally A, Xue Y, Tyler-Smith C, Durbin R. 
BCFtools/RoH: a hidden Markov model approach for detecting 
autozygosity from next-generation sequencing data. Bioinformatics. 
2016;32:1749–51.

	58.	 Chang CC, Chow CC, Tellier LCAM, Vattikuti S, Purcell SM, Lee JJ. Second-
generation PLINK: Rising to the challenge of larger and richer datasets. 
Gigascience. 2015;4:1–16.

	59.	 Neph S, Kuehn MS, Reynolds AP, Haugen E, Thurman RE, Johnson AK, 
et al. BEDOPS: high-performance genomic feature operations. Bioinfor-
matics. 2012;28:1919–20.

	60.	 Grant CE, Bailey TL, Noble WS. FIMO: scanning for occurrences of a given 
motif. Bioinformatics. 2011;27:1017–8.

	61.	 Schneider G, Chicken E, Becvarik R. NSM3: functions and datasets to 
accompany Hollander, Wolfe, And Chicken - nonparametric statistical 
methods. 3rd ed; 2018.

	62.	 DNA Data Bank of Japan Sequence Read Archive. National Institute of 
Genetics, Mishima, Japan. 2022. https://​ddbj.​nig.​ac.​jp/​resou​rce/​sra-​submi​
ssion/​DRA01​2427 Accessed 4 Mar 2022.

	63.	 DNA Data Bank of Japan Sequence Read Archive. National Institute of 
Genetics, Mishima, Japan. 2022. https://​ddbj.​nig.​ac.​jp/​resou​rce/​sra-​submi​
ssion/​DRA01​2432 Accessed 4 Mar 2022.

	64.	 DNA Data Bank of Japan Sequence Read Archive. National Institute of 
Genetics, Mishima, Japan. 2022. https://​ddbj.​nig.​ac.​jp/​resou​rce/​sra-​submi​
ssion/​DRA01​2429 Accessed 4 Mar 2022.

	65.	 Code-for-Developmental-Stability-Analysis. GitHub. 2022. https://​github.​
com/​yui-​uchida/​Code-​for-​Devel​opmen​tal-​Stabi​lity-​Analy​sis Accessed 6 
Mar 2022.

Publisher’s Note
Springer Nature remains neutral with regard to jurisdictional claims in pub-
lished maps and institutional affiliations.

https://ddbj.nig.ac.jp/resource/sra-submission/DRA012427
https://ddbj.nig.ac.jp/resource/sra-submission/DRA012427
https://ddbj.nig.ac.jp/resource/sra-submission/DRA012432
https://ddbj.nig.ac.jp/resource/sra-submission/DRA012432
https://ddbj.nig.ac.jp/resource/sra-submission/DRA012429
https://ddbj.nig.ac.jp/resource/sra-submission/DRA012429
https://github.com/yui-uchida/Code-for-Developmental-Stability-Analysis
https://github.com/yui-uchida/Code-for-Developmental-Stability-Analysis

	Potential contribution of intrinsic developmental stability toward body plan conservation
	Abstract 
	Background: 
	Results: 
	Conclusions: 

	Background
	Results
	Discussion
	Conclusions
	Methods
	Animal care and embryo sampling
	RNA extraction and RNA sequencing
	Embryos
	Adult tissues

	Sex identification of embryos
	Estimation of gene expression levels from RNAseq data
	Identification of genes with significantly greater deviation in expression levels from the technical error
	Evaluation of whole embryonic developmental stability
	Evaluation of read-depth bias toward whole embryonic variation
	Evaluation of whole embryonic evolutionary conservation
	Evaluation of gene expression stability
	Evaluation of microevolutionary, intraspecies expression variation
	Evaluation of interspecies expression variation
	Developmental genes and genes expressed through embryogenesis
	Developmental genes
	Genes expressed throughout embryogenesis

	GO slim enrichment analysis
	Spatial and temporal pleiotropy of gene expression
	DNA extraction and genome resequencing
	Evaluation of genomic diversity
	Estimation of potential regulatory regions by using ATAC-seq data
	Single-nucleotide substitutions in open chromatin regions
	TATA-box elements
	Statistics

	Acknowledgements
	References


