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Abstract 

Background  Adaptive clinical trials are growing in popularity as they are more flexible, efficient and ethical than tra-
ditional fixed designs. However, notwithstanding their increased use in assessing treatments for COVID-19, their use 
in critical care trials remains limited. A better understanding of the relative benefits of various adaptive designs may 
increase their use and interpretation.

Methods  Using two large critical care trials (ADRENAL. ClinicalTrials.gov number, NCT01448109. Updated 12-12-
2017; NICE-SUGAR. ClinicalTrials.gov number, NCT00220987. Updated 01-29-2009), we assessed the performance 
of three frequentist and two bayesian adaptive approaches. We retrospectively re-analysed the trials with one, two, 
four, and nine equally spaced interims. Using the original hypotheses, we conducted 10,000 simulations to derive 
error rates, probabilities of making an early correct and incorrect decision, expected sample size and treatment effect 
estimates under the null scenario (no treatment effect) and alternative scenario (a positive treatment effect). We used 
a logistic regression model with 90-day mortality as the outcome and the treatment arm as the covariate. The null 
hypothesis was tested using a two-sided significance level (α) at 0.05.

Results  Across all approaches, increasing the number of interims led to a decreased expected sample size. Under 
the null scenario, group sequential approaches provided good control of the type-I error rate; however, the type I 
error rate inflation was an issue for the Bayesian approaches. The Bayesian Predictive Probability and O’Brien-Fleming 
approaches showed the highest probability of correctly stopping the trials (around 95%). Under the alternative 
scenario, the Bayesian approaches showed the highest overall probability of correctly stopping the ADRENAL trial 
for efficacy (around 91%), whereas the Haybittle-Peto approach achieved the greatest power for the NICE-SUGAR trial. 
Treatment effect estimates became increasingly underestimated as the number of interims increased.

Conclusions  This study confirms the right adaptive design can reach the same conclusion as a fixed design 
with a much-reduced sample size. The efficiency gain associated with an increased number of interims is highly 
relevant to late-phase critical care trials with large sample sizes and short follow-up times. Systematically exploring 
adaptive methods at the trial design stage will aid the choice of the most appropriate method.
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Randomised controlled trial, Statistical simulation

Open Access

© The Author(s) 2023. Open Access  This article is licensed under a Creative Commons Attribution 4.0 International License, which 
permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the 
original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or 
other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line 
to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory 
regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this 
licence, visit http://​creat​iveco​mmons.​org/​licen​ses/​by/4.​0/. The Creative Commons Public Domain Dedication waiver (http://​creat​iveco​
mmons.​org/​publi​cdoma​in/​zero/1.​0/) applies to the data made available in this article, unless otherwise stated in a credit line to the data.

BMC Medical Research
Methodology

*Correspondence:
W. Li
wenyue.li@mrc-bsu.cam.ac.uk
Full list of author information is available at the end of the article

http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/publicdomain/zero/1.0/
http://creativecommons.org/publicdomain/zero/1.0/
http://crossmark.crossref.org/dialog/?doi=10.1186/s12874-023-02049-6&domain=pdf


Page 2 of 17Li et al. BMC Medical Research Methodology          (2023) 23:236 

Background
Randomised controlled trials (RCTs) play a pivotal role in 
identifying effective and harmful treatments. In critical 
care trials, mortality is frequently the event of primary 
interest and, as a result, trials require a very large num-
ber of participants to detect relatively small between-
arm treatment effects [1, 2]. Recent work by Granholm 
et. al provided an overview of past critical care RCTs and 
discussed current major challenges and recent improve-
ments associated with those trials [3]. A traditional paral-
lel group RCT  is designed to recruit a fixed number of 
participants and, apart from interim analyses focused 
mainly on safety, will continue until the predefined num-
ber of participants have been recruited with the sam-
ple size unaffected by evidence that accumulates during 
the trial. While this design minimises the likelihood of 
stopping early due to an imbalance in outcomes arising 
from the play of chance, it is inefficient given late-phase 
critical care RCTs often taking many years to compete 
recruitment.

Unlike traditional RCTs that follow a design-conduct-
analysis sequence with limited interim analysis, adaptive 
trials perform pre-planned interim reviews of the data 
during the conduct of the trial and may adapt the trial 
design based on those accumulated data [4]. An adaptive 
design is defined as ‘a clinical trial design which allows for 
prospectively planned modifications based on accumulat-
ing data through the trial’ [5]. Many types of modifica-
tions are possible and an ongoing trial can be adapted by 
recalculating the total sample size, adding or dropping 
treatments or doses, stopping early for evidence of effi-
cacy or lack of efficacy, altering the treatment allocation 
ratio, and recruiting only subtypes of patients who appear 
most likely to benefit from the trial intervention [6].

The ability to be highly flexible while preserving valid-
ity and integrity is one of the main advantages of adap-
tive designs [7]. This flexibility can be attractive to 
stakeholders’ such as funding agencies and trial sponsors 
[5]. Furthermore, adaptive designs can have greater sta-
tistical efficiency and may estimate the treatment effect 
more precisely than traditional fixed designs [7]. Impor-
tantly, adaptive trials can also be stopped earlier based 
on interim analyses and may thus be more efficient and 
ethical as further participants are not recruited to a trial 
that has already generated sufficient evidence to answer 
the question posed [6].

Adaptive designs are increasingly popular and a 
recent review showed that their widespread applica-
tion to critical care trials has the potential to improve 
the cost–benefit ratio of clinical trials among critically 
ill patients, with some increased in complexity in sta-
tistical preparation [1, 5]. While a number of previous 
critical care trials including Centocor: HA-1A Efficacy 

in Septic Shock (CHESS) [8], Adjunctive Corticoste-
riod Treatment in Critically Ill Patients with Septic 
Shock (ADRENAL) [9] and Normoglyceamia in Inten-
sive Care Evaluation-Survival Using Glucose Algo-
rithm Regulation (NICE-SUGAR) [10] have used group 
sequential designs, they included a limited number of 
interim analyses with conservative efficacy boundaries 
and no futility monitoring thus limiting the room for 
‘true adaptation’. Other adaptive approaches including 
unblinded sample size re-estimation [11] and a seam-
less phase II/III design [12] have also been used. More 
recently, a number of trials including Randomized, 
Embedded, Multifactorial Adaptive Platform Trial for 
Community-Acquired Pneumonia (REMAP-CAP), 
AGILE and Australasian Covid-19 Trial (ASCOT) have 
used Bayesian adaptive group-sequential designs moti-
vated by the need to identify COVID-19 treatments as 
rapidly as possible [13–15].

Despite these recent examples and the increasing use 
of more advanced adaptive designs, the relative perfor-
mance of common statistical methods and the effect of 
the number of interims remains unclear to many trial-
lists. We therefore aimed to examine the impact of vari-
ous adaptive strategies via a simulation study based on 
data from two large critical care trials.

Methods
Motivating examples
We used two well-known and influential critical care 
trials as a basis for the simulation work. Both were 
large scale, multi-centre, parallel group RCTs with 
90-day all-cause mortality as the primary outcome. 
The ADRENAL trial [9] compared the use of intrave-
nous hydrocortisone to placebo for ventilated critically 
ill patients with septic shock, and the NICE-SUGAR 
trial [10] investigated the effect of intensive glucose 
control (blood glucose target 4.5–6.0  mmol/L) com-
pared to conventional glucose control (target less than 
10  mmol/L) for adult patients expected to receive 
treatment in medical-surgical ICUs on more than two 
consecutive days. The ADRENAL trial recruited 3800 
participants and the NICE-SUGAR recruited 6104, the 
primary outcome was available for 3658 and 6022 par-
ticipants respectively.

Both trials performed two pre-specified interim analy-
ses to examine early termination for efficacy using con-
servative Haybittle-Peto group-sequential stopping 
boundaries with no futility boundaries. Neither trial was 
stopped prior to completing originally-planned recruit-
ment. At the final analysis, statistically significant and 
non-significant differences in 90-day mortality were 
observed for NICE-SUGAR and ADRENAL respectively.



Page 3 of 17Li et al. BMC Medical Research Methodology          (2023) 23:236 	

Group‑sequential approaches
Group-sequential designs involve the conduct of interim 
analyses using pre-specified decision rules for early ter-
mination for efficacy, or lack of efficacy, often called 
futility [4]. They are the most commonly used interim 
monitoring approaches due to their relatively high level 
of understanding by statistical methodologists and clini-
cians [16], and a long history of practical use [17]. Group-
sequential designs require that boundaries for efficacy 
and futility are prespecified. These boundaries are typi-
cally calculated using α- and β-spending functions, where 
α and β respectively represents the chance of making a 
type I error and type II error respectively. Spending 
functions provide a flexible approach that maintains the 
expected overall type I and type II error rate over the 
course of the study. One advantage of spending functions 
is that there is no strict need to pre-specify the number 
or timing of the interim looks [17]; however, in practice, 
one would typically expect to indicate the anticipated 
number of interim analyses at the trial onset.

In this study we compare three group-sequential 
designs: Haybittle-Peto (HP) [18, 19], O’Brien-Fleming 
(OBF) [20] and Hwang-Shih-DeCani (HSD) [21]. While 
the HP design uses constant boundaries, OBF and HSD 
boundaries are defined by α-spending function that 
depend on the information rate, defined as the fraction of 
information accumulated at the time of the interim analy-
sis (i.e. the proportion of the total enrolled sample size) 
[22] (see Table  1). Compared with common spending 
functions, HSD uses one additional parameter γ to flex-
ibly set the upper bound (α) spending and lower bound 
(β) spending. We set the parameters for both upper and 
lower bound to γ = -4 after examining the spending func-
tion to balance the stopping boundaries, making them 
more conservative than HP in early efficacy monitoring, 
but less conservative than OBF in both efficacy and futil-
ity monitoring. OBF and HSD examine both efficacy and 
futility stopping by combining α-spending function with 
β-spending function. HP only considers efficacy monitor-
ing with a fixed critical value of 3 regardless of the number 

of interims, except the final interim look with the value 
close to 1.96 (non-group-sequential critical value) [17].

Figure  1 is an example showing the boundaries of the 
critical values when conducting four equally spaced 
interim analyses and one final analysis using all three 
designs. In this study, we employed binding boundaries to 
strictly stop the trial whenever the efficacy or futility cri-
teria are met. This maintains the validity of the type I and 
type II error rates associated with the boundaries [23]. 
The overall α is set to a two-sided value of 0.05. The cor-
responding β-spending functions are calculated by replac-
ing α with β [23, 24] with a value of 0.1 (90% power).

Critical values and the corresponding α-levels were cal-
culated based on the α-spending functions, depending on 
the proportion of information available at each interim 
stage. We compared the standardised z-statistic at the kth 
interim (Zk) with the corresponding critical values at each 
interim analysis to decide if the trial should be stopped for 
early efficacy (rejecting the null hypothesis of no between-
arm difference) or for early futility (on the acceptance that 
the trial will be unable to reject the null hypothesis) [17].

 Bayesian adaptive designs
Bayesian designs are another family of adaptive meth-
ods that can be used for interim monitoring. We exam-
ined both posterior probabilities (PostP) and predictive 
probabilities (PredP) as the metrics to make decisions 
for early stopping [25, 26]. We constructed a Bayesian 
logistic regression model with a Bernoulli distribution 
that Yj|i ∼ Bernoulli(pi) to model the primary outcome, 
where Yj denotes the primary endpoint for patient j and 
pi denotes the probability distribution for the primary 
outcome rate for arm i. In our simulation study, we chose 
to examine performance for a common case scenario of 
no prior information and used a vague prior combined 
with simulated trial data for both arms to obtain the 
posterior knowledge on the parameters of interest ( β1 ) 
within the analysis model: logit(pi) = β0 + β1xi , where 
logit(pi) is the log-odds of having the primary outcome in 
arm i and xi is a binary treatment assignment indicator; 
xi = 1 if patient j is allocated to the experimental arm and 
xi = 0 otherwise (control). The effect of the intervention 
is estimated as the odds ratio (OR) obtained as exp(β1 ). 
The prior density of logit(pi) is assumed to be normally 
distributed with a mean of 0 and a standard deviation of 
4, implying that all response rates between 0 and 100% 
have a roughly equal probability. [27]. The posterior den-
sity of the logarithm of the intervention effect is obtained 
via Markov Chain Monte Carlo (MCMC) simulation with 
individual parameters updated by Gibbs sampling, using 
only the endpoint data available at the time of the update.

We set efficacy threshold to a probability of 99% i.e. 
by stopping for early efficacy if the probability of the 

Table 1  Spending functions

t represents the fraction of information accumulated at the time of the interim 
analysis (t = 0 at the start of the trial and t = 1 at the time of the final analysis) 
which represents the proportion of the total sample size; α(t) represents 
the significance level at t; Z1-α/2 represents the Z-value at the significance 
level of (1-α/2); φ represents the function that converts the Z-value to the 
corresponding significance level

Spending function Function forms

O’Brien-Fleming (OBF)
α(t) = 2− 2φ(

Z
1− α

2√
t
)(t �= 0)

α(t) = 0(t = 0)

Hwang-Shih-DeCani (HSD) α(t) = α( 1−e
−γ t

1−e−γ )(γ �= 0)

α(t) = αt(γ = 0)
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two arms being different (OR > 1 or OR < 1) was greater 
than 99%. For futility, we used thresholds of 0.85 and 
1/0.85 around the OR and stopped if the probability 
of exceeding both thresholds dropped below 10% (i.e. 
Pr(OR < 0.85) < 10% and Pr(OR > 1/0.85) < 10%). These 
thresholds were informed by previous Bayesian adap-
tive designs including REMAP-CAP [28] which used the 
same 99% threshold for efficacy and boundaries of 1/1.2 
and 1.2 around the OR to declare futility.

Re‑analysis of ADRENAL and NICE‑SUGAR​
Using actual data collected during the ADRENAL and 
NICE-SUGAR trials, we retrospectively re-analysed both 
trials using the three group-sequential approaches and 
two bayesian approaches. This was done using one, two, 
four and nine equally spaced interim analyses.

Simulation study
Overview
Our simulation study compared the performance of 
the five adaptive designs with one, two, four, and nine 
equally spaced interim analyses.

To ensure realistic scenarios, we followed the origi-
nal designs for the ADRENAL and NICE-SUGAR tri-
als. We used the same sample size for each trial and 
the hypothesised treatment effect used by each trial as 
stated in the original trial protocols. We used the terms 
null/alternative scenario and null/alternative hypoth-
esis interchangeably in this simulation study.

We performed the simulation study in R 4.1.0 [29] 
with the use of rpact 3.3.0 [30] and JAGS 4.3.0 (mcmc-
jags.sourceforge.io/). We reported the operating char-
acteristics for each scenario, including the type I error 
rate, power and sample size to evaluate the perfor-
mance of each adaptive method.

Analysis model and outcome
Interim and final analyses were conducted using an 
unadjusted logistic regression model with 90-day mor-
tality as the outcome and the randomised arm as the 
covariate. The effect of the intervention was estimated 
as the unadjusted ORs.

The null hypothesis for no between-arm treatment dif-
ference was tested using a two-sided α-level at 0.05. The 

Fig. 1  Critical value boundaries of three approaches with four interim looks and one final look. The solid lines represent the efficacy boundaries 
and the dashed lines represent the futility boundaries for the three group-sequential designs (red: Haybittle-Peto, brown: Hwang-Shih-DeCani, 
green: O’Brien-Fleming). Orange dashed lines are not shown here due to the absence of futility boundaries for the Haybittle-Peto design
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null hypothesis is of no treatment difference (H0: OR = 1) 
against the two-sided alternative that a treatment differ-
ence is present (H1: OR > 1 or OR < 1), where OR < 1 is 
deemed beneficial to the experimental intervention.

Data‑generating mechanisms
To generate the simulated datasets, we assumed a fixed 
sample size of 3658 and 6022 unique patients as in the 
ADRENAL trial and NICE-SUGAR trial, respectively. 
Interim analyses were assumed to be equally spaced with 
outcome data available immediately. We also made the 
assumption that recruitment was paused while an interim 
analysis was being conducted. We used an equal ran-
domisation ratio (1:1) to ensure balance in the number 
of patients assigned to either treatment arm during all 
analyses.

We performed simulations under both the null and alter-
native hypotheses based on the initial assumptions made 
for both trials. Under the null scenario, the 90-day mortal-
ity rate in both arms was assumed to be 33% for the ADRE-
NAL trial and 30% for the NICE-SUGAR trial. Under the 
alternative scenario, we assumed an absolute reduction of 
5% for the ADRENAL trial (i.e. from 33% down to 28%) 
and 3.8% for the NICE-SUGAR trial (i.e. from 30% down 
to 26.2%).

Performance measures
The performance of the different adaptive designs was eval-
uated by deriving the following trial operating characteris-
tics: the type I error rate under the null scenario; the power 
under the alternative scenario; the probabilities of making 
an early correct and incorrect decision; the expected sam-
ple size. While not the primary focus of the study, we also 
explored the bias of estimated treatment effect.

The probability of making an early correct decision 
(ECD) under the null scenario of no treatment difference 
was defined as the proportion of simulated trials correctly 
stopped early for futility during interim analyses. Under the 
alternative scenario of a true treatment effect, the probabil-
ity of an early correct decision was calculated as the pro-
portion of simulated trials stopped early for efficacy at the 
time of an interim analysis. Conversely, the probability of 
making an early incorrect decision (EID) was defined as the 
proportion of trials stopped for efficacy during all interim 
analyses under the null scenario or stopped early for futil-
ity under the alternative scenario (Table 2). The expected 

sample size was calculated as the mean sample size of all 
the simulated trials (i.e. trials that terminated early for effi-
cacy or futility and trials that reached the end of the study). 
We calculated the probability of stopping for efficacy P(E) 
and the probability of stopping for futility P(F) at each 
stage.

Number of repetitions
To ensure sufficient precision and average out random 
fluctuation [31], we ran 10,000 simulations under the null 
and alternative scenarios for both studies.

Results
Retrospective analysis of ADRENAL trial and NICE‑SUGAR 
trial
Our re-analysis results suggested that neither trial would 
have been stopped early for either efficacy or futility with 
only one or two interim analyses conducted. However, 
with four interim analyses, the ADRENAL trial would have 
been stopped for futility using either the O’Brien-Fleming 
or Hwang-Shih-DeCani design and the NICE-SUGAR trial 
would have been stopped for futility using the O’Brien-
Fleming design when the information ratereached 80%. 
When conducting nine interim analyses, NICE-SUGAR 
would also have been terminated for futility when the 
information rate reached 70% using the O’Brien-Fleming 
design (Fig. 2).

Simulation results
Number of interims
Under both the null and alternative scenarios, the chance 
of making an early correct decision and the chance of mak-
ing an early incorrect decision increased as more interim 
analyses were conducted. This was accompanied by a 
monotonic decrease in the expected sample size as the 
number of interims increased (Figs.  3 and 4). Under the 
null scenario, a single interim analysis led to relative reduc-
tions in the expected sample size comprised between 2.4% 
and 14.7% for the ADRENAL trial and 2.7% and 28.1% 
for the NICE-SUGAR trial relative to the maximum sam-
ple sizes. With nine interims, the reduction in expected 
sample size was between 16.5% and 35.4% and 26.5% and 
51.4%, for ADRENAL and NICE-SUGAR respectively. 
The HP design resulted in a less than 1% of decrease in 
the expected sample size under the null scenario due to 
the absence of futility boundaries. Under the alternative 

Table 2  The probability of making an early correct and early incorrect decision under both scenarios

Null scenario (no difference) Alternative scenario (true treatment difference)

Early correct decision (ECD) Stopped early for futility during interim analyses Stopped early for efficacy during interim analyses

Early incorrect decision (EID) Stopped early for efficacy during interim analyses Stopped early for futility during interim analyses
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scenario, all group-sequential approaches and Bayesian 
approaches showed a considerable reduction of about 27% 
to 53% in the expected sample size for both trials when 
performing nine interim analyses, compared to a slight 
decrease of about 12% to 27% with only one interim (See 
Additional file 1).

Null scenario  Under the null hypothesis, one would 
expect interim analyses to lead to early stopping due to 
futility (no effect). As the number of interims increased 
from one to nine, the chance of making an early cor-
rect decision (stop for early futility) increased by about 
60% for both trials while the chance of making an early 
incorrect decision (stop for early efficacy) for both tri-
als increased by about 3.5% (Fig.  3). With nine interim 
analyses, we found that most designs achieved around 
75% chance of making an early correct decision for the 
ADRENAL trial. For the NICE-SUGAR trial, a 75% 
chance of correctly stopping the trial early for futility 
(defined as intensive glucose control was not better than 
conventional control) was reached with only four interim 
analyses (Fig. 3). Due to the absence of futility boundaries 

for the Haybittle-Peto design, there was no opportunity 
to make an early correct decision under the null scenario 
as indicated by the flat red dashed lines. In addition, we 
observed an average reduction in the expected sample 
size of about 30% as the number of interims increases 
from one to nine. The type I error rate was maintained at 
5% across all group-sequential designs regardless of the 
number of interim analyses (see Additional file 1).

Alternative scenario  Under the alternative hypoth-
esis, one would expect interim analyses to lead to early 
stopping due to efficacy. With nine interim analyses, the 
chance of making an early correct decision increased by 
40% compared to the one with only one interim analy-
sis, while the chance of making an early incorrect deci-
sion (stopping for early futility) only increased by about 
5 to 8%. There was an approximately 75% chance of mak-
ing an early correct decision with four interim analyses, 
which then increased to over 80% when the number of 
interim analyses increases to nine across most designs 
for both trials (Fig.  4). Furthermore, as the number of 
interims increased from one to nine, we observed a 
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maximum reduction in expected sample size for both tri-
als. With nine interim analyses, the expected sample sizes 
of both trials were reduced to about 50% of the originally 
planned sample sizes. We also found that most designs 
achieved a statistical power at 90% across different num-
bers of interims (see Additional file 1).

Choice of design

Null scenario  All group-sequential designs achieved 
the desired type I error rate. The PostP design showed 
an inflated type I error rate with an overall probability of 
stopping for efficacy (P(E)) well above 5% with more than 
one interim analysis for both trials. With four or more 
interims, a type I error rate inflation also occurred using 
the PredP design (see Fig. 5 and Additional file 1).

The HP design showed the lowest chance of making both 
an early correct decision and an early incorrect decision 

and hence had the largest expected sample size. The OBF 
design showed the highest chance of correctly stopping 
the ADRENAL trial early for futility and the smallest 
expected sample size among all designs that achieved a 
desired type I error rate (Figs.  3 and 5). For the NICE-
SUGAR trial, with four or nine interim analyses, the OBF 
design also showed the highest chance of making an early 
correct decision and the smallest expected sample size (a 
reduction of 29%-34% from the maximum sample size) 
among all designs that achieved a desired type I error 
rate, with the overall P(E) just above 5% (i.e. overall P(F) 
just below 95%) (See Fig. 6 and Additional file 1).

For the ADRENAL trial, the PredP design showed a less 
than 25% chance of making an early correct decision and 
a less than 1% chance of making an early incorrect deci-
sion with no more than two interim analyses conducted. 
The expected sample size was reduced by only 2.6%-6.5% 
of the maximum sample size of the ADRENAL trial. 
However, for the NICE-SUGAR trial, the PredP design 
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showed a relatively high chance of making an early cor-
rect decision (55.9%) and also showed the smallest sam-
ple size with a 24% reduction with two interim analyses 
(See Fig. 3 and Additional file 1). With only one interim, 
the PostP design achieved the highest chance of making 
an early correct decision and the greatest reduction in the 
expected sample size, while maintaining the type I error 
rate (Figs. 3 and 5). For both trials, with one interim, the 
PredP design achieved the highest overall P(F) at 95% (i.e. 
overall P(E) at 5%) (Figs. 5 and 6).

Alternative scenario  As with the null scenario, the HP 
design reported a relatively low chance of making both 
an early correct decision and an early incorrect deci-
sion, leading to the largest expected sample size across all 
designs for both trials (Fig.  4). The HP design achieved 
an overall P(E) around 90.1% for the ADRENAL trial and 
90.5% for the NICE-SUGAR trial at different numbers of 
interims (Figs. 7, 8 and Additional file 1).

The PostP design showed the highest chance of mak-
ing an early correct decision among all designs with all 

numbers of interims for the ADRENAL trial and with 
one, two or four interims for the NICE-SUGAR trial. The 
PostP design also led to the smallest expected sample size 
among all designs regardless of the number of interims 
(Fig.  4). With one, four or nine interims for the ADRE-
NAL trial, the PredP design achieved the highest overall 
P(E) (i.e. the lowest overall P(F)) (Fig. 7). Despite a rela-
tively low chance of making an early correct decision, 
the PredP design resulted in a 27.4% reduction in the 
expected sample size with four interims and 34.1% with 
nine interims. The HSD and OBF designs achieved simi-
lar sample size reductions. For the NICE-SUGAR trial, 
the HSD design and the OBF design showed the highest 
chances of making an early correct decision when con-
ducting nine interim analyses (Fig. 4).

Bias
Under the null scenario, one expects the true OR to be 
1.00 (no treatment difference). No bias was apparent 
from the expected treatment effect calculated as the OR 
averaged over all simulated trials, compared to the true 
value suggesting that stopping early for futility under the 
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null scenario does not introduce bias, regardless of the 
number of interim analyses.

Under the alternative scenario, the true OR was set to 
0.79 and 0.83 for the ADRENAL and NICE-SUGAR tri-
als, respectively. Simulations showed that ORs become 
negatively biased (i.e. further away from 1.0) with the 
amount of bias increasing as the number of interim anal-
yses increases. The two Bayesian approaches appeared 
less biased than the group sequential designs when con-
ducting nine interim analyses (average OR 0.74 vs 0.70 
for the ADRENAL and average OR 0.80 vs 0.74 for the 
NICE-SUGAR). With nine interim analyses, the HSD 
design led to the greatest bias (average OR 0.69 for the 
ADRENAL and average OR 0.73 for the NICE-SUGAR) 
(see Additional file 1).

Discussion
Our analysis shows that applying adaptive methods to 
critical care trials with and without futility monitor-
ing helps reach trial conclusions with a reduced sam-
ple size. The re-analysis of the ADRENAL trial shows 

that the inclusion of futility boundaries would have led 
to early stopping for futility with four or nine interim 
looks using either the O’Brien-Fleming or Hwang-Shih-
DeCani design after recruiting 2926 (out of 3658) partici-
pants. Thus reaching the same conclusion as the original 
ADRENAL trial findings with a smaller sample size. The 
NICE-SUGAR trial might have been stopped for futil-
ity with four interim analyses using the O’Brien-Fleming 
design after recruiting 4817 (out of 6022) participants 
while early stopping for futility might have occurred 
with nine interim analyses using the same design after 
4215 participants have been recruited. While this repre-
sents a substantial saving in sample size, it is important 
to note that these findings are not consistent with the 
final conclusion of the original NICE-SUGAR analysis 
which reported significant harm associated with inten-
sive glucose control. With futility monitoring, the NICE-
SUGAR trial would have been stopped early for futility 
on the basis that intensive glucose control would not be 
shown to be superior to conventional control. While this 
reduction in sample size looks attractive, it may have had 
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a negative clinical impact as the absence of definitive evi-
dence of harm would have resulted in continued use of 
intensive glucose control and in a substantial number of 
preventable deaths assuming that the originally-reported 
NICE-SUGAR findings represent the true effect. We used 
binding futility boundaries in our simulation study; how-
ever, it is also possible to use non-binding ones which will 
provide flexibility to continue the trial even if the bound-
ary is crossed despite a slight increase in sample size.

This re-analysis was followed by an extensive simula-
tion study comparing five interim monitoring approaches 
under null and alternative scenarios. As previously 
reported, the results showed that as more interim analy-
ses were conducted, the chance of reaching the correct 
conclusion before the final analysis stage became higher 
and the sample size was greatly reduced under both trial 
settings. This was true under both the null (no treatment 
effect) and alternative (true treatment effect) scenarios.

Under both scenarios, there was a sharp decrease in the 
expected sample size as the number of interims increased 
from one to two and a more gradual and steady decrease 

as more interim analyses were added. The decrease in 
the expected sample size was predominantly caused by 
an increased probability of making an early correct deci-
sion. While the impact of the number of interim analysis 
on the expected sample size is well-known, these findings 
are of particular relevance to late-phase critical care trials 
given their large sample size and relatively short follow-
up times.

Our simulations confirmed that group-sequential 
designs provide good control of the type I error rate 
regardless of the number of interim analyses; however, 
the two Bayesian approaches failed to maintain the type 
I error rate when increasing the number of interim analy-
ses. Shi and Yin have proposed novel methods to effec-
tively maintain the overall type I error rate for Bayesian 
sequential designs [32]. Despite using the same sample 
sizes as the ones used in the original studies, statisti-
cal power was generally well maintained at 90% across 
all approaches. Notably, the HP design always achieves 
the highest power regardless of the number of interim 
analyses while maintaining a fixed sample size due to 
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the conservative stopping boundaries. The two Bayesian 
approaches were also generally well-powered; however, 
this was accompanied by an inflation the type I error rate.

Under both scenarios, the HP design always resulted in 
the largest sample size due to a very low chance of mak-
ing an early decision, whether correct or not. The OBF 
design was generally more likely to make an early correct 
decision and hence more likely to reduce the expected 
sample size compared with the HSD design under the 
null scenario, however, it became less advantageous 
under the alternative scenario. The PostP design showed 
the smallest sample size at most numbers of interims, but 
compared with the PredP design, it poorly balanced the 
chance of making an early correct decision and the type 
I error rate with more than one interim analyses under 
the null scenario, and it also poorly balanced the chance 
of making an early correct decision and the type II error 
rate for the NICE-SUGAR trial under the alternative 
scenario.

Under the alternative scenario, the estimated treatment 
effect was found to be increasingly negatively biased from 
the true effect (i.e. further from an OR of 1 suggesting 
a stronger treatment effect) as the number of interims 
increases. This issue with overestimation of treatment 
effect in adaptive designs is important but less well-stud-
ied compared to type I error rate inflation, according to 
the recent FDA guidance on adaptive designs [33] The 
bias in estimation of treatment effect can be corrected 
using various techniques including the median unbiased 
estimator [34], shrinkage approach [35] and bootstrap-
ping [36]. More recently, Robertson et al. have provided a 
comprehensive overview of currently available unbiased 
and bias-reduced estimators of treatment effect for vari-
ous types of adaptive designs as well as guidance on how 
to implement and report them in practice [37].

A strength of our study was that it was motivated by 
two real large-scale high-quality trials representative of 
late-phase critical care trials. The ADRENAL trial and 
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the NICE-SUGAR trial were used to compare the perfor-
mance of common group-sequential methods as well as 
Bayesian approaches used for interim monitoring. There-
fore, our findings reflect potential real-life trial applica-
tion that can also be applied to the design of two-arm 
trials with other types of outcomes including time-to-
event or continuous variables. They are also generalisable 
to settings outside of critical care.

However, our study has some limitations. First, our sim-
ulation study assumed a fixed sample size based on the 
original ADRENAL and NICE-SUGAR designs. In prac-
tice, one would typically increase the target sample size at 
the design stage to account for the number of interim looks 
to maintain the desired power. Second, we used a limited 
number of adaptive methods in our study, focusing on 
five commonly used frequentist and Bayesian approaches. 
In addition, approaches such as the HSD design and the 
Bayesian approaches can be further calibrated by chang-
ing parameters or thresholds for stoppings. In particular, 
the two Bayesian approaches require pre-specification of 
the thresholds for early stopping. We chose thresholds that 

have been used in previous studies; however, we found 
that, as we increased the number of interim analyses the 
type I and type II error rates were not always preserved.. 
Third, all interims were assumed to be equally spaced; 
however, this rarely applies in practice due to non-uniform 
recruitment rates or logistic considerations. Further work 
is required to assess whether unequal spacing further 
decreases the expected sample size. Fourth, our simula-
tions assumed that recruitment was paused at the time of 
each interim analysis. In practice, most critical care trials 
would continue recruitment while an interim analysis is 
performed thus attenuating potential reductions in sample 
size. Others have discussed this aspect and demonstrated 
the additional efficiency gains when pausing recruitment 
at the time of an interim analysis [38, 39]. Wason et  al. 
have also highlighted the logistical complexity of adap-
tive designs and suggested a careful consideration of effi-
ciency benefits versus potential drawbacks [40]. Fourth, 
we considered mortality as the sole outcome as is standard 
for late-phase critical care trials; however, one might also 
wish to consider the overall cost-effectiveness of adaptive 
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approaches [41]. Flight et  al. have recently conducted a 
simulation study to assess the cost-effectiveness of group-
sequential designs at different numbers of interim analyses 
by constructing an adjusted health economic model [42]. 
Fifith, important subgroup differences might have been 
missed due to a loss of statistical power following an early 
termination of a critical care RCT.

Granholm et. al have recently discussed potential prac-
tical drawbacks of critical care trials including oversim-
plifications of the trials and a lack of harmonisation of 
trial protocol and methodological drawbacks including 
overly optimistic effect sizes, limited attention on patient 
health state outcomes and a lack of flexibility and adapt-
ability. An additional concern, discrepancies between 
statistical significance and clinical importance caused by 
dichotomising results using frequentist group-sequential 
methods has been widely discussed in their research. 
They also argued that using Bayesian statistical meth-
ods result in more nuanced interpretations which avoid 
dichotomisation, with the use of different priors which 
enables the formation of context-dependent conclu-
sions as well as different appropriate evidence thresholds 
depending on the intervention [3].

Ryan et. al recommended a wider application of Bayes-
ian adaptive approaches to phase III critical care trials, 
based on their case study on the High Frequency OSCil-
lation in Acute Respiratory distress syndrome (OSCAR) 
trial via simulation [27]. They concluded that Bayesian 
adaptive designs led to an earlier termination of the trial 
and a reduced number of patients recruited with over 
15% fewer deaths than the original trial design which 
used two interim analyses with OBF sequential bounda-
ries for early efficacy stopping; the Bayesian adaptive 
design yielded a similar power and trial conclusions to 
the original design. Ryan et. al also discussed the impact 
of the number of interim analyses on the type I error 
rate inflation using Bayesian adaptive designs without 
adjustments for multiplicities. They recommended stop-
ping boundary adjustments when using Bayesian adap-
tive designs that allow for early stopping for efficacy as 
the number of interims increases in order to control the 
type I error rate, while no demonstration of the control 
may be required when using a strict Bayesian approach 
[43]. Furthermore, Saville et. al demonstrated the advan-
tages of using predictive probabilities compared to 
group sequential approaches and posterior probability 
approaches in clinical decision-making process since it 
appropriately accounts for auxiliary variables and lagged 
outcomes despite potential computational burdens [26].

Depending on the clinical context and the acceptable 
risk–benefit balance, it is unlikely that a single approach 
will consistently outperform all others. In many cases, a 

group-sequential design with spending functions and an 
appropriate number of interim analysis, should provide 
the right balance between correct early stopping and type 
I or type II error rates. For situations requiring additional 
flexibility, Bayesian approaches such as PredP and PostP 
might be more suitable; however, they require more 
extensive simulations to ensure appropriate calibration of 
the error rates. Further sensitivity analyses are required 
for examining the impact of prior distributions including 
uninformative or informative, positive, neutral or nega-
tive, evidence-based or sceptic priors [44].

Conclusions
In conclusion, this study shows that increasing the num-
ber of interim analyses with appropriate efficacy and 
futility boundaries increases the chance of finding the 
correct answer at an earlier stage thus decreasing the 
trial sample size and conserving resources. This is highly 
applicable to late-phase critical care trials which tend to 
have large sample sizes and outcomes observed over a 
relatively short follow-up time.

Systematically exploring adaptive methods when 
designing critical care trials will aid the choice of the 
most appropriate method. This should be done in consul-
tation with clinicians in order to identify the design with 
the most desirable properties and while balancing the 
benefits due to sample size reductions against potential 
operational and computational burdens.
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