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In this paper, we introduce two iterative schemes for finding a common solution of a generalized vector equilibrium
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Introduction

Throughout the paper unless otherwise stated, let E be a
real Banach space with its dual space E*, let {.,.) denote
the duality pairing between E and E*, and let ||.|| denote
the norm of E as well as of E*. Let C be a nonempty, closed,
and convex subset of E, and let 2 denote the set of all
nonempty subsets of E. Let ¥ be a Hausdorff topological
space, and let P be a pointed, proper, closed, and convex
cone of Y with intP # ). We denote the strong conver-
gence and the weak convergence of a sequence {x,} to x in
E by x, — x and x,, — x, respectively.

The normalized duality mapping J : E — 2" is defined
by

J(x) = (x* € E* : (x,2") = ||x]|> = |l«*|%)

for every x € E. It follows from the Hahn-Banach theorem
that J(x) is nonempty. A Banach space E is said to be
strictly convex if M < 1forx,y € Ewith |lx|| = |yl =
1 and x # y. It is also said to be uniformly convex if for
each € € (0, 2], there exists § > 0 such that m <1-96
for x,y € E with ||x|]| = |ly|l = 1 and ||x — y|| > €. The
space E is said to be smooth if the limit lim;_, ¢ w
exists for all x,y € M(E) = {z € E : |z|| = 1}. It is
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also said to be uniformly smooth if the limit exists uni-
formly in x,y € M(E). We note that if E is smooth, strictly
convex, and reflexive, then the normalized duality map-
ping J is single-valued, one-to-one, and onto. The normal-
ized duality mapping J is said to be weakly sequentially
continuous if x,, — x implies that Jx,, — Jx.

In 1994, Blum and Oettli [1] introduced and studied the
following equilibrium problem (EP): Find

x € Csuch that

F(x,y) >0, Vy e C, (1.1)

where F : C x C — R is a bifunction.

The EP(1.1) includes variational inequality problems,
optimization problems, Nash equilibrium problems, sad-
dle point problems, fixed point problems, and comple-
mentary problems as special cases. In other words, EP(1.1)
is a unified model for several problems arising in science,
engineering, optimization, economics, etc.

In the last two decades, EP(1.1) has been generalized
and extensively studied in many directions due to its
importance (see, for example, [2-6] and references therein
for the literature on the existence of solution of the var-
ious generalizations of EP(1.1)). Some iterative methods
have been studied for solving various classes of equilib-
rium problems (see, for example, [7-17] and references
therein).
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In this paper, we introduce and study the following gen-
eralized vector equilibrium problem (GVEP). Let F : C x
C — Y be a nonlinear bimapping, and let ¥ : C — Y be
a nonlinear mapping; then, GVEP is to find #* € C such
that

F(x*, %) + ¥ (x) — ¥ (x™) e P, Vx € C.

The solution set of GVEP(1.2) is
Sol(GVEP(1.2)).

(1.2)
denoted by

Example 1.1. Let E = R, the set of all real numbers,
with the inner product defined by (x,y) = xy, Vx,y € R.
Let Y = R, then P =[0,400) and let C =[0,2]. Let
F and v be defined by F(x,59) = x> — y and ¥ (x) =
x* Vx,y € C, respectively; then, it is observed that

Sol(GVEP(1.2))=[1, 2% 0.

If = 0, then GVEP(1.2) reduces to the strong vector
equilibrium problem (SVEP): Find x* € C such that

F(x*,x) € P, Vx € C, (1.3)

which has been studied by Kazmi and Khan [18]. It is
well known that the vector equilibrium problem provides
a unified model of several problems, for example, vector
optimization, vector variational inequality, vector comple-
mentary problem, and vector saddle point problem [5,6].
In recent years, the vector equilibrium problem has been
intensively studied by many authors (see, for example,
[2,4-6,18,19] and the references therein).

If Y = R, then P = [0,+0c0), and hence, GVEP(1.2)
reduces to the following generalized equilibrium problem
(GEP): Find x € C such that

Fix* %) + ¥ (x) — (&™) >0, Vx € C, (1.4)

where ¢ : C — R U {400} be a proper extended real-
valued function. GEP(1.4) has been studied by Ceng and
Yao [7].

Next, we recall that a mapping 7 : C — C is said to be
nonexpansive if | Tx — Ty|| < ||lx — y||, Yx,y € C.

The fixed point problem (FPP) for a nonexpansive map-
ping T is to

Find x € C such that x € Fix(T), (1.5)

where Fix(T) is the fixed point set of the nonexpansive
mapping 7. It is well known that Fix(T) is closed and
convex.

Let E be a smooth, strictly convex, and reflexive Banach
space.

Following Takahashi and Zembayashi [17], a point p €
C is said to be an asymptotic fixed point of T if C con-
tains a sequence {x,} which converges weakly to p such
that lim, . [lxy — Tx,|l = 0. The set of asymptotic fixed
points of T is denoted by Fix(T"). A mapping T from C into
itself is said to be relatively nonexpansive if Fix(T) # 0,
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fg((T) = Fix(T), and ¢(p, Tx) < ¢(p,x) forallx € C
and p € Fix(T), where ¢ : E x E — R, is the Lyapunov
functional defined by

¢ (x,) = llxl* — 2(x Jy) + IyI%

In 2007, Tada and Takahashi [15] and Takahashi and
Takahashi [16] proved weak and strong convergence the-
orems for finding a common solution of EP(1.1) and
FPP(1.5) of a nonexpansive mapping in a Hilbert space (for
further related work, see Ceng and Yao [7] and Shan and
Huang [19]).

In 2009, Takahashi and Zembayashi [17] proved weak
and strong convergence theorems for finding a common
solution of EP(1.1) and FPP(1.5) of a relatively nonexpan-
sive mapping in real Banach space. Further, Petrot et al.
[20] extended and generalized some results of Takahashi
and Zembayashi [17].

Motivated by the work of Takahashi and Zembayashi
[17], Shan and Haung [19], and Petrot et al. [20] and by the
ongoing research in this direction, we introduce and study
two iterative schemes for finding a common solution of
GVEP(1.2) and FPPs for two relatively nonexpansive map-
pings in real Banach space. We study the strong and weak
convergence of the sequences generated by the proposed
iterative schemes. The results presented in this paper
extend and generalize many previously known results in
this research area (see, for instance, [17,20]).

Vx,y € E. (1.6)

Preliminaries

We recall some concepts and results which are needed in
sequel.

Following Alber [21], the generalized projection I1¢ from
E onto C is defined by

IMcx) = infop(x,y), Vx€E,
yeC
where ¢ (%, y) is obtained by (1.6).

Lemma 2.1. [21,22]. Let E be a smooth, strictly convex, and
reflexive Banach space, and let C be a nonempty closed
convex subset of E. Then, the following conclusions hold:

@) o, Icy) + oIy, y) < o (%), ¥x € C,y € E;
(ii) Letx € E andz € C, then

z=Ilcx) & (z—y,Jx—Jz) =0, Vye C.

Remark 2.1. [17]
(i) From the definition of ¢, we have

(el = 1IyID? < ¢ x,9) < (=l + IlyID% Y,y € E.

(i) If E is a real Hilbert space H, then
¢ (x,5) = (lx]l — llyID? and ¢ is the metric
projection Pc of H onto C.
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(iii) If E is a smooth, strictly convex, and reflexive Banach
space, then for x,y € E, ¢(x,y) = 0 if and only if
x=y.

Lemma 2.2. [23]. Let C be a nonempty, closed, and convex
subset of a smooth, strictly convex, and reflexive Banach
space E, and let T be a relatively nonexpansive mapping
from Cinto itself. Then, Fix(T) is closed and convex.

Lemma 2.3. [22]. Let E be a smooth and uniformly convex
Banach space, and let {x,} and {y,} be sequences in E such
that either {x,} or {y,} is bounded. If limy,_, oo ¢ (Xn, Y1) =
0, then limy,_ %, — yull = 0.

Lemma 2.4. [24,25]. Let E be a uniformly convex Banach
space, and let r > 0. Then, there exists a strictly increasing,
continuous, and convex function g : [0,2r] — R such that
g(0) =0and

l[tx+(1—0)ylI* < tllxl*+A=8) IyI*—t(L—Dg(lx—y)
forallx,y € Brandt €[0,1], where B, = {z € E : ||z|| < r}.

Lemma 2.5. [22]. Let E be a smooth and uniformly convex
Banach space, and let r > 0. Then, there exists a strictly
increasing, continuous, and convex function g : [ 0,2r] —
R such that g(0) = 0 and

gllx —yll) < ¢(x,), Vx,y € B

Definition 2.1. [26,27]. Let X and Y be two Hausdorff
topological spaces, and let D be a nonempty, convex sub-
set of X and P be a pointed, proper, closed, and convex
cone of Y with intP # . Let 0 be the zero point of Y, U(0)
be the neighborhood set of 0, U(xp) be the neighborhood
set of xp, and f : D — Y be a mapping.

(i) If, forany V € U(0) in Y, there exists U € U(xp) such
that

fx) €f(xo) +V+P, VxelUND,

then f is called upper P-continuous on xy. If f is
upper P-continuous for all x € D, then f is called
upper P-continuous on D;

(ii) If, for any V € U(0) in Y, there exists U € U(xp) such
that

f(x) € f(xo) +V — P, Vx € UND,

then f is called lower P-continuous on xg. If f is
lower P-continuous for all x € D, then f is called
lower P-continuous on D;

(iii) If, foranyx,y € Dandt €[0, 1], the mapping
satisfies

fx) e fitx+A—-0)y)+Porf(y) € f(tx+(1—1)y)+P,

then f is called proper P-quasiconvex;
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(iv) If, for any x1,x2 € D and ¢ €[ 0, 1], the mapping f
satisfies

tfx) + A —=Of () eftx+ (A =0y + P,

then f is called P-convex.

Lemma 2.6. [28]. Let X and Y be two real Hausdorff
topological spaces; D is a nonempty, compact, and convex
subset of X, and P is a pointed, proper, closed, and convex
cone of Y with intP # (. Assume thatg : D x D — Y and
® : D — Y are two nonlinear mappings. Suppose that g
and O satisfy

(i) gx,x) e P, Vx e D;

(ii) @ is upper P-continuous on D;

(iii) g(.,y) is lower P-continuous, Vx € D;
v)

(iv) g(x,.) + @ () is proper P-quasiconvex, Vx € D.

Then, there exists a point x € D which satisfies
G(x,y) € P\ {0}, Vy € D,
where

G, y) = gx,y) + () — P(x), Yx,y € D.

Let F: CxC — Yand ¢ : C — Y be two mappings. For
any z € E, define a mapping G, : C x C — Y as follows:

G:(x%,y) =Fx, ) +vy @) —v®) +- O’ —x,Jx—Jz), (2.1)

where r is a positive real number and e € intP.

Assumption 2.1. Let G,, F,  satisfy the following
conditions:

) Forallx € C, F(x,x) = 0;

(ii) Fis monotone, i.e., F(x,y) + F(y,x) € —P, Vx,y € C;
i) F(.,y) is continuous, Vy € C;

) F(x,.) is weakly continuous and P-convex, Le.,

tF(x,y1) + (1 —)F(x,92) € F(x,ty1 + (1 — £)y2)
+ P, Vx,y1,y2 € C, Vt €[0,1];

(v) G,(.,y) is lower P-continuous, Yy € C and z € E;
(vi) ¥ () is P-convex and weakly continuous;
(vil) G,(x,.) is proper P-quasiconvex, Yx € C andz € E.

Results
First, we prove the following technical result:

Theorem 3.1. Let E be a uniformly smooth and uniformly
convex Banach space, and let C be a nonempty, compact,
and convex subset of E. Assume that P is a pointed, proper,
closed, and convex comne of a real Hausdorff topological
space Y with intP # 0. Let G, : C x C — Y be defined
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by (21). LetF : CxC — Y, ¢ : C —> Y and G, sat-
isfy Assumption 2.1. Define a mapping Tr(z) : E — C as
follows:

T (z) ={x € C:Flx,y)+¢¥©») — ¥
+ ;(y—x,]x—]z) eP, Vyec,

where e € intP, and r is a positive real number. Then,

(i) Ty(z) #0, Vz€E;
(i) Ty is single-valued;
(iii) Ty is a firmly nonexpansive-type mapping, i.e., for all
Z1,22 € E,

(Tyz1 — Trza,JTrz1 — JTrz2) < (Trz1
— Tyzp,Jz1 — Jz2);
(iv) Fix(T,) =Sol(GVEP(1.2));
(v) Sol(GVEP(1.2)) is closed and convex.

Proof.

(i) Letg(x,y) = Gz(x,y) and ®(y) =0 forallx,y € C
and z € E. It is easy to observe that g(x,y) and ®(y)
satisfy all the conditions of Lemma 2.6. Then, there
exists a point x € C such that

G:(x,y) +P(y) —Px) eP, VyeC(C,

and thus T,(z) # @, Vz € E.
(ii) Foreachz € E, Ty(z) # 0, let x1,x2 € Ty(2). Then,

F@eu )+ 0) =¥+~ =1, Jm—Jz) €P, ¥y eC
(3.1)

and

F(xz,y>+w(y>—w<x2>+§<y—x2,1x2 _J) ePVyeC.
(3.2)

Letting y = x2 in (3.1) and y = x; in (3.2), and then
adding, we have

e
F(x1,x2) + F(x2,%1) + ;(xz —x1,Jx1 — Jx2) € P.
Since F is monotone, e € intP,r > 0and P is a

closed and convex cone, we have

(w2 — %1, Jx1 — Jxa) > 0.

Since E is strictly convex, the preceding inequality
implies x; = x5. Hence, T} is single-valued.
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(iii) Foranyzj,zo € E, letx; = Ty(2z1) and xp = Tr(22).
Then,

F(x1,y) + v () — ¥ (x1)
¥ §<y—x1,]x1 —Ja)eP, VyeC
(3.3)

and

F(o, )+ () — ¥ (x2) + f@ — %, Jity — Jz2) € P,
Vy e C.
(3.4)

Letting y = x5 in (3.3) and y = 3 in (3.4), and then
adding, we have

e
F(x1,%2) + F(x2,%1) + ;(xz —x1,Jx1 — Jxo

—Jz1 +Jz0) € P.

Again, since F is monotone, e € intP, r > 0 and P is
closed and convex cone, we have

(%2 — x1, Jog — Jx1) < (%2 — x1,Jz20 — Jz1),

or

(Ty(z1) — Tr(22),J T (z1) — JTr(22)) < (T;(21)
— Tr(22),]z1 — Jz2).
(3.5)

Hence, T} is firmly nonexpansive-type mapping.
(iv) Letwx €Fix(Ty). Then,

F(,9) + () — (@) + ~(y —#,Jx—Jx) e P,Yy € C

r
and so

Fx,y) + ¥ () —¥(x) €P, VyeC.

Thus, x € Sol(GVEP(1.2)).
Let x € Sol(GVEP(1.2)). Then,

F,y) +v¥ () —¢¥(x) eP, VyeC
and so
Fxy) + v () — ¥ @)+ ;(y—x,]x—m ePVyeC.

Hence, x € Fix(T;). Thus, Fix(T,) = Sol(GVEP(1.2)).
(v) Asin the proof of Lemma 2.8 in [17], we have
& (Ty(z21), Tr(22)) + ¢ (Tr(22), Ty (21)) <
¢ (Trz1,22) + ¢ (Trz2,21),

for z1,zy € C. Taking zo = u € Fix(T;), we have

¢(l/£, T,«Zl) =< ¢(u) Zl)'
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Next, we show that ﬁ;((T,) = Sol(GVEP(1.2)). Indeed, let
p € Fix(T}). Then, there exists {z,} C E such thatz, — p
and limy,—, oo (2, — Tyz,) = 0. Moreover, we get T,z, — p.
Hence, we have p € C. Since J is uniformly continuous on

bounded sets, we have
li Wz — JTrzyl|
im ——————— =

n— 00 r

0, r>0. (3.6)

From the definition of T}, we have
F(Trzn’y) + v — ¥ (Trzn)
e
+ ;(y — Tz, JTrzy — Jzu) € P,Vy € C

0€ F(y, Trzn) — (Y () — ¥ (Trzn))
- ;(J’ — Trzy,JTrzy — Jzu) + P,
Vy e C.

Lety, = 1 —f)p+ty, Vt € (0,1]. Since y € C and
p € C,we gety; € Cand hence

0 € F(yr, Trzn) — (W (yr) — ¥ (Trzy))
- ;(yt — Tyzu,JTrzn — Jzu) + P

=F Trzw) — (Y ) — ¥ (Trzy))

}TI'Z - )Z
Tan, 7” " ) + P.
(3.; )

Since F(x,.) and ¥ (.) are weakly continuous for allx € C,
then it follows from (3.6) and (3.7) that

0€Fyup) =¥ + ¥ (p) + P.

Further, it follows from Assumption 2.1 (i), (iv), (vi) that
tF@sy) + A= OFup) +ty () + A = DY (p) — v ()

€ Fyuy) +¥ () — ¥ () + P
e P,

— €<J/t —

(3.8)

or

—t[Fyey) + ¥ ) — v )] —(1 — O[F(yt, p)
+ ¥ —vOle —P.
Using (3.8) in (3.9), we have

—tlFey) + ¥ () — ¥ ()] € =P
Fyuy) + ¥ () — ¥ () € P.

Letting ¢ — 0, we obtain

Fp,y) + ¥ () —v () €P, VyeC,
i.e, p € Sol(GVEP(1.2)). So, we get Fix(T,) =
Sol(GVEP(1.2)) = ﬁ;((T,). Therefore, T, is a relatively
nonexpansive mapping. Further, it follows from Lemma
2.2 that Sol(GVEP(1.2)) = Fix(T,) is closed and convex.
This completes the proof. g

(3.9)
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Next, we have the following lemma whose proof is on
the similar lines of the proof of Lemma 2.9 [17] and hence
omitted.

Lemma 3.1. Let E, C, F, v, G, be same as in Theorem
3.1, and let r > 0. Then, for x € E and q € Fix(T}),
we have

o (g, Trx) + ¢(Trx, %) < ¢(g,x).

Now, we prove a strong convergence theorem for find-
ing a common solution of GVEP(1.2) and the fixed point
problems of two relatively nonexpansive mappings in a
Banach space.

Theorem 3.2. Let E be a uniformly smooth and uni-
formly convex Banach space, and let C be a nonempty,
compact, and convex subset of E. Assume that P is a
pointed, proper, closed, and convex cone of a real Haus-
dorff topological space Y with intP # (. Let the mappings
F:CxC — Yandy : C — Y satisfy Assump-
tion 2.1, and let S, T be relatively nonexpansive mappings
from C into itself such that T' := Fix(T) N Fix(S) N
Sol(GVEP(1.2))# . Let {x,} be a sequence generated by
the scheme:

xo=x € C,
Yu =T Gy + (1 — 8,)]Tz),
2y = J Ny + (1 — a,)JSxy),

uy € Csuch that F(u,,y) + v () — ¥ (uy,)

€ (3.10)
+ ;(}’ — Up,Juy — Jyn) € P, Vy € C,

H,={ze C:¢(z,uy) < ¢(z,x4)},
Wy=1{zeC:{xy—2zJx—Jx,) = 0},

Xnyl = l—[H . for every n € N U {0},

where e € intP, ] is the normalized duality mapping on E,
and r €[ a, o) for some a > 0. Assume that {«,} and {5,}
are sequences in [0,1] satisfying the conditions:

() limsup,_, o, 6n < 1;
(i) 0 < liminf, o oy <limsup,_,, o, < 1.

Then, {x,} converges strongly to [ %, where [|x is the
generalized projection of E onto I'.

Proof. Since S and T are relatively nonexpansive map-
pings from C into itself, it follows from Lemma 2.2 and
Theorem 3.1(v) that I' is closed and convex. Now, we show
that H, N W, is closed and convex. From the definition of
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W,, it is obvious that W, is closed and convex. Further,
from the definition of ¢, we observe that H,, is closed and

¢ (2 1) < P(2,%0) & Nutl® — lla)?
= 2(z,Jun — Jxn) = 0,
and hence H,, is convex. So, H, N W, is a closed convex
subset of E for all » € N U {0}.
Let u € T. It follows from Theorem 3.1 that (3.10) is
equivalent to u, = T,y, for all » € N U {0}, and T,

is relatively nonexpansive. Since S and T are relatively
nonexpansive, we have

&, un) = ¢(u, Tryn)
< ¢ (U, yn)
< ¢, ] Suwn + (1 — 8,))Tzn))
= Nl = 2(u, 8Jxn + (1 — 8,)] Tz)
+ 180 + (1 = 8,)) Tzl
< llull® = 28, (ut, Joen) — 2(1 — 8,0) (4, T2,)
+ Sullnll® + (1 = 8| Tz
< 8up (U, %) + (1 = 8,) P (1, Tz)
< 8ud(u, xn) + (1 — 8,)p (1, Tzy)
< 8 (1, %0) + (1 — 8) (1, Z1),
(3.11)

and

bt 20) = ¢ (1, ] (nfn + (1 — 00,)]S%))
= |lull®> — 2(u, ctnitn + (1 — @n)JSxn)
+ letufn + (1 — )] S|
< [laell> = 20 (4, Jn) — 2(1 — o) (11, JSx)
+ ol )? + (1 — ) [|Sx 12
< opd (U, xy) + (1 — )P (u, Sxy)
< 0 (1, 5) + (1 — ) (tt, %)
< ¢ (u, %)
(3.12)

Using (3.12) in (3.11), we have

¢, up) < 8,9 (4, %) + (1 = 8,)p (1, x)

< ¢ (u,xp).

Hence, we have u € H,,. This implies that I' C H,, Vn €
N U {0}.

Next, we show by induction that I' € H, N W, Vn €
N U {0}. From Wy = C, we have I' C Hy N Wpy. Suppose
that ' € Hi N W, for some k € N U {0}. Then, there
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exists xx11 € Hix N Wy such that g = HHkﬂWk x. From
the definition of x4 1, we have, for all z € Hi N Wy,

(¥k+1 — 2 Jx — Jxg41) = 0.
Since I' C Hi N W, we have

(®k+1 — 2 Jx — Jxgp1) =0, VzeT, (3.13)

and hence z € Wy1. So, we have I' C Wj ;. Therefore,
we have I' C Hi11 N Wi

Thus, we have that ' ¢ H, N W), for all » € N U {0}.
This means that {x,} is well defined. From the definition
of W, we have x,, = HWn x.

Using x,, = HWn x, from Lemma 2.1, we have ¢ (x,,, x) =
¢ Tw, %) < Ppw,x)—¢w,[[yy, %) < dw,x), Vuel C
W,

Then, {¢ (x,,x)} is bounded. Therefore, {x,} and {Sx,}
are bounded.

Since x,41 = anﬂan e H,NW, C W,and x, =
[, », from the definition of [ ]y, , we have

¢ X x) < ¢(Xpy1,%), Vme NU{0}.

Thus, {¢(x,,%)} is nondecreasing. So, the limit of
{¢(xy,x)} exists. By the construction of W, we have
W, € Wyandx,, = ]_[Wm x € W, for any positive integer
m > n. It follows that

¢ o) = ¢ (2 [ ], %)

< oGm0 - ([, ©)
= ¢ (Xm> %) — P (X, %).

Letting m,n — oo in (3.14), we have ¢ (xy,, x,) — 0. It
follows from Lemma 2.3 that ||x,, — x,|| — Oas m,n —
oo. Hence, {x,} is a Cauchy sequence. Since E is a Banach
space and C is closed and convex, one can assume that
%, — x € Casn — oo. From (3.14), we have

Vi e N U{0}

(3.14)

& Xnt1,%0) < @ (Xnt1,%) — @ (X, %),
which implies
lim ¢ (x41,%,) = 0.
n— 00
Further, from %41 = [ [y A, * € Hy, we have
O Xnt1, Un) < dXp+1,%4), Yn € N U {0}
and hence
lim ¢ (%41, u,) =0.
n— 00
Since
lim ¢ (xpt1,%,) = lim ¢ (xpy1,u0) =0,
n—0o0 n—0oo

and E is uniformly convex and smooth, then from Lemma
2.3, we have

lim [[xp41 — %ull = [#n+1 — unll =0,
n—>00
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and hence, we have
lim ||x, — u,| = 0.
n— 00

Since J is uniformly norm-to-norm continuous on
bounded sets, we have

lim |Jxn, — Jull =0
n—00

because E is a uniformly smooth Banach space and E* is a
uniformly convex Banach space.

Since {x,,} and {Sx,,} are bounded and z,, = J = (a,.Jx, +
(1 —o,)JSxy), then we can easily see that {z,} is a bounded
sequence, and hence, {7z,} is bounded.

Let r = supneNU{O}{llan, I 7z, I, |Sxy||}. From Lemma
2.4, we have

¢ (U, 20) = ¢ (] (@nn + (1 — 0n)JSxs))
= llull®> — 2(u, ctitn + (1 — n)JSxn)
+ oty + (1 — )] Sy |>
< ull® = et (4, Jn) — 2(1 — 0t,) 1, JSn)
+ ol + (1 — ) [|Sx 12
— an(1 — o) g (1 — JSxull)
< (1, %) + (1 — ) (11, Sx)
— oy (1 — an)g(|an — JSxal)
< aud (U, x,) + (1 — ay)P (U, x,)
— au(1 — o) g (1 — JSxull)
< G (s %) — n(1 — at)g (o — JSxnll).
It follows from (3.11) that
& (U, uy) < 8¢ (U, %) + (1 — 8,)P (1, z1)
< 85 (1, %) + (1 — 8,) [ (1, %)
— an(1 — an)g(n — JSxulD)]
< ¢, xn) — a1 — o)A — 8,)g(lfxn — JSxull),

or

(1= (1=8,)g (1t —JSxnll) < b (14, %) — b (s, 4.
(3.15)
Further, we have
b (s %) — & (thy ) = [l 1> — Ntull®> — 214, Jtn — Jutn)
< lnll® = Nt l1?1 =+ 201 (2t Jotn — Jea) |
< %l = Net 1l ]l + N2t
+ 20l — Jun
< llotn — sl Qlull =+ ll2tnll)
+ 2 uell e — Jet -

and hence, it follows from lim,_,  ||x;, — u,|| = 0 and
limy, s 00 [1f6y — Jun|l = O that

Jim (¢, %) — ¢ (u, 1)) = 0. (3.16)
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Using conditions (i) and (ii) and (3.16) in (3.15), we have
lim g(|lfxn — JSxull) = 0.
n— 00
Further, it follows from the property of g that

lim |[Jx, — JSxp|l = 0.
n—o0

Since /~! is uniformly norm-to-norm continuous on
bounded sets, we have

lim |jx, — Sx,|| = 0. (3.17)
n— 00

Next, we have

¢, ) < G (1Y)
< o] Sufxn + (1 — 8)] Tz))
= llull®> — 2(u, 8,Jn + (1 — 8:)] Tzu) + ||8,4J%n
+ (1 — 8,))Tzul?
< uall® = 285w Jen) — 200 — 8,) (u,J T2
+ Sullxnll® + (1 = 81| Tz |1
— 8u(1 = 8,)g(IJxn — I Tz )
< 8u@ (U, %) + (1 — 8,)P (1, Tz)
— 8,(1 — 8,)g(IJxn — JT2n)
< 80, %0) + (1 — 8,) (14, )
— 8u(1 — 8,)g(IJxn — J Tz
< 8u@ (u, %) + (1 — 8,) (1, %)
— 8n(1 — 8,)g(IJxn — JT2n)
< ¢, x0) — 8,1 — 8,)g(IJxn — J T2 ),
or
8u(1 = 8)g (1w — JTzull) < (11, %n)
— ¢ (u,u,) — Oas n — 0.

Thus,
lim g(|l/x — JTz4) = 0.
n—0o0
It follows from the property of g that

lim |Jx, —JTz,|| =0,
n— 00

and hence
lim |x, — Tz,| = 0. (3.18)
n— 00
Now,
xn — Jzull = Wxn — (nfxn + (1 — o) JSx) ||
= 11 — an) Uxp — JSx4) ||
= (1 — ap)lJxn — JSxull.
Since lim,—, o ||Jxn — JSx,|| = 0, the preceding equality

implies that

lim ||Jx, — Jzu|| = O,
n— 00
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and hence

lim ||x, —z,|| = 0. (3.19)
n—o0

It follows from (3.18), (3.19), and the inequality
lzn — Tzull < llzn — %l + %0 — Tznll
that
lim |z, — Tz,|| = 0.
n—00

Since x, — %, it follows from (3.17), (3.18), and (3.20)
that x is a fixed point of S and T, i.e., ¥ € Fix(T) N Fix(S).

On the same lines of the proof of Theorem 3.1(v) with
(3.10), we can easily prove that & € Sol(GVEP(1.2)). Then,
xel.

Finally, we prove that # = [[ #. By taking the limit in
(3.13), we have

(x —zJx—J&) =0,

vzeTl. (3.20)

Further, in view of Lemma 2.1, we see that x = ] «.
This completes the proof. O

Now, we prove the weak convergence theorem for find-
ing the common solution for GVEP (1.2) and the fixed
point problems of two relatively nonexpansive mappings.
First, we prove the following proposition:

Proposotion 3.1. Let E be a uniformly smooth and uni-
formly convex Banach space, and let C be a non-empty,
compact, and convex subset of E. Assume that P is a
pointed, proper, closed, and convex cone of a real Hausdorff
topological space Y with intP # (). Let F : C x C — Y and
¥« C — Y satisfy Assumption 2.1, and let S, T be rela-
tively nonexpansive mappings from C into itself such that
' # 0. Let {x,} be a sequence generated by the following
scheme:

z1 €E,
x, € C such that

F@n,y) + ¥ (0) — ¥ (o) + §<y — S S

—Jzy) € P, Vye C,
yu =T N ewfxn + (1 — a,)JSx),
Zn1 =T Gy + (1 = 80T Tyn),

for every n € N, where e € intP, ] is the normalized dual-
ity mapping on E, and r € [a, 00) for some a > 0. Assume
that {a,} and {5,,} are sequences in [0,1] satisfying the con-
ditions (i) and (ii) of Theorem 3.2. Then, {] [ x4} converges
stronglytoz € I.
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Proof. Let u € T. Since x, = Tyz, and T}, S, T are
relatively nonexpansive, we have

¢ (t Xpy1) = G (1, Trzng1)
< ¢ (1 Zn41)
< ¢, ] Sufwn + (1 — 8,)Tyn))
= llull?® — 2(u, 8y + (1 — 8,)] Tyn)
+ 18l + (1 — 8,)] Tyu >
< el = 28, (14, Jen) — 2(1 = 8,) {1, JTyn)
+ Sullxall® + (1 = 8| Tynl?
< 8 (1 %) + (1 — 8,)p (1, Tyy)
< 8 (%) + (1 — 8,) (16, y),
(3.21)

and

& (W yn) = ¢, ] (@nfin + (1 — @n)JSxn))
= llull®* — 2(u, ctin + (1 — @n)JSxn)
+ letwxn + (1 — o) ]Sl
< Null® — 20t (14, Joen) — 2(1 — ) {11, /S
+ oyl )* + (1 = o) [|Sx )
< au (U, xn) + (1 — ) (u, Sxy)
< and (U, xy) + (1 — )P (u, x,)

S ¢(M, x}’l)-
(3.22)
Using (3.22) in (3.21), we have
O (U, xyt1) < 3np (U, %) + (1 — 8,) (14, %) (3.23)

¢)(M, anrl) =< ¢(l/l, xn)-

Therefore, lim,_, o ¢ (4, x,) exists, and hence, ¢ (u, x;)
is bounded. This implies that {x,} and {Sx;} are bounded.
Further, it follows from (3.22) that ¢(u,y,) is also
bounded, and hence, {y,} and {7¥,} are bounded.

Define w, = [ [ #, for everyn € N. Then, fromw,, € T
and (3.23), we have

O Wi, Xng1) < Wy, X). (3.24)

Since [] is the generalized projection, from Lemma
2.1, we have

¢ Wny1,¥nt1) = ¢ (Hr xn+1:xn+1)
< QW Xng1) — ¢ (Wn: l_[r xn+1)

= Wy, Xp11) — Wy, Wyi1)
< (;b(wn’x}’l-i-l)'
(3.25)
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Hence, from (3.24), we have

O Wni1,%n41) < @ Wy, xn).

Therefore, {¢ (wy,, x,)} is a convergent sequence. We also
have from (3.24) that, for all m € N,

Wiy Xpm) < & (Wps Xn).

From wy4m = [ [ %#4+m and Lemma 2.1, we have

& Wiy W)+ Wty Xptm)

S dWny Xngm) < @ Wy, xp)

and hence

& Wis Witm) < @ Wiy %) — @ Wik Xntm)-

Let r = sup,cy [Wall. From Lemma 2.3, there exists
a continuous, strictly increasing, and convex function g
with g(0) = 0 such that g(lx — yII) < ¢ (x,y) for x,y € B,.
So, we have

gUwy — wyamll) < ¢ Wn, Wnpm) < ¢ Wy, %)

— @ Wit Xntm)-

Since {¢(wy,x,)} is a convergent sequence, from the
property of g, we have that {w,} is a Cauchy sequence.
Since T' is closed, {w,} converges strongly to z € T'. This
completes the proof. O

Now, we are able to prove the following weak conver-
gence theorem.

Theorem 3.3. Let E be a uniformly smooth and uniformly
convex Banach space, and let C be a non-empty, compact,
and convex subset of E. Assume that P is a pointed, proper,
closed, and convex cone of a real Hausdorff topological
space Y withintP # ). Let F: CxC — Yandy : C — Y
satisfy Assumption 2.1, and let S, T be relatively nonexpan-
sive mappings from C into itself such that T # (. Let {x,}
be a sequence generated by the scheme:

z1 € E,
x, € C such that
F(xn, y) + ¥ (y) — ¥ (%)
+ ;(y—xn,]xn —Jzu) €P, VyeC,

Yn = ]_l(an]xn + (1 - Oln)]an),
Zu1 =T Suon + (L= 80T Tyn),

for every n € N, where e € intP, ] is the normalized
duality mapping on E, and r € [a,o0) for some a > O.
Assume that {o,} and {8,} are sequences in [0,1] satisfy-
ing the conditions (i) and (ii) of Theorem 3.2. If ] is weakly
sequentially continuous, then x,, converges weaklytoz € T,
where z = limy— o0 [ [ %1
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Proof. As in the proof of Proposition 3.1, we have that
{xn}, {yn}, {Sx,}, and {T¥,} are bounded sequences. Let
r = sup,entl®nll, 1¥ull, 1S%41l, I Tynll}. Let u € I'. Since
xy, = Tyzy and Ty, S, T are relatively nonexpansive, using
Lemma 2.3, we have

¢ yn) = ¢ (] (oufrn + (1 — n)JSx))

= llull?® = 2(u, ooy + (1 — )] Sx)
+ Nl + (1 — o)JSxy |12

< lull® = 200 (ut, Jen) — 21 — ct) (s, JSx)
+ oyl 12 + (1 — )| S|
— oy (1 — o) gy — JSxull)

< an (t, %) + (1 — ) (1, Sxty)
— oy (1 — a)g (Vo — JSx)

< aud W, x,) + (1 — ay) P (u, xy,)
— oy (1 — o) gy — JSx4ll)

< ¢t %0n) — an(1 — a)g(Jon — JSx )

(3.26)

Using (3.26) in (3.21), we have

&, %n+1) < 80 (%) + (1 — ) [ & (1, %)
— an(1 — o) g — JSxu )]
< n U, xn) + (1 — 8,)P (u, %)
— o1 — o) (1 — 8n)g(xn — JSxnl)
< ¢, xn) — an(l — o) (1 = 8,)g(lJacn — JSxnll),

or

o (1 — an) (L = 8,)g (o — JSxnll)

(3.27)
< ¢, %) — (U, Xp11).

Since {¢(u,x,)} is convergent and using conditions (i)
and (ii) in (3.27), we have

lim g(|lfx, — JSxull) = O.
n—0o0

From the property of g, we have
lim |Jx, — JSx,|l = 0.
n— 00

Since J71 is uniformly norm-to-norm continuous on
bounded sets, we have

lim |jx, — Sx,|| = 0. (3.28)
n— 00
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Next, we have

O (U, xpy1) < O (U, 2y11)

< o, ] Gufrn + (1 — 8,0 Tyn))

= llull® — 20, 8fn + (1 — 8,)] Tyn)
+ 18ufxn + (1 — 8,)] Tyul?

< Null® = 28, Jen) — 2(1 — 8,) (1, JTyn)
+ Sull%nll® + (1 = 8| Tyull®
— 801 — 8)g(Vxn — JTynl))

< 8up (1, 50) + (1 — 8,)p (11, Tyn)
— 8n(1 = 8,)g(Vxn — JTynll)

< 8up (tt, %) + (1 — 8,) P (14, Y1)
— 8,1 = 8,)g(Vxn — I Tyall)

< 8n@ (u, %) + (1 — 8,) (1, %)
— 8,1 — 8,)g(xn — JTyall)

< ¢ (xn) — 8,1 — 8,)g(Vxn — JTyal),

or
Sn(L = 8)g(Wxn — JTynll) < & (1t %n) — G (1 Xpy1).
(3.29)

Since {¢ (4, x,)} is convergent and using condition (i) in
(3.29), we have

lim g([l/xy —JTyall) = 0.
n—0o0

From the property of g, we have
lim ||Jx, —JTyall = 0,
n—o0

and hence

lim ||x, — Ty,|| = 0. (3.30)
n— o0

Now,
/%1 _]yn” = lJxn — (o + (1 — a,)]Sx,) ||
= (A = an)Uxy — JSxu) ||
=1 — o) lfxn — JSxull,
which implies
lim ||Jx, _]yn” =0,
n— o0
and hence

lim [|%, — y,ll = O. (3.31)
n—0o0

It follows from (3.30), (3.31), and the inequality ||y, —
Tynll < llyn — %ull + llxn — Tyy| that

lim [y, — Tyull = 0. (3.32)
n— o0

Since {x,} and {y,} are bounded and limy,_ o [|x; —
yull = 0, there exist subsequences {x,.} and {y,} of
{x,} and {y,}, respectively, such that x,, — % € C and
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Y — % € C. It follows from (3.28) and (3.32) that & €
Fix(S) N Fix(T) = Fix(S) NFix(T), i.e., & € Fix(S) NFix(T).

Next, we show that X € Sol(GVEP(1.2)). Let r =
sup,entl%nll, 12111}, From Lemma 2.4, there exists a con-
tinuous, strictly increasing, and convex function g; with

£1(0) = O such that
gl(”x_y”) E(p(x;y)) Vx;yeB}"

Since x, = Tyz,, we have from Lemma 3.1 that, for u €
r,

gl(”xn —zull) < & (X, 21)
< ¢, zn) — ¢ (U, %n)
< ¢, xn-1) — ¢ (1, %n).
Since {¢ (4, x,)} converges, we have
lim g1(llxy — zull) = 0.
n— 00
From the property of g;, we have
lim |jx, — z4]| = 0.
n—00
Since / is uniformly norm-to-norm continuous on
bounded sets, we have
lim [|fx, — Jz,|l = 0.
n— 00
From r > a, we have

li 1Jxn — Jzull
im ————— =

n—00 r

0.
By x, = T,z,, we have
F(Tr(zn),y) + ¥ () — ¥ (Trzn)
+ 20— Tyzn Tyzn — Jo) € P,
VyeC
0 € F(y, Tr(zn) =¥ () — ¥ (Trzn)
+ ;(y — Trzn,JTyzn — Jzn) + P,
Vy e C.

Replacing n by n;, we have

0 € F(y, Tr(zn)) — ¥ () — ¥(Trzp,)
e
+ ;(y — Tyzn;, JTrzn, — Jzn) + P,Vy € C.
As in the proof of Theorem 3.1, we have * €

Sol(GVEP(1.2)). Hence, x € T.
Let w, = [ #. From Lemma 2.1 and % € T, we have

<W}’lk - &,]xnk _]Wnk> > 0.

It follows from Proposition 3.1 that {w,} converges
strongly to z € T'. Since J is weakly sequentially continu-
ous, we have

(z—%,]Jx—Jz) >0 as k — oo.
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On the other hand, since J is monotone, we have
(z—%Jx—Jz) <0.
Hence, we have
(z— 2 J& —Jz) = 0.

From the strict convexity of E, we have z = x. There-
fore, {x,} converges weakly to x € T, where x =
limy— oo [ [ ##- This completes the proof . O

Remark 3.1

(i) If we take ¢ = 0, then Theorems 3.2 and 3.3 are
reduced to the theorems of finding a common
solution of SVEP(1.3) and fixed point problems for
two relatively nonexpansive mappings.

(i) Ifwetake Y =R, P =[0,+00), T = I, identity
mapping, and 8, = 0, Vn, then the results presented
in this paper are reduced to the corresponding
results of Takahashi and Zembayashi [17].

(iii) The method presented in this paper can be used to
extend the results of Shan and Huang [19] and Petrot
et al. [20].
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