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#### Abstract

In this paper, we present a new construction and decoding of BCH codes over certain rings. Thus, for a nonnegative integer $t$, let $\mathcal{A}_{0} \subset \mathcal{A}_{1} \subset \cdots \subset \mathcal{A}_{t-1} \subset \mathcal{A}_{t}$ be a chain of unitary commutative rings, where each $\mathcal{A}_{i}$ is constructed by the direct product of appropriate Galois rings, and its projection to the fields is $\mathcal{K}_{0} \subset \mathcal{K}_{1} \subset \cdots \subset \mathcal{K}_{t-1} \subset \mathcal{K}_{t}$ (another chain of unitary commutative rings), where each $\mathcal{K}_{i}$ is made by the direct product of corresponding residue fields of given Galois rings. Also, $\mathcal{A}_{i}^{*}$ and $\mathcal{K}_{i}^{*}$ are the groups of units of $\mathcal{A}_{i}$ and $\mathcal{K}_{i}$, respectively. This correspondence presents a construction technique of generator polynomials of the sequence of Bose, Chaudhuri, and Hocquenghem (BCH) codes possessing entries from $\mathcal{A}_{i}^{*}$ and $\mathcal{K}_{i}^{*}$ for each $i$, where $0 \leq i \leq t$. By the construction of BCH codes, we are confined to get the best code rate and error correction capability; however, the proposed contribution offers a choice to opt a worthy BCH code concerning code rate and error correction capability. In the second phase, we extend the modified Berlekamp-Massey algorithm for the above chains of unitary commutative local rings in such a way that the error will be corrected of the sequences of codewords from the sequences of BCH codes at once. This process is not much different than the original one, but it deals a sequence of codewords from the sequence of codes over the chain of Galois rings.
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## Introduction

Linear codes over finite rings have been hashed out in a series of papers introduced by Blake [1,2], Spiegel [3,4], and Forney [5]. Recently, a keen interest about the structure of the multiplicative group of units of certain finite local commutative rings has been developed in coding theory owing to its wondrous application, especially in the construction of Bose, Chaudhuri, and Hocquenghem $(\mathrm{BCH})$ codes. Using the multiplicative group of unit elements of a Galois ring extension of $\mathbb{Z}_{p^{m}}$, Shankar [6] has constructed BCH codes over $\mathbb{Z}_{p^{m}}$. However, Andrade and Palazzo [7] have further extended this construction of BCH codes over finite commutative rings with identity. Both construction techniques of [6] and [7] have been addressed from the approach of specifying a cyclic subgroup of the group of units of an extension ring of finite

[^0]commutative rings. The complexity of this study is to get the factorization of $x^{n}-1$ over the group of units of the appropriate extension ring of the given local ring and then construct the generator polynomial for BCH codes.
Let $\mathcal{A}$ be a finite commutative ring with identity. The ring $\mathcal{A}^{n}$, with $n \in \mathbb{Z}^{+}$, being a free $\mathcal{A}$-module that preserves the concept of linear independence among its elements, is similar to a vector space over a field. Though it has the constraint that an $r \times r$ submatrix of $r \times n$ generator matrix $M$ over $\mathcal{A}$ is non-singular or, equivalently, has a determinant unit in $\mathcal{A}$, the existence of non-singular matrices having no obligatory unit elements is, in fact, the primary obstacle in working over a local ring instead of a field. The notion of elementary row operations in a matrix, and its consequences, also carries over $\mathcal{A}$ with the understanding that only multiplication of a row by a unit element in $\mathcal{A}$ is allowed, which is in contrast to the multiplication by any nonzero element in the case of a field. The structure of the multiplicative group of units of $\mathcal{A}$ is the main motivation to calculate the McCoy rank [8] of a
matrix $M$, that is, the largest integer $r$ such that the $r \times r$ submatrix of $M$ has a determinant unit in $\mathcal{A}$.
Andrade and Palazzo [9] describe a construction technique of a matrix
\[

M=\left[$$
\begin{array}{cccc}
\alpha_{1} & \alpha_{2} & \cdots & \alpha_{n} \\
\alpha_{1}^{2} & \alpha_{2}^{2} & \cdots & \alpha_{n}^{2} \\
\vdots & \vdots & \ddots & \vdots \\
\alpha_{1}^{k} & \alpha_{2}^{k} & \cdots & \alpha_{n}^{k}
\end{array}
$$\right]
\]

based on the vector $\eta=\left(\alpha_{1}, \alpha_{2}, \cdots, \alpha_{n}\right)$, where $\alpha_{i}$, for $1 \leq i \leq n$, are distinct units in the unitary local ring $\mathcal{A}$ such that $1-\alpha_{j}$, for $1 \leq j \leq l$, are units. By this, one can obtain the McCoy rank of the matrix $M$, whereas the findings of these types of units are linked with the multiplicative group $\mathcal{A}^{*}$ of units of the ring $\mathcal{A}$.

For $h=b^{t}$, where $b$ is a prime and $t$ is a positive integer, there exist corresponding Galois ring extensions $\mathcal{R}_{i}=G R\left(p^{m}, h_{i}\right)$, where $0 \leq i \leq t$ and $h_{i}=b^{i}$ (respectively, their residue fields $\mathbb{K}_{i}$, where $0 \leq i \leq t$ and $h_{i}=b^{i}$ ) of unitary local ring ( $\mathcal{R}, \mathcal{M}$ ) with $p^{m}$ elements (respectively, $p$ elements of residue field $\mathcal{R} / \mathcal{M}$ ). For each $i$, where $0 \leq i \leq t$, it follows that $\mathcal{R}_{i}^{*}$ has one and only one cyclic subgroup $G_{n_{i}}$ of order $n_{i}$ (divides $p^{h_{i}}-1$ ) relatively prime to $p$ (it extends Theorem 2 of [6]). Furthermore, if $\bar{\beta}_{i}$ generates a cyclic subgroup of order $n_{i}$ in $\mathbb{K}_{i}^{*}$, then $\beta^{i}$ generates a cyclic subgroup of order $n_{i} d_{i}$ in $\mathcal{R}_{i}^{*}$, where $d_{i}$ is an integer greater than or equal to 1 , and $\left(\beta^{i}\right)^{d_{i}}$ generates the cyclic subgroup $G_{n_{i}}$ in $\mathcal{R}_{i}^{*}$ for each $i$ (an extension of Lemma 1 of [6]). Consequently, by extending the given algorithm of [6] for constructing a BCH type of codes with symbols from the local ring $\mathcal{A}$ for each member in chains of Galois rings and residue fields, respectively, there are two situations: $h_{i}=b^{i}$ for $i=2$ or $h_{i}=b^{i}$ for $i \geq 2$. By these motivations, in this paper, for any $t \in \mathbb{Z}^{+}$, let $\mathcal{A}_{0} \subset \mathcal{A}_{1} \subset \cdots \subset \mathcal{A}_{t-1} \subset \mathcal{A}_{t}$ be a chain of unitary commutative rings, whereas for each $i$ such that $0 \leq i \leq t$, it follows that $\mathcal{A}_{i}$ is a direct product of Galois rings, i.e.,

$$
\begin{array}{cc}
\mathcal{A}_{0}=\mathcal{R}_{0} \times \mathcal{R}_{0} \times \cdots \times \mathcal{R}_{0} \\
\cap & \cap \\
\mathcal{A}_{1}=\mathcal{R}_{1} \times \mathcal{R}_{1} \times \cdots \times \mathcal{R}_{1} \\
\cap & \cap \\
\vdots & \vdots \\
\cap & \cap \\
\mathcal{A}_{t}= & \mathcal{R}_{t} \times \mathcal{R}_{t} \times \cdots \times \mathcal{R}_{t}
\end{array}
$$

whereas $\mathcal{R}_{0} \subset \mathcal{R}_{1} \subset \cdots \subset \mathcal{R}_{t-1} \subset \mathcal{R}_{t}$ is the chain of Galois rings. Corresponding to the chain $\mathcal{A}_{0} \subset \mathcal{A}_{1} \subset$ $\cdots \subset \mathcal{A}_{t-1} \subset \mathcal{A}_{t}$, there is the chain of rings $\mathcal{K}_{0} \subset \mathcal{K}_{1} \subset$
$\cdots \subset \mathcal{K}_{t-1} \subset \mathcal{K}_{t}$ constituted through the direct product of their residue fields, i.e.,

whereas $\mathbb{K}_{0} \subset \mathbb{K}_{1} \subset \cdots \subset \mathbb{K}_{t-1} \subset \mathbb{K}_{t}$ is the chain of corresponding residue fields. Also, $\mathcal{A}_{i}^{*}$ and $\mathcal{K}_{i}^{*}$ for each $i$, where $0 \leq i \leq t$, are multiplicative groups of units of $\mathcal{A}_{i}$ and $\mathcal{K}_{i}$, respectively.
In this work, we present a construction technique of generator polynomials of BCH codes having entries from $\mathcal{A}_{i}^{*}$ and $\mathcal{K}_{i}^{*}$ for each $i$, where $0 \leq i \leq t$. Thus, this paper is organized as follows: the 'Preliminaries' section 2 contains a brief introduction of the basics of polynomial rings and some results from [7]. In the 'Sequences of BCH codes' section, we describe the construction technique of the sequence of BCH codes over the chain of commutative rings constructed by the direct product of appropriate chains of Galois rings. In the 'Decoding procedure of BCH codes' section, we present the decoding procedure for the constructed BCH codes. The 'Conclusions' section concludes the whole discussion.

## Methods

## Preliminaries

Assume that $(A, M)$ is a finite unitary local commutative ring with residue field $\mathbb{K}=\frac{A}{M} \cong G F\left(p^{m}\right)$, where $p$ is a prime integer and $m$ is a positive integer. The natural projection $\pi: A[x] \rightarrow \mathbb{K}[x]$ is defined by $\pi\left(\sum_{i=0}^{n} a_{i} x^{i}\right)=$ $\sum_{i=0}^{n} \overline{a_{i}} x^{i}$, where $\overline{a_{i}}=a_{i}+M$ for $i=0, \cdots, n$. Thus, the natural ring morphism $A \rightarrow \mathbb{K}$ is simply the restriction of $\pi$ to the constant polynomials. In the following, we recall some definitions and results from [8] for the sake of quick reference.

Definition 1. Let $a(x)$ be a polynomial in $A[x]$. We say that

1. $a(x)$ is a unit if there exists a polynomial $b(x) \in A[x]$ such that $a(x) b(x)=1$.
2. $a(x) \neq 0$ is a zero divisor if there exists a polynomial $b(x) \in A[x] \backslash\{0\}$ such that $a(x) b(x)=0$.
3. $a(x)$ is regular if $a(x)$ is not a zero divisor.
4. $a(x)$ is irreducible if $a(x)$ is not a unit, and if $a(x)=a_{1}(x) a_{2}(x)$, then either $a_{1}(x)$ is a unit or $a_{2}(x)$ is a unit.

Theorem 2. (Theorem XIII. 2 of [8]) Let $(A, M)$ be a local ring and $a(x)=\sum_{i=0}^{n} a_{i} x^{i} \in A[x]$. The following assertions are equivalent:

1. $a(x)$ is regular.
2. $\left\langle a_{1}, a_{2}, \cdots, a_{n}\right\rangle=A$.
3. $a_{i}$ is a unit for some $i$, for $0 \leq i \leq n$.
4. $\pi(a(x)) \neq 0$.

Theorem 3. (Theorem XV. 1 of [8]) Let $(A, M)$ be a local ring and $a(x)$ be a regular polynomial in $A[x]$ such that $\pi(a(x))$ has a simple (i.e., non-multiple) zero $\bar{\alpha}$ in $\mathbb{K}$. Then, $a(x)$ has one and only one zero $\alpha$ with $\pi(\alpha)=\bar{\alpha}$.

Theorem 4. (Theorem XIII. 7 of [8]) Let $(A, M)$ be a local ring and $a(x)$ be a regular polynomial in $A[x]$ such that $\pi(a(x))$ is irreducible in $\mathbb{K}[x]$. Then, $a(x)$ is irreducible in $A[x]$.

Let $A_{j}$ be a finite local ring with characteristic $p_{j}$, for each $j$ such that $1 \leq j \leq s$. Let $\mathbb{K}_{j}$ be the residue fields of local rings $R_{j}=A_{j}[x] /\left\langle f_{j}(x)\right\rangle$, where $f_{j}(x)$ is a basic irreducible polynomial over $A_{j}$ of degree $h$, for each $j$ such that $1 \leq j \leq s$.

Theorem 5. (Theorem 3.3 of [7]) Let $\mathcal{R}=R_{1} \times R_{2} \times$ $R_{3} \times \cdots \times R_{s}$, where each $R_{j}$ is a local finite commutative (Galois) ring. Then, $\mathcal{R}^{*}=R_{1}^{*} \times R_{2}^{*} \times R_{3}^{*} \times \cdots \times R_{s}^{*}$.

The following theorem indicates the condition under which $x^{s}-1$ can be factored over $\mathcal{R}^{*}$ :

Theorem 6. (Theorem 3.4 of [7]) The polynomials $x^{s}-1$ can be factored over the multiplicative group $\mathcal{R}^{*}$ as $x^{s}-$ $1=(x-\alpha)\left(x-\alpha^{2}\right) \cdots\left(x-\alpha^{s}\right)$ if and only if $\overline{\beta_{j}}$ has order s in $\mathbb{K}_{j}^{*}$, where $\operatorname{gcd}\left(s, p_{j}\right)=1$ and $\alpha$ corresponds to $\beta=$ $\left(\beta_{1}, \beta_{2}, \cdots, \beta_{s}\right)$, for $j=1,2,3, \cdots, s$.

Theorem 7. (Theorem 3.5 of [7]) For any positive integer $l$, let $M_{l}(x)$ be the minimal polynomial of $\alpha^{l}$ over $\mathcal{R}$, where $\alpha$ generates $\mathcal{G}_{n}$. Then, $M_{l}(x)=\prod_{\xi \in B_{l}}(x-\xi)$, where $B_{l}$ are all distinct elements of the sequence $\left\{\left(\alpha^{l}\right)^{m}: m=\right.$ $\left.\prod_{j=1}^{s} q_{j}^{s_{j}}, q_{j}=p_{j}^{m_{j}}, 0 \leq s_{j} \leq h-1\right\}$.

Theorem 8. (Theorem 2.5 of [7]) Let $g(x)$ be the generator polynomial of $B C H$ code over $A$ with length $n=s$ such that $\alpha^{e_{1}}, \alpha^{e_{2}}, \cdots, \alpha^{e_{n-k}}$ are the roots of $g(x)$ in $H_{\alpha, n}$, where $\alpha$ has order $n$, then the minimum Hamming distance of the code is greater than the largest number of consecutive integers modulo n in $E=\left\{e_{1}, e_{2}, e_{3}, \cdots, e_{n-k}\right\}$.

## Sequences of BCH codes

Let $(A, M)$ be a unitary finite local commutative ring with residue field $\mathbb{K}=\frac{A}{M}$ having $p^{m}$ elements. The natural
projection $\pi: A[x] \rightarrow K[x]$ is defined by $\pi\left(\sum_{i=0}^{n} a_{i} x^{i}\right)=$ $\sum_{i=0}^{n} \overline{a_{k}} x^{i}$, where $\overline{a_{i}}=a_{i}+M$ for $i=0,1, \cdots, n$. Thus, the natural ring morphism $A \rightarrow \mathbb{K}$ is simply the restriction of $\pi$ to the constant polynomials. Now, if $f(x) \in A[x]$ is a basic irreducible polynomial with degree $h=b^{t}$, where $b$ is a prime and $t$ is a positive integer, then $\mathcal{R}=$ $\frac{A[x]}{\langle f(x)\rangle)}=G R\left(p^{m}, h\right)$ is the Galois ring extension of $A$ and $\mathbb{K}=\frac{\mathcal{R}}{\mathcal{M}}=\frac{A[x] /\langle f(x)\rangle}{\langle M, f(x)\rangle /\langle f(x)\rangle}=\frac{A[x]}{\langle M, f(x)\rangle}=\frac{(A / M)[x]}{\langle\pi(f(x))\rangle}=G F\left(p^{m h}\right)$ is the residue field of $\mathcal{R}$, where $\mathcal{M}=\langle M, f(x)\rangle /\langle f(x)\rangle$ is the maximal ideal of $\mathcal{R}$.
For the construction of a chain of Galois rings, the following lemma is of central importance:

Lemma 9. (Lemma VII of [8]) Every subring of $G R\left(p^{k}, h\right)$ is a Galois ring of the form $G R\left(p^{k}, h^{\prime}\right)$, where $h^{\prime}$ divides $h$. Conversely, if $h^{\prime}$ divides $h$, then $\operatorname{GR}\left(p^{k}, h\right)$ contains a unique copy of $G R\left(p^{k}, h^{\prime}\right)$.

Since $1, b, b^{2}, \cdots, b^{t-1}, b^{t}$ are divisors of $h$, so take $h_{0}=$ $1, h_{1}=b, h_{2}=b^{2}, \cdots, h_{t}=b^{t}=h$, and by Lemma 9, it follows that there exist basic irreducible polynomials $f_{1}(x), f_{2}(x), \cdots, f_{t}(x) \in A[x]$ with degrees $h_{1}, h_{2}, \cdots, h_{t}$, respectively, such that we can constitute the Galois subrings $\mathcal{R}_{i}=\frac{A[x]}{\left\langle f_{i}(x)\right\rangle}=\operatorname{GR}\left(p^{m}, h_{i}\right)$, for each $i$, where $1 \leq i \leq$ $t$, of $\mathcal{R}$ with the maximal ideals $\mathcal{M}_{i}=\left\langle M, f_{i}(x)\right\rangle /\left\langle f_{i}(x)\right\rangle$, for $1 \leq i \leq t$. Thus, the residue fields of each $\mathcal{R}_{i}$ becomes

$$
\begin{aligned}
\mathbb{K}_{i} & =\frac{\mathcal{R}_{i}}{\mathcal{M}_{i}}=\frac{A[x] /\left\langle f_{i}(x)\right\rangle}{\left\langle M, f_{i}(x)\right\rangle /\left\langle f_{i}(x)\right\rangle}=\frac{A[x]}{\left\langle M, f_{i}(x)\right\rangle}=\frac{(A / M)[x]}{\left\langle\pi\left(f_{i}(x)\right)\right\rangle} \\
& =\frac{\mathbb{K}[x]}{\left\langle\bar{f}_{i}(x)\right\rangle}=G F\left(p^{h_{i}}\right)
\end{aligned}
$$

As $h_{i}$ divides $h_{i+1}$ for all $0 \leq i \leq t$, so by Lemma 9, it follows that there is a chain

$$
A=\mathcal{R}_{0} \subset \mathcal{R}_{1} \subset \mathcal{R}_{2} \subset \cdots \subset \mathcal{R}_{t-1} \subset \mathcal{R}_{t}=\mathcal{R}
$$

of Galois rings with corresponding chain of residue fields

$$
\mathbb{Z}_{p}=\mathbb{K}_{0} \subset \mathbb{K}_{1} \subset \mathbb{K}_{2} \subset \cdots \subset \mathbb{K}_{t-1} \subset \mathbb{K}
$$

If $\mathcal{A}_{i}=\mathcal{R}_{i}^{r^{\prime}}$ for $0 \leq i \leq t$, then we obtain a chain of another unitary commutative rings, i.e.,

$$
\mathcal{A}_{0} \subset \mathcal{A}_{1} \subset \mathcal{A}_{2} \subset \cdots \subset \mathcal{A}_{t-1} \subset \mathcal{A}_{t}=\mathcal{A}
$$

with a corresponding chain of rings

$$
\mathcal{K}_{0} \subseteq \mathcal{K}_{1} \subseteq \mathcal{K}_{2} \subseteq \cdots \subseteq \mathcal{K}_{t-1} \subseteq \mathcal{K}_{t}=\mathcal{K}
$$

where $\mathcal{K}_{i}=\mathbb{K}_{i}^{r^{\prime}}$ for $0 \leq i \leq t$.
Let $\mathcal{A}_{i}^{*}$ and $\mathbb{K}_{i}^{*}$ be the multiplicative group of units of $\mathcal{A}_{i}$ and $\mathbb{K}_{i}$, respectively, for $0 \leq i \leq t$. The next corollary of Theorem XVIII. 1 of [8] plays a fundamental role in the decomposition of the polynomial $x^{n_{i}}-1$ into linear factors over the rings $\mathcal{A}_{i}^{*}$. This theorem asserts that for each element $\alpha_{i} \in \mathcal{A}_{i}^{*}$, there exist unique elements $\beta_{i} \in \mathcal{R}_{i}^{*}$,
for $0 \leq i \leq t$, such that $\alpha_{i}=\left(\beta_{i}, \beta_{i}, \cdots, \beta_{i}\right)$ are ordered $r^{\prime}$-tuples.

Corollary 10. Let $\mathcal{A}_{i}=\mathcal{R}_{i}^{r^{\prime}}$, for $0 \leq i \leq t$, where each $\mathcal{R}_{i}$ is a local finite commutative ring. Then, $\mathcal{A}_{i}^{*}=\left(\mathcal{R}_{i}^{*}\right)^{r^{\prime}}$.

The following theorem indicates the condition under which $x^{n_{i}}-1$ can be factored over $\mathcal{A}_{i}^{*}$, for $0 \leq i \leq t$ :

Theorem 11. For $0 \leq i \leq t$, the polynomials $x^{n_{i}}-1$ can be factored over the multiplicative groups $\mathcal{A}_{i}^{*}$ as $x^{n_{i}}-1=$ $\left(x-\alpha_{i}\right)\left(x-\alpha_{i}^{2}\right) \cdots\left(x-\alpha_{i}^{n_{i}}\right)$ if and only if $\overline{\beta_{i}}$ has order $n_{i}=$ $p^{h_{i}}-1$ in $\mathbb{K}_{i}^{*}$, where $\operatorname{gcd}\left(n_{i}, p\right)=1$ and $\alpha_{i}=\left(\beta_{i}, \beta_{i}, \cdots, \beta_{i}\right)$.

Proof. Suppose that the polynomials $x^{n_{i}}-1$ can be factored over $\mathcal{A}_{i}^{*}$ as $x^{n_{i}}-1=\left(x-\alpha_{i}\right)\left(x-\alpha_{i}^{2}\right) \cdots\left(x-\alpha_{i}^{n_{i}}\right)$. Then, $x^{n_{i}}-1$ can be factored over $\mathcal{R}_{i}^{*}$ as $x^{n_{i}}-1=$ $\left(x-\beta_{i}\right)\left(x-\beta_{i}^{2}\right) \cdots\left(x-\beta_{i}^{n_{i}}\right)$, for $0 \leq i \leq t$. Now, it follows from the extension of Theorem 3 of [6] that $\overline{\beta_{i}}$ has order $n_{i}$ in $\mathbb{K}_{i}^{*}$, for $0 \leq i \leq t$. Conversely, suppose that $\overline{\beta_{i}}$ has order $n_{i}$ in $\mathbb{K}_{i}^{*}$, for $0 \leq i \leq t$. Again, it follows from the extension of Theorem 3 of [6] that the polynomials $x^{n_{i}}-1$ can be factored over $\mathcal{R}_{i}^{*}$ as $x^{n_{i}}-1=\left(x-\beta_{i}\right)\left(x-\beta_{i}^{2}\right) \cdots\left(x-\beta_{i}^{n_{i}}\right)$, for $0 \leq i \leq t$. Since $\alpha_{i}=\left(\beta_{i}, \beta_{i}, \cdots, \beta_{i}\right)$, for $0 \leq i \leq t$, it follows that $x^{n_{i}}-1=\left(x-\alpha_{i}\right)\left(x-\alpha_{i}^{2}\right) \cdots\left(x-\alpha_{i}^{n_{i}}\right)$ over $\mathcal{A}_{i}^{*}$, for $0 \leq i \leq t$.

Corollary 12. (Theorem 3.4 of [7]) The polynomials $x^{n}-1$ can be factored over the multiplicative group $\mathcal{R}^{*}$ as $x^{n}-1=(x-\alpha)\left(x-\alpha^{2}\right) \cdots\left(x-\alpha^{n}\right)$ if and only if $\bar{\alpha}$ has order $n$ in $\mathbb{K}^{*}$, where $\operatorname{gcd}(n, p)=1$.

Let $\mathcal{G}_{n_{i}}$ denote the cyclic subgroup of $\mathcal{A}_{i}^{*}$ generated by $\alpha_{i}$, for each $i$, where $0 \leq i \leq t$, i.e., $\mathcal{G}_{n_{i}}$ contains all the roots of $x^{n_{i}}-1$ provided that the conditions of Theorem 11 are met. The BCH codes $\mathcal{C}_{i}$ over $\mathcal{A}_{i}^{*}$ can be obtained as the direct product of BCH codes $C_{i}$ over $\mathcal{R}_{i}^{*}$. To construct the cyclic BCH codes $\mathcal{C}_{i}$ over $\mathcal{A}_{i}^{*}$, we need to choose certain elements of $\mathcal{G}_{n_{i}}$ as the roots of generator polynomials $g_{i}(x)$ of the codes, so $\alpha_{i}^{e_{1}}, \alpha_{i}^{e_{2}}, \alpha_{i}^{e_{3}}, \cdots, \alpha_{i}^{e_{n_{i}-k_{i}}}$ are all the roots of $g_{i}(x)$ in $\mathcal{G}_{n_{i}}$. We construct $g_{i}(x)$ as

$$
g_{i}(x)=\operatorname{lcm}\left\{M_{i}^{e_{1}}(x), M_{i}^{e_{2}}(x), \cdots, M_{i}^{e_{n_{i}}-k_{i}}(x)\right\}
$$

where $M_{i}^{e_{l_{i}}}(x)$ are the minimal polynomials of $\alpha_{i}^{e_{l_{i}}}$, for $l_{i}=$ $1,2, \cdots, n_{i}-k_{i}$, where each $\alpha_{i}^{e_{l_{i}}}=\left(\beta_{i}^{e_{l_{i}}}, \beta_{i}^{e_{l_{i}}}, \cdots, \beta_{i}^{e_{l_{i}}}\right)$. The following theorem extended Lemma 3 of [6] and provides a method for the construction of $M_{i}^{e_{l_{i}}}(x)$, the minimal polynomials of $\alpha_{i}^{e_{l_{i}}}$ over the ring $\mathcal{A}_{i}$.

Theorem 13. For each $i$, where $0 \leq i \leq t$, let $M_{i}^{e_{i}}(x)$ be the minimal polynomials of $\alpha_{i}^{e_{l_{i}}}$ over $\mathcal{A}_{i}$, where $\alpha_{i}^{e_{l_{i}}}$ generates $\mathcal{G}_{n_{i}}$, for $l_{i}=1,2, \cdots, n_{i}-k_{i}$. Then, $M_{i}^{e_{l_{i}}}(x)=$
$\prod_{\xi_{i} \in B_{i}^{l_{i}}}\left(x-\xi_{i}\right)$, where $B_{i}^{l_{i}}=\left\{\left(\alpha_{i}^{e_{l_{i}}}\right)^{p^{q_{i}}}: 1 \leq l_{i} \leq n_{i}-k_{i}, 0 \leq\right.$ $\left.q_{i} \leq h_{i}-1\right\}$.

Proof. Let $\bar{M}_{i}^{e_{i}}(x)$ be the projection of $M_{i}^{e_{l_{i}}}(x)$ over the fields $\mathbb{K}_{i}$ and $\bar{M}_{i, j}^{e_{i}}(x)$ be the minimal polynomial of $\bar{\alpha}_{i}^{e_{i}}$ over $\mathbb{K}_{i}^{*}$, for each $i$ such that $0 \leq i \leq t$ and $1 \leq l_{i} \leq n_{i}-k_{i}$. We can verify that each $\bar{M}_{i}^{e_{l_{i}}}(x)$ (the projection of $\left.M_{i}^{e_{l_{i}}}(x)\right)$ is divisible by $\bar{M}_{i, j}^{e_{l_{i}}}(x)$ (minimal polynomials of $\bar{\alpha}_{i}^{e_{i}}$ ), for each $i$ such that $0 \leq i \leq t$ and $1 \leq l_{i} \leq n_{i}-k_{i}$. So, among its roots, it has distinct elements of the sequence $\left.\bar{\alpha}_{i}^{e_{i}},\left(\bar{\alpha}_{i}^{e_{i}}\right)^{p},\left(\bar{\alpha}_{i}^{e_{i}}\right) p^{p^{2}}, \cdots,\left(\bar{\alpha}_{i}^{e_{i}}\right)\right)^{p_{i}-1}$, for each $i$ such that $0 \leq$ $i \leq t$ and $1 \leq l_{i} \leq n_{i}-k_{i}$. Consequently, $M_{i}^{e_{i}}(x)$ has, among its roots, distinct elements of the sequence $\alpha_{i}^{e_{l_{i}}},\left(\alpha_{i}^{e_{l_{i}}}\right)^{p},\left(\alpha_{i}^{e_{l_{i}}}\right) p^{2}, \cdots,\left(\alpha_{i}^{e_{l_{i}}}\right)^{p^{\left.h_{i}-1\right)}}$, for $0 \leq i \leq t$ and $1 \leq$ $l_{i} \leq n_{i}-k_{i}$. Thus, any element $\xi_{i}=\left(\alpha_{i}^{e_{i}}\right)^{p_{i}}$ of the above sequence is a root of $M_{i}^{e_{l_{i}}}(x)$, for $0 \leq i \leq t, 0 \leq q_{i} \leq h_{i}-1$ and $1 \leq l_{i} \leq n_{i}-k_{i}$. Hence, $M_{i}^{e_{l_{i}}}(x)=\prod_{\xi_{i} \in B_{i}^{l_{i}}}\left(x-\xi_{i}\right)$.

Remark 14. Since, for each $i$ such that $0 \leq i \leq t$, $\bar{M}_{i}^{e_{i}}(x)$ is the projection of $M_{i}^{e_{l_{i}}}(x)$ (minimal polynomial of $\left.\alpha_{i}^{e_{l_{i}}}\right)$ over the fields $\mathbb{K}_{i}$, it follows that $\bar{M}_{i}^{e_{l_{i}}}(x)$ generates the sequence of codes over the special chain of rings $\mathcal{K}_{i}=\mathbb{K}_{i}^{r^{\prime}}$.

The lower bound on the minimum distances derived in the following theorem applies to any cyclic code. The BCH codes are a class of cyclic codes whose generator polynomials are chosen so that the minimum distances are guaranteed by this bound. In this sense, the following theorem generalizes Theorem 2.5 of [7]:

Theorem 15. Let $\mathcal{A}_{0} \subset \mathcal{A}_{1} \subset \mathcal{A}_{2} \subset \cdots \subset \mathcal{A}_{t-1} \subset \mathcal{A}_{t}$ be the chain. For each $i$ such that $0 \leq i \leq t$, if $g_{i}(x)$ is the generator polynomial of BCH code $\mathcal{C}_{i}$ over $\mathcal{A}_{i}$ with length $n_{i}$ such that $\alpha_{i}^{e_{1}}, \alpha_{i}^{e_{2}}, \cdots, \alpha_{i}^{e_{n_{i}}-k_{i}}$ are the roots of $g_{i}(x)$ in $\mathcal{G}_{n_{i}}$, where $\alpha_{i}$ has order $n_{i}$, then the minimum Hamming distance of $\mathcal{C}_{i}$ is greater than the largest number of consecutive integers modulo $n_{i}$ in $E_{i}=\left\{e_{1}, e_{2}, e_{3}, \cdots, e_{n_{i}-k_{i}}\right\}$.

Proof. For each $i$, where $0 \leq i \leq t$, let $\left\{k_{i}, k_{i}+1, k_{i}+\right.$ $\left.2, \cdots, k_{i}+d_{i}-2\right\}$ be the largest set of consecutive integers modulo $n_{i}$ in the set $E_{i}$. A sequence of cyclic code with roots $\alpha_{i}^{e_{1}}, \alpha_{i}^{e_{2}}, \alpha_{i}^{e_{3}}, \cdots, \alpha_{i}^{e_{n_{i}-k_{i}}}$ is the null space of the matrix

$$
M_{i}=\left[\begin{array}{ccccc}
1 & \alpha_{i}^{e_{1}} & \left(\alpha_{i}^{e_{1}}\right)^{2} & \cdots & \left(\alpha_{i}^{e_{1}}\right)^{n_{i}-1} \\
1 & \alpha_{i}^{e_{2}} & \left(\alpha_{i}^{e_{2}}\right)^{2} & \cdots & \left(\alpha_{i}^{e_{2}}\right)^{n_{i}-1} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & \alpha_{i}^{e_{n_{i}-k_{i}}} & \left(\alpha_{i}^{e_{n_{i}-k_{i}}}\right)^{2} & \cdots & \left(\alpha_{i}^{e_{n_{i}-k_{i}}}\right)^{n_{i}-1}
\end{array}\right]
$$

Now, if no linear combination of $d_{i}-1$ columns of the matrix

$$
M_{i}^{*}=\left[\begin{array}{ccccc}
1 & \alpha_{i}^{k_{i}} & \left(\alpha_{i}^{k_{i}}\right)^{2} & \cdots & \left(\alpha_{i}^{k_{i}}\right)^{n_{i}-1} \\
1 & \alpha_{i}^{k_{i}+1} & \left(\alpha_{i}^{k_{i}+1}\right)^{2} & \cdots & \left(\alpha_{i}^{k_{i}+1}\right)^{n_{i}-1} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & \alpha_{i}^{k_{i}+d_{i}-2} & \left(\alpha_{i}^{k_{i}+d_{i}-2}\right)^{2} & \cdots & \left(\alpha_{i}^{k_{i}+d_{i}-2}\right)^{n_{i}-1}
\end{array}\right]
$$

is zero, then clearly no linear combination of $d_{i}-1$ columns of each $M_{i}$ is zero, and by the extended form of Corollary 3.1 of [10], it follows that each code has a minimum distance $d_{i}$ or greater. This can be seen by examining the determinants of any $d_{i}-1$ columns of the matrices $M_{i}^{*}$. Let $M_{i}^{* *}$ be the matrix where the entries is a collection of any set of $d_{i}-1$ columns of matrix $M_{i}^{*}$. Thus,

$$
M_{i}^{* *}=\left[\begin{array}{cccc}
\left(\alpha_{i}^{k_{i}}\right)^{j_{1}} & \left(\alpha_{i}^{k_{i}}\right)^{j_{2}} & \cdots & \left(\alpha_{i}^{k_{i}}\right)^{j_{d_{i}-1}} \\
\left(\alpha_{i}^{k_{i}+1}\right)^{j_{1}} & \left(\alpha_{i}^{k_{i}+1}\right)^{j_{2}} & \cdots & \left(\alpha_{i}^{k_{i}+1}\right)^{j_{d_{i}-1}} \\
\vdots & \vdots & \ddots & \vdots \\
\left(\alpha_{i}^{k_{i}+d_{i}-2}\right)^{j_{1}} & \left(\alpha_{i}^{k_{i}+d_{i}-2}\right)^{j_{2}} & \cdots & \left(\alpha_{i}^{k_{i}+d_{i}-2}\right)^{j_{d_{i}-1}}
\end{array}\right] .
$$

Now, we want to show that the determinants of matrices $M_{i}^{* *}$ are non-singular, i.e., it is a unit in each $\mathcal{A}_{i}$. Note that the determinant of each matrix $M_{i}^{* *}$ is given by

$$
\operatorname{det}\left(M_{i}^{* *}\right)=\alpha_{i}^{k_{i}\left(j_{1}+j_{2}+\cdots+j_{d_{i}-1}\right)} \operatorname{det}\left(M_{i}^{* * *}\right),
$$

where the matrix $M_{i}^{* * *}$ is given by

$$
M_{i}^{* * *}=\left[\begin{array}{cccc}
1 & 1 & \cdots & 1 \\
\alpha_{i}^{j_{1}} & \alpha_{i}^{j_{2}} & \cdots & \alpha_{i}^{j_{d_{i}-1}} \\
\left(\alpha_{i}^{j_{1}}\right)^{2} & \left(\alpha_{i}^{j_{2}}\right)^{2} & \cdots & \left(\alpha_{i}^{j_{d_{i}-1}}\right)^{2} \\
\vdots & \vdots & \ddots & \vdots \\
\left(\alpha_{i}^{j_{1}}\right)^{d_{i}-2} & \left(\alpha_{i}^{j_{2}}\right)^{d_{i}-2} & \cdots & \left(\alpha_{i}^{j_{d_{i}-1}}\right)^{d_{i}-2}
\end{array}\right]
$$

The determinant of each $M_{i}^{* * *}$ is Vandermonde and each having a unit determinant in each ring $\mathcal{A}_{i}$. Hence, no combination of $d_{i}-1$ or fewer columns of each $M_{i}$ is linearly dependent. So, by Corollary 3.1 of [10], it follows that each code has a minimum distance $d_{i}$ or greater.

Corollary 16. (Theorem 2.5 of [7]) Let $g(x)$ be the generator polynomial of $B C H$ code over $A$ with length n such that $\alpha^{e_{1}}, \alpha^{e_{2}}, \cdots, \alpha^{e_{n-k}}$ are the roots of $g(x)$ in $\mathcal{G}_{n}$, where $\alpha$ has order $n$. Then, the minimum Hamming distance of the code is greater than the largest number of consecutive integers modulo $n$ in $E=\left\{e_{1}, e_{2}, e_{3}, \cdots, e_{n-k}\right\}$.

We can also use the extension of Theorem 4 of [6] for the BCH bound of these codes.

## Algorithm

The algorithm for constructing a BCH type of cyclic codes over the chain of rings $\mathcal{A}_{0} \subseteq \mathcal{A}_{1} \subseteq \mathcal{A}_{2} \subseteq \cdots \subseteq \mathcal{A}_{t-1} \subseteq$ $\mathcal{A}_{t}=\mathcal{A}$ is then as follows:

1. Choose irreducible polynomials $f_{i}(x)$ over $\mathbb{Z}_{p^{m}}$ of degree $h_{i}=b^{i}$, for $1 \leq i \leq t$, which are also irreducible over $G F(p)$ and form the chain of Galois rings

$$
\begin{aligned}
\mathbb{Z}_{p^{m}} & =G R\left(p^{m}, h_{0}\right) \subset G R\left(p^{m}, h_{1}\right) \subset \cdots \subset G R\left(p^{m}, h_{t-1}\right) \\
& \subset G R\left(p^{m}, h_{t}\right) \text { or }
\end{aligned}
$$

$$
A=\mathcal{R}_{0} \subseteq \mathcal{R}_{1} \subseteq \mathcal{R}_{2} \subseteq \cdots \subseteq \mathcal{R}_{t-1} \subseteq \mathcal{R}_{t}=\mathcal{R}
$$

and its corresponding chain of residue fields is

$$
\begin{aligned}
\mathbb{Z}_{p} & =G F(p) \subset G F\left(p^{h_{1}}\right) \subset \cdots \subset G F\left(p^{h_{t-1}}\right) \\
& \subset G F\left(p^{h}\right) \text { or } \\
& =\mathbb{K}_{0} \subset \mathbb{K}_{1} \subset \mathbb{K}_{2} \cdots \subset \mathbb{K}_{t-1} \subset \mathbb{K}
\end{aligned}
$$

where each $G F\left(p^{h_{i}}\right) \simeq \frac{\mathbb{K}[x]}{\left\langle\pi\left(f_{i}(x)\right\rangle\right\rangle}$, for $1 \leq i \leq t$.
2. Now, put $\mathcal{A}_{i}=\mathcal{R}_{i}^{r^{\prime}}$, for $0 \leq i \leq t$, and get a chain of rings

$$
\mathcal{A}_{0} \subset \mathcal{A}_{1} \subset \mathcal{A}_{2} \subset \cdots \subset \mathcal{A}_{t-1} \subset \mathcal{A}_{t}=\mathcal{A}
$$

with another chain of rings

$$
\mathcal{K}_{0} \subset \mathcal{K}_{1} \subset \mathcal{K}_{2} \subset \cdots \subset \mathcal{K}_{t-1} \subset \mathcal{K}_{t}=\mathcal{K}
$$

where each $\mathcal{K}_{i}=\mathbb{K}_{i}^{r^{\prime}}$, for $0 \leq i \leq t$.
3. Let $\overline{\eta_{i}}$ be the primitive element in $\mathbb{K}_{i}^{*}$, for $0 \leq i \leq t$. Then, $\eta_{i}$ has order $d_{i} n_{i}$ in $\mathcal{R}_{i}^{*}$ for some integers $d_{i}$ and put $\beta_{i}=\left(\eta_{i}\right)^{d_{i}}$. Thus, $\alpha_{i}=\left(\beta_{i}, \beta_{i}, \beta_{i}, \cdots, \beta_{i}\right)$ has order $n_{i}$ in $\mathcal{R}_{i}^{*}$ and generates $\mathcal{G}_{n_{i}}$. Assume that for each $i$, where $0 \leq i \leq t, \alpha_{i}$ be any element of $\mathcal{G}_{n_{i}}$.
4. Let $\alpha_{i}^{e_{1}}, \alpha_{i}^{e_{2}}, \alpha_{i}^{e_{3}}, \cdots, \alpha_{i}^{e_{n_{i}-k_{i}}}$ be the roots of $g_{i}(x)$. Find the minimal polynomials $M_{i}^{e_{l_{i}}}(x)$ of $\alpha_{i}^{e_{i}}$, for $l_{i}=1,2, \cdots, n_{i}-k_{i}$, where each
$\alpha_{i}=\left(\beta_{i}, \beta_{i}^{l_{i}}, \beta_{i}^{e_{l_{i}}}, \cdots, \beta_{i}^{e_{l_{i}}}\right)$. Thus, $g_{i}(x)$ are given by

$$
g_{i}(x)=\operatorname{lcm}\left\{M_{i}^{e_{1}}(x), M_{i}^{e_{2}}(x), \cdots, M_{i}^{e_{n_{i}-k_{i}}}(x)\right\} .
$$

The length of each code in the chain is the least common multiple of the orders of $\alpha_{i}^{e_{1}}, \alpha_{i}^{e_{2}}, \alpha_{i}^{e_{3}}, \cdots, \alpha_{i}^{e_{n_{i}-k_{i}}}$, and the minimum distance of the code is greater than the largest number of consecutive integers modulo $n_{i}$ in the set $E_{i}=\left\{e_{1}, e_{2}, e_{3}, \cdots, e_{n_{i}-k_{i}}\right\}$ for each $i$, where $0 \leq i \leq t$.

Now, we give the following definition of the sequence of the BCH codes over the chain of Galois rings as in [11].

Definition 17. Let $\alpha_{i}$ be a primitive element of $\mathcal{G}_{n_{i}}$. $A$ sequence of BCH-type codes over the chain of Galois rings $\mathcal{A}_{i}$ is a sequence of cyclic codes of length $n_{i}$ generated by the polynomials $g_{i}(x)$ with minimum degree whose distinct roots are $\alpha_{i}^{b_{i}+1}, \alpha_{i}^{b_{i}+2}, \alpha_{i}^{b_{i}+3}, \ldots, \alpha_{i}^{b_{i}+2 t_{i}}$, for some $b_{i} \geq 0$, and $t_{i} \geq 1$, i.e., $g_{i}(x)=\operatorname{lcm}\left\{M_{i}^{1}(x), M_{i}^{2}(x), \cdots, M_{i}^{2 t_{i}}(x)\right\}$, where $M_{i}^{l_{i}}(x)$, for $1 \leq l_{i} \leq 2 t_{i}$, are minimal polynomials of $\alpha_{i}^{b_{i}+l_{i}}$.

From Definition 17, it turns out that $v_{i}(x)=v_{i, 0}+v_{i, 1} x+$ $v_{i, 2} x^{2}+\cdots+v_{i, n_{i}-1} x^{n_{i}-1} \in \mathbb{Z}_{p^{k}}[x]$ is a collection of codewords if and only if $v_{i}\left(\alpha_{i}^{b_{i}+l_{i}}\right)=0$, for $1 \leq l_{i} \leq 2 t_{i}$ and $0 \leq i \leq t$. Therefore, a collection of parity-check matrices $H_{i}$ for the sequence of BCH-type codes having $g_{i}(x)$ as the generator polynomial is given by

$$
H_{i}=\left[\begin{array}{ccccc}
1 & \alpha_{i}^{b_{i}+1} & \alpha_{i}^{2\left(b_{i}+1\right)} & \cdots & \alpha_{i}^{\left(n_{i}-1\right)\left(b_{i}+1\right)}  \tag{1}\\
1 & \alpha_{i}^{b_{i}+2} & \alpha_{i}^{2\left(b_{i}+2\right)} & \cdots & \alpha_{i}^{\left(n_{i}-1\right)\left(b_{i}+2\right)} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & \alpha_{i}^{b_{i}+2 t_{i}} & \alpha_{i}^{2\left(b_{i}+2 t_{i}\right)} & \cdots & \alpha_{i}^{\left(n_{i}-1\right)\left(b_{i}+2 t_{i}\right)}
\end{array}\right]
$$

Thus, $v_{i}(x)$ is a collection of codewords if and only if $v_{i} H_{i}^{t}=0$. From the previous discussion, we have the following theorem which is an extension of Theorem 5 of [11]:

Theorem 18. The minimum Hamming distance of the sequence of $B C H$ codes defined by the matrices in Equation 1 is greater than or equal to $\min \left\{2 t_{i}+1\right.$, for $0 \leq i \leq t\}$.

Now, we end this section by the following example:
Example 19. We initiate by constructing a chain of codes of lengths 1,3 , and 15 over the ring $A=\mathbb{Z}_{4}$. Since $M=$ $\{0,2\}$, it follows that $\mathbb{K}=\frac{A}{M} \simeq \mathbb{Z}_{2}$. The regular polynomial $f(x)=x^{4}+x+1 \in \mathbb{Z}_{4}[x]$ is such that $\pi(f(x))=$ $x^{4}+x+1$ is an irreducible polynomial with degree $h=2^{2}$ over $\mathbb{Z}_{2}$. By Theorem 4, it follows that $f(x)=x^{4}+x+1$ is irreducible over $A$. Let $R=\frac{\mathbb{Z}_{4}[x]}{\langle f(x)\rangle}=G R\left(2^{2}, 4\right)$ be the Galois ring and $\mathbb{K}=\frac{\mathbb{Z}_{2}[x]}{\langle\pi(f(x))\rangle}=G F\left(2^{4}\right)$ be the corresponding Galois field. The numbers 1, 2, and $2^{2}$ are the only divisors of 4 , and therefore, say, $h_{1}=1, h_{2}=2$, and $h_{3}=2^{2}$. Then, there exist irreducible polynomials $f_{1}(x)=x^{2}-x+1$ and $f_{2}(x)=f(x)$ in $\mathbb{Z}_{4}[x]$ with degrees $h_{2}=2$ and $h_{3}=4$ such that we can constitute the Galois rings $\mathcal{R}_{i}=\frac{\mathbb{Z}_{4}[x]}{\left\langle f_{i}(x)\right\rangle}=G R\left(2^{2}, h_{i}\right)$, where $1 \leq i \leq 2$. So, $A=\mathcal{R}_{0} \subset \mathcal{R}_{1} \subset \mathcal{R}_{2}=\mathcal{R}$. Again, by the same argument, it follows that $\mathbb{K}_{i}=\frac{\mathbb{Z}_{2}[x]}{\left\langle\pi\left(f_{i}(x)\right)\right\rangle}=G F\left(2^{h_{i}}\right)$, where $1 \leq i \leq 2$, that is, $\mathbb{K}_{0}=\mathbb{Z}_{2}, \mathbb{K}_{1}=G F\left(2^{2}\right)$, and $\mathbb{K}_{2}=\mathbb{K}=G F\left(2^{4}\right)$, with $\mathbb{K}_{0} \subset \mathbb{K}_{1} \subset \mathbb{K}$. If $r^{\prime}=2$, then $\mathcal{A}_{i}=\mathcal{R}_{i} \times \mathcal{R}_{i}$
such that $\mathcal{A}_{0} \subset \mathcal{A}_{1} \subset \mathcal{A}_{2}$. Let $u=\{X\}$ in $\mathcal{R}_{i}$ such that $\bar{u}=\{x\} \in \mathbb{K}_{i}$. Then, $\bar{u}$ has order 15 in $\mathbb{K}_{2}$, and therefore, $\bar{\beta}_{2}=\bar{u}$. However, $u$ has order 30 in $\mathcal{R}_{2}$, so put $\beta_{2}=u^{2}$ and get $\alpha_{2}=\left(\beta_{2}, \beta_{2}\right)$ which generates $\mathcal{G}_{15}$. The elements of $\mathcal{G}_{15}$ are given by

$$
\begin{aligned}
& \alpha_{2}=\left(x^{2}, x^{2}\right) \\
& \alpha_{2}^{2}=(3 x+3,3 x+3) \\
& \alpha_{2}^{3}=\left(3 x^{3}+3 x^{2}, 3 x^{3}+3 x^{2}\right) \\
& \alpha_{2}^{4}=\left(x^{2}+2 x+1, x^{2}+2 x+1\right) \\
& \alpha_{2}^{5}=\left(2 x^{3}+x^{2}+3 x+3,2 x^{3}+x^{2}+3 x+3\right) \\
& \alpha_{2}^{6}=\left(3 x^{3}+x^{2}+x+3,3 x^{3}+x^{2}+x+3\right) \\
& \alpha_{2}^{7}=\left(x^{3}+3, x^{3}+3\right) \\
& \alpha_{2}^{8}=\left(2 x^{2}+3 x, 2 x^{2}+3 x\right) \\
& \alpha_{2}^{9}=\left(3 x^{3}+2 x+2,3 x^{3}+2 x+2\right) \\
& \alpha_{2}^{10}=\left(2 x^{3}+3 x^{2}+x, 2 x^{3}+3 x^{2}+x\right) \\
& \alpha_{2}^{11}=\left(x^{3}+2 x^{2}+3 x+1, x^{3}+2 x^{2}+3 x+1\right) \\
& \alpha_{2}^{12}=\left(3 x^{3}+x+2,3 x^{3}+x+2\right) \\
& \alpha_{2}^{13}=\left(x^{3}+3 x^{2}+x, x^{3}+3 x^{2}+x\right) \\
& \alpha_{2}^{14}=\left(x^{3}+3 x^{2}+1, x^{3}+3 x^{2}+1\right) \\
& \alpha_{2}^{15}=(1,1) .
\end{aligned}
$$

Also, $\bar{u}$ has order 3 in $\mathbb{K}_{1}^{*}$, so $\bar{\beta}_{1}=\bar{u}$. However, $u$ has order 6 in $\mathcal{R}_{1}$, so $\beta_{1}=u^{2}$ and get $\alpha_{1}=\left(\beta_{1}, \beta_{1}\right)$ which generates $\mathcal{G}_{3}$. The elements of $\mathcal{G}_{3}$ are given by

$$
\begin{aligned}
& \alpha_{1}=(x+3, x+3) \\
& \alpha_{1}^{2}=(3 x, 3 x) \\
& \alpha_{1}^{3}=(1,1) .
\end{aligned}
$$

Put $\beta_{0}=1$ and get $\alpha_{0}=\left(\beta_{0}, \beta_{0}\right)$ which generates $\mathcal{G}_{1}$. Choose $\alpha_{2}, \alpha_{2}^{3}, \alpha_{1}$, and $\alpha_{0}$ to be the roots of the generator polynomials $g_{i}(x)$ of the BCH codes $\mathcal{C}_{i}$ over the chain $\mathcal{A}_{0} \subset \mathcal{A}_{1} \subset \mathcal{A}_{2}$. Thus, $M_{0}^{1}(x), M_{1}^{1}(x)$, and $M_{2}^{1}(x)$ have, as roots, all distinct elements in the sets $B_{0}^{1}=\left\{\alpha_{0}\right\} \subset \mathcal{G}_{1}$, $B_{1}^{1}=\left\{\alpha_{1}, \alpha_{1}^{2}\right\} \subset \mathcal{G}_{3}$, and $B_{2}^{1}=\left\{\alpha_{2}, \alpha_{2}^{2}, \alpha_{2}^{4}, \alpha_{2}^{8}\right\} \subset \mathcal{G}_{15}$, respectively. So,

$$
\begin{aligned}
& M_{0}^{1}(x)=a_{1} x+a_{3}, M_{1}^{1}(x)=a_{1} x^{2}+a_{1} x+a_{1}, \text { and } \\
& M_{2}^{1}(x)=a_{1} x^{4}+a_{1} x^{2}+a_{3} x+a_{1},
\end{aligned}
$$

and, similarly,

$$
M_{2}^{3}(x)=a_{1} x^{4}+a_{1} x^{3}+a_{1} x^{2}+a_{1} x+a_{1}
$$

## Thus, the generator polynomials are given by

$g_{0}(x)=a_{1} x+a_{3}, g_{1}(x)=a_{1} x^{2}+a_{1} x+a_{1}$, and
$g_{2}(x)=a_{1} x^{8}+a_{1} x^{7}+a_{2} x^{6}+a_{1} x^{5}+a_{2} x^{4}+a_{1} x^{3}+a_{1} x^{2}+a_{1}$,
which generate the cyclic BCH codes $\mathcal{C}_{0}, \mathcal{C}_{1}$, and $\mathcal{C}_{2}$ of lengths 1, 3, and 15 over the direct product of $A(r)^{\prime}$ times with minimum hamming distances at least 2,4 , and 5 , respectively. Also,

$$
\begin{aligned}
& g_{0}(x)=a_{1} x+a_{1}, \quad g_{1}(x)=a_{1} x^{2}+a_{1} x+a_{1}, \text { and } \\
& g_{2}(x)=a_{1} x^{8}+a_{1} x^{7}+a_{1} x^{5}+a_{1} x^{3}+a_{1} x^{2}+a_{1}
\end{aligned}
$$

generate the cyclic $B C H$ codes $\mathcal{C}_{0}^{\prime}, \mathcal{C}_{1}^{\prime}$, and $\mathcal{C}_{2}^{\prime}$ of lengths 1,3 , and 15 over $\mathcal{K}_{i}$ with minimum hamming distances at least 2, 4, and 5, respectively, for each $i$ such that $0 \leq i \leq 2$. Note that here $a_{1}=(1,1), a_{2}=(2,2)$, and $a_{3}=(3,3)$. If we take 1,2 , and 3 instead of $a_{1}, a_{2}$, and $a_{3}$ in the above polynomial, then we get the generator polynomials of the codes $C_{i}$ and $\bar{C}_{i}$ over $\mathcal{R}_{i}$ and $\mathbb{K}_{i}$, respectively.

## Results and discussion

## Decoding procedure of BCH codes

In this section, we turn to the problem of decoding BCH codes of length $n_{i}$, contrived to correct up to $r^{\prime} t_{i}$ errors. In [11], a decoding procedure is proposed based on the modified Berlekamp-Massey algorithm for BCH codes defined over the integer residue ring $\mathbb{Z}_{p^{k}}$. We have observed that even with almost evident analogous proofs, this decoding procedure is applied to the BCH codes over the chains of arbitrary finite local commutative rings with identity and also to the BCH codes over the direct product of the chain of local commutative rings with identity.
Let $\mathbb{Z}_{p^{k}}=\mathcal{R}_{0} \subset \mathcal{R}_{1} \subset \mathcal{R}_{2} \subset \cdots \subset \mathcal{R}_{t-1} \subset \mathcal{R}$ be a chain of rings $G R\left(p^{k}, h_{0}\right) \subset G R\left(p^{k}, h_{1}\right) \subset G R\left(p^{k}, h_{2}\right) \subset \cdots \subset$ $G R\left(p^{k}, h_{t}\right)$ and $\beta_{i}$ be a collection of primitive elements of $G_{n_{i}}$, for $1 \leq i \leq t$. Similarly, let $\mathbb{K}_{0} \subset \mathbb{K}_{1} \subset \mathbb{K}_{2} \subset \cdots \subset$ $\mathbb{K}_{t-1} \subset \mathbb{K}$ be the chain of corresponding Galois fields. Since $\mathcal{A}_{i}=\mathcal{R}_{i}^{r^{\prime}}$, for $0 \leq i \leq t$, it follows that the new chain of rings is given by

$$
\mathcal{A}_{0} \subset \mathcal{A}_{1} \subset \mathcal{A}_{2} \subset \cdots \subset \mathcal{A}_{t-1} \subset \mathcal{A}_{t}=\mathcal{A}
$$

with its projection over the chain of fields given by

$$
\mathcal{K}_{0} \subset \mathcal{K}_{1} \subset \mathcal{K}_{2} \subset \cdots \subset \mathcal{K}_{t-1} \subset \mathcal{K}_{t}=\mathcal{K}
$$

i.e., each $\mathcal{K}_{i}=\mathbb{K}_{i}^{r^{\prime}}$, for $1 \leq i \leq t$. Let $c_{i}=\left(c_{i, 1}, c_{i, 2}\right.$, $c_{i, 3}, \cdots, c_{i, n_{i}}$ ) be the sequence of transmitted codewords from the sequence of codes $\mathcal{C}_{i}$. So, each $c_{i, k_{i}}=$ $\left(c_{i, k_{i}}, c_{i, k_{i}}, c_{i, k_{i}}, \cdots, c_{i, k_{i}}\right)$, for $1 \leq k_{i} \leq n_{i}$, is again a sequence of transmitted codewords from the sequence of codes $C_{i}$ over the chain of Galois rings $\mathcal{R}_{0} \subset \mathcal{R}_{1} \subset$ $\mathcal{R}_{2} \subset \cdots \subset \mathcal{R}_{t-1} \subset \mathcal{R}$. Let $r_{i}=\left(r_{i, 1}, r_{i, 2}, r_{i, 3}, \cdots, r_{i, n_{i}}\right)$ be the sequence of received vectors, where each $r_{i, k_{i}}=$ $\left(r_{i, k_{i, 1}}, r_{i, k_{i, 2}}, r_{i, k_{i, 3}}, \cdots, r_{i, k_{i, r^{\prime}}}\right)$, for $1 \leq k_{i} \leq n_{i}$ and $1 \leq i \leq t$. Thus, the error vector is given by $e_{i}=$
$r_{i}-c_{i}=\left(e_{i, 1}, e_{i, 2}, e_{i, 3}, \cdots, e_{i, n_{i}}\right)$, where $e_{i, k_{i}}=r_{i, k_{i}}-c_{i, k_{i}}=$ $\left(e_{i, k_{i, 1}}, e_{i, k_{i, 2}}, e_{i, k_{i, 3}}, \cdots, e_{i, k_{i, r}}\right)$, for $1 \leq k_{i} \leq n_{i}$ and $1 \leq i \leq t$. The proposed decoding procedure consists of four major steps like in [11], for $1 \leq i \leq t$ :

1. Calculation of sequences of the syndrome $s_{i}=\left(s_{i, 1}, s_{i, 2}, s_{i, 3}, \cdots, s_{i, 2 t_{i}}\right)$ such that $s_{i}=r_{i} H_{i}^{T}=\left(s_{i, 1}, s_{i, 2}, s_{i, 3}, \cdots, s_{i, 2 t_{i}}\right)$, where each $s_{i, w_{i}}=\left(s_{i, w_{i, 1}}, s_{i, w_{i, 2}}, s_{i, w_{i, 3}}, \cdots, s_{i, w_{i, r^{\prime}}}\right)$, for $1 \leq w_{i} \leq 2 t_{i}$ and $1 \leq i \leq t$.
2. Calculation of sequences of 'elementary symmetric functions' $\sigma_{i, 1}, \sigma_{i, 2}, \sigma_{i, 3}, \cdots, \sigma_{i, v_{i}}$ from $s_{i}$, where each $\sigma_{i, u_{i}}=\left(\sigma_{i, u_{i, 1},}, \sigma_{i, u_{i, 2}}, \sigma_{i, u_{i, 3}}, \cdots, \sigma_{i, u_{i, r^{\prime}}}\right)$, for $1 \leq u_{i} \leq v_{i}$ and $1 \leq i \leq t$.
3. Calculation of the sequences of the error location numbers $X_{i, 1}, X_{i, 2}, X_{i, 3}, \cdots, X_{i, v_{i}}$ from
$\sigma_{i, 1}, \sigma_{i, 2}, \sigma_{i, 3}, \cdots, \sigma_{i, v_{i}}$, where each
$X_{i, u_{i}}=\left(X_{i, u_{i, 1}}, X_{i, u_{i, 2}}, X_{i, u_{i, 3}}, \cdots, X_{i, u_{i, r^{\prime}}}\right)$, for
$1 \leq u_{i} \leq v_{i}$ and $1 \leq i \leq t$.
4. Calculation of the sequences of the error magnitudes $Y_{i, 1}, Y_{i, 2}, Y_{i, 3}, \cdots, Y_{i, v_{i}}$ from $s_{i, j}$, where each $Y_{i, u_{i}}=\left(Y_{i, u_{i, 1}}, Y_{i, u_{i, 2}}, Y_{i, u_{i, 3}}, \cdots, Y_{i, u_{i, r^{\prime}}}\right)$, for $1 \leq u_{i} \leq v_{i}$ and $1 \leq i \leq t$.
5. Without loss of generality, we can assume that the set of consecutive roots of the generator polynomials of the sequence of BCH codes is given by $\alpha_{i}, \alpha_{i}^{2}, \alpha_{i}^{3}, \cdots, \alpha_{i}^{2 t_{i}}$, for $1 \leq i \leq t$. We can also define the sets of error location numbers, i.e., it consists of the elements $\left(\beta_{i}^{\varepsilon_{i, 1}}, \beta_{i}^{\varepsilon_{i, 2}}, \ldots, \beta_{i}^{\varepsilon_{i, r^{\prime}}}\right)$, where $\varepsilon_{i, j}$ are any positive integers, for $1 \leq i \leq t$ and $1 \leq j \leq r^{\prime}$. Let $v_{i}$ be the number of errors introduced by the channel in each code $\mathcal{C}_{i}$. Thus, the elementary symmetric functions $\sigma_{i, 1}, \sigma_{i, 2}, \sigma_{i, 3}, \cdots, \sigma_{i, v_{i}}$ of the error location numbers $X_{i, 1}, X_{i, 2}, X_{i, 3}, \cdots, X_{i, v_{i}}$ are defined as the coefficients of the polynomials

$$
\begin{aligned}
& \left(X-X_{i, 1}\right)\left(X-X_{i, 2}\right) \cdots\left(X-X_{i, v_{i}}\right) \\
& \quad=X^{v_{i}}+\sigma_{i, 1} X^{v_{i}-1}+\cdots+\sigma_{i, v_{i}-1} X+\sigma_{i, v_{i}}
\end{aligned}
$$

and also, the relation of syndromes to the error location numbers and to the magnitudes of the errors are given by the equation

$$
\begin{equation*}
s_{i, w_{i}}=\sum_{u_{i}=1}^{v_{i}} Y_{i, u_{i}} X_{i, u_{i}}^{w_{i}}, \quad \text { for } 1 \leq w_{i} \leq 2 t_{i} \tag{2}
\end{equation*}
$$

In the following, each step of the decoding process is analyzed. Since the syndrome calculation is so simple, there is no need to annotate on step 1.

In step 2, we want to calculate the elementary symmetric functions. It is equivalent to finding the sequences of solution sets $\sigma_{i, 1}, \sigma_{i, 2}, \sigma_{i, 3}, \cdots, \sigma_{i, v_{i}}$, with minimum possi-
ble $v_{i}$, to the following sets of linear recurrent equations over each $\mathcal{R}_{i}$

$$
\begin{align*}
& s_{i, x_{i}+v_{i}}+s_{i, x_{i}+v_{i}-1} \sigma_{i, 1}+\cdots+s_{i, x_{i}+1} \sigma_{i, v_{i}-1}+s_{i, x_{i}} \sigma_{i, v_{i}}  \tag{3}\\
& \quad=0, \quad \text { for } x_{i}=1,2, \cdots, 2 t_{i}-v_{i}
\end{align*}
$$

where the coefficients of $\sigma_{i, u_{i}}$, for $1 \leq u_{i} \leq v_{i}$, are the components of the syndrome vectors. A quick solution to Equation 3 is made available by the following extension of the modified Berlekamp-Massey algorithm that holds for the chain of commutative rings with identity. We concentrate on the fact that in rings, we want to take care about zero divisors, multiple solutions of the systems of linear equations, and also with an inversionless implementation of the extension of the original Berlekamp-Massey algorithm. In [11], it is shown that the solution of each system to Equation 3 is unique if and only if all the error magnitudes are units in $\mathcal{R}_{i}$. Let the $n_{i, j}$ th power sums be defined as

$$
\left\{\begin{array}{l}
s_{i, j}^{\left(n_{i, j}\right)}\left(\sigma_{i, j}^{(0)}\right)^{\left(n_{i, j}\right)}+s_{i, j}^{\left(n_{i, j}-1\right)}\left(\sigma_{i, j}^{(1)}\right)^{\left(n_{i, j}\right)}+\cdots+s_{i, j}^{\left(n_{i}-l_{i}\right)}\left(\sigma_{i, j}^{\left(n_{i, j}\right)}\right)^{\left(n_{i, j}\right)}=0  \tag{4}\\
s_{i, j}^{\left(n_{i, j}-1\right)}\left(\sigma_{i, j}^{(0)}\right)^{\left(n_{i, j}\right)}+s_{i, j}^{\left(n_{i, j}-2\right)}\left(\sigma_{i, j}^{(1)}\right)^{\left(n_{i, j}\right)}+\cdots+s_{i, j}^{\left(n_{i, j}-l_{i, j}-1\right)}\left(\sigma_{i, j}^{\left(l_{i, j}\right)}\right)^{\left(n_{i, j}\right)}=0 \\
\vdots \\
s_{i, j}^{\left(n_{i, j}+1\right)}\left(\sigma_{i, j}^{(0)}\right)^{\left(n_{i, j}\right)}+s_{i, j}^{\left(n_{i, j}\right)}\left(\sigma_{i, j}^{(1)}\right)^{\left(n_{i, j}\right)}+\cdots+s_{i, j}^{(1)}\left(\sigma_{i, j}^{\left(l_{\left.n_{i, j}\right)}\right)}\right)^{\left(n_{i, j}\right)}=0,
\end{array}\right.
$$

where $s_{i, j}^{(1)}, s_{i, j}^{(2)}, s_{i, j}^{(3)}, \cdots, s_{i, j}^{\left(2 t_{i, j}\right)}$ are the sequences of the components of the syndrome vectors and $\sigma_{i, j}^{(1)}, \sigma_{i, j}^{(2)}, \sigma_{i, j}^{(3)}, \cdots, \sigma_{i, j}^{\left(v_{i j}\right)}$ are the sequences of elementary symmetric functions. The proposed algorithm is also an iterative method. In this method, at the $n_{i, j}$ th step, the decoder seeks to determine the collection of sets of $l_{n_{i, j}}$ values $\left(\sigma_{i, j}^{\left(u_{i, j}\right)}\right)^{\left(n_{i, j}\right)}$ such that the systems of $n_{i, j}-l_{n_{i, j}}$ equations, given in Equation 4, are satisfied with $l_{n_{i, j}}$ as small as possible, for $1 \leq i \leq t$ and $1 \leq j \leq r^{\prime}$, where $\left(\sigma_{i, j}^{(0)}\right)^{(0)}=1$, for $1 \leq i \leq t$ and $1 \leq j \leq r^{\prime}$. The polynomials
$\left(\sigma_{i, j}\right)^{\left(n_{i, j}\right)}(X)=\left(\sigma_{i, j}^{(0)}\right)^{\left(n_{i, j}\right)}+\left(\sigma_{i, j}^{(1)}\right)^{\left(n_{i, j}\right)} X+\cdots+\left(\sigma_{i, j}^{\left(l_{i, j}\right)}\right)^{\left(n_{i, j}\right)} X^{l_{n_{i, j}}}$ represent the solutions at the $n_{i, j}$ th stage. The $n_{i, j}$ th discrepancy will be denoted by $d_{n_{i, j}}$ and defined by

$$
\begin{aligned}
d_{n_{i, j}}= & s_{i, j}^{\left(n_{i, j}+1\right)}\left(\sigma_{i, j}^{(0)}\right)^{\left(n_{i, j}\right)}+s_{i, j}^{\left(n_{i, j}\right)}\left(\sigma_{i, j}^{(1)}\right)^{\left(n_{i, j}\right)}+\cdots \\
& +s_{i, j}^{\left(n_{i, j}-l_{n_{i}}+1\right)}\left(\sigma_{i, j}^{\left(n_{i, j}\right)}\right)^{\left(n_{i, j}\right)}
\end{aligned}
$$

Next, we give two lemmas as extensions of Lemmas 1 and 2 of [11], concerning the determination of $\left(\sigma_{i, j}\right)^{\left(n_{i, j}+1\right)}(X)$ from $\left(\sigma_{i, j}\right)^{\left(n_{i, j}\right)}(X)$, that is, we update the solution polynomial $\left(\sigma_{i, j}\right)^{\left(n_{i, j}\right)}(X)$ at each $n_{i, j}$ th step, although it is not necessary to have the lowest values of $l_{n_{i, j}}$.

The following lemma extended Lemma 1 of [11]:
Lemma 20. Suppose that $\left(\sigma_{i, j}\right)^{\left(n_{i, j}\right)}(X)$, for each $i$ with $1 \leq i \leq t$ and each $j$ with $1 \leq j \leq r^{\prime}$, are solutions to the first $n_{i, j}$ power sums and has next discrepancy $d_{n_{i, j}} \neq 0$. Let

$$
\left(\sigma_{i, j}\right)^{\left(m_{i, j}\right)}(X)=1+\left(\sigma_{i, j}^{(1)}\right)^{\left(m_{i, j}\right)} X+\cdots+\left(\sigma_{i, j}^{\left(m_{i, j}\right)}\right)^{\left(m_{i, j}\right)} X^{l_{m_{i, j}}}
$$

be a polynomial solution to the first $m_{i, j}$ power sums, for each $i$ and $j$, where $1 \leq m_{i, j}<n_{i, j}$, such that the linear equations in $\mathcal{R}_{i, j}$ given by

$$
d_{n_{i, j}}-y d_{m_{i, j}}=0
$$

have solutions in $y$. Then, the polynomials

$$
\left(\sigma_{i, j}\right)^{\left(n_{i, j}+1\right)}(X)=\left(\sigma_{i, j}\right)^{\left(n_{i, j}\right)}(X)-y X^{n_{i, j}-m_{i, j}}\left(\sigma_{i, j}\right)^{\left(m_{i, j}\right)}(X)
$$

are solutions to the first $n_{i, j}+1$ power sums. Moreover, $l_{n_{i, j}+1}=\max \left\{l_{n_{i, j}}, l_{m_{i, j}}+n_{i, j}-m_{i, j}\right\}$.

Proof. Since $\left(\sigma_{i, j}\right)^{\left(n_{i, j}\right)}(X)$, for each $i$ with $1 \leq i \leq t$ and each $j$ with $1 \leq j \leq r^{\prime}$, are solutions to the first $n_{i, j}$ power sums, it follows that each system of equations in Equation 4 holds, i.e.,

$$
\begin{equation*}
\sum_{u_{i}=0}^{l_{n_{i}}} s_{i, j_{i}-u_{i}} \sigma_{i, u_{i}}^{\left(n_{i}\right)}=\left\{d_{n_{i}}, \text { if } j_{i}=n_{i}+10 \text { i } l_{n_{i}}+1 \leq j_{i} \leq n_{i}\right. \tag{5}
\end{equation*}
$$

Similarly, $\sigma_{i}^{\left(m_{i}\right)}(X)$ is a solution to the first $m_{i}$ power sums

$$
\begin{equation*}
\sum_{u_{i}=0}^{l_{m_{i}}} s_{i, j_{i}-u_{i}} \sigma_{i, u_{i}}^{\left(m_{i}\right)}=\left\{d_{m_{i}}, \text { if } j_{i}=m_{i}+10 \text { if } l_{m_{i}}+1 \leq j_{i} \leq m_{i}\right. \tag{6}
\end{equation*}
$$

If

$$
\sigma_{i}^{\left(n_{i}+1\right)}(X)=\sigma_{i}^{\left(n_{i}\right)}(X)-y X^{n_{i}-m_{i}} \sigma_{i}^{\left(m_{i}\right)}(X)
$$

is a solution to the first $n_{i}+1$ power sums, then we must have
$\sum_{u_{i}=0}^{l_{n_{i}+1}} s_{i, j_{i}-u_{i}} \sigma_{i, u_{i}}^{\left(n_{i}+1\right)}=0$, for $l_{n_{i}+1}+1 \leq j_{i} \leq n_{i}+1$.
This sum has the form

$$
\begin{equation*}
\sum_{u_{i}=0}^{l_{n_{i}+1}} s_{i, j_{i}-u_{i}}\left(\sigma_{i, u_{i}}^{\left(n_{i}\right)}-y \sigma_{i, u_{i}-\left(n_{i}-m_{i}\right)}^{\left(m_{i}\right)}\right) \tag{8}
\end{equation*}
$$

Since $\sigma_{i, u_{i}}^{\left(n_{i}\right)}=0$, for $u_{i}<0$ and $u_{i}>l_{n_{i}}$, and $\sigma_{i, u_{i}}^{\left(m_{i}\right)}=0$, for $u_{i}<0$ and $u_{i}>l_{m_{i}}$, it follows that Equation 8 can be written as

$$
\begin{equation*}
\sum_{u_{i}=0}^{l_{n_{i}}} s_{i, j_{i}-u_{i}} \sigma_{i, u_{i}}^{\left(n_{i}\right)}-y \sum_{u_{i}=n_{i}-m_{i}}^{l_{m_{i}}+n_{i}-m_{i}} s_{i, j_{i}-u_{i}} \sigma_{i, u_{i}-\left(n_{i}-m_{i}\right)}^{\left(m_{i}\right)} \tag{9}
\end{equation*}
$$

(or in another way, as $\sum_{u_{i}=0}^{l_{n_{i}}} s_{i, j_{i}-u_{i}} \sigma_{i, u_{i}}^{\left(n_{i}\right)}-y \sum_{u_{i}=0}^{l_{m_{i}}}$ $s_{i, j_{i}-u_{i}-\left(n_{i}-m_{i}\right)} \sigma_{i, u_{i}}^{\left(m_{i}\right)}$. Note that for $j_{i}=n_{i}+1$, the first sum in Equation 9 has the value $d_{n_{i}}$ and the second has the value $d_{m_{i}}$. Thus, Equation 9 reduces to $d_{n_{i}}-y d_{m_{i}}=0$ and is true. By Equation 5, it follows that the first sum in Equation 9 is zero, provided that $l_{n_{i}}+1 \leq j_{i} \leq n_{i}$. By Equation 6, it follows that the second sum in Equation 9 is zero, provided that $l_{m_{i}}+1 \leq j_{i}-\left(n_{i}-m_{i}\right) \leq m_{i}$ or, equivalently, provided that $n_{i}-m_{i}+l_{m_{i}}+1 \leq$ $j_{i} \leq n_{i}$. Therefore, Equation 9 is satisfied, provided that

$$
\max \left\{l_{n_{i}}, l_{m_{i}}+n_{i}+m_{i}\right\}+1 \leq j_{i} \leq n_{i}+1
$$

Since $\left(n_{i}+1\right)-\max \left\{l_{n_{i}}, l_{m_{i}}+n_{i}+m_{i}\right\}$ equations in Equation 4 are satisfied by $\sigma_{i}^{\left(n_{i}+1\right)}(X)$, it follows that their degree is formally given by

$$
l_{n_{i}+1}=\max \left\{l_{n_{i}}, l_{m_{i}}+n_{i}+m_{i}\right\} .
$$

Finally, note that the coefficients of the higher powers of the indeterminate $X$ in $\sigma_{i}^{\left(n_{i}+1\right)}(X)$ may be zero, and therefore, the additional equations in Equation 4 may be further satisfied.

The following lemma extended Lemma 2 of [11]:
Lemma 21. For each $i$, where $1 \leq i \leq t$, let $\sigma_{i}^{\left(n_{i}\right)}(X)$, $l_{n_{i}}$ and $d_{n_{i}} \neq 0$ be defined as in Lemma 20. Suppose that $\sigma_{i}^{\left(n_{i}+1\right)}(X)$ is any polynomial solution satisfying $n_{i}+1-$ $l_{n_{i}+1}$ power sums. Then,

$$
\sigma_{i}^{\left(n_{i}+1\right)}(X)=\sigma_{i}^{\left(n_{i}\right)}(X)-a_{i} X^{n_{i}-m_{i}} \sigma_{i}^{\left(m_{i}\right)}(X)
$$

where each $a_{i}$ is a unit in $\mathcal{R}_{i}$ and $\sigma_{i, 0}^{\left(m_{i}\right)}(X)=1$. Therefore, each polynomial $\sigma_{i}^{\left(m_{i}\right)}(X)$ is a polynomial solution to the first $m_{i}-l_{m_{i}}$ equations of Equation 4 and has next discrepancy satisfying $d_{n_{i}}+a d_{m_{i}}=0$ and $l_{m_{i}}=l_{n_{i}+1}-\left(n_{i}-\right.$ $m_{i}$ ).

Proof. By hypothesis,

$$
\begin{equation*}
\sum_{u_{i}=0}^{l_{n_{i}+1}} s_{i, j_{i}-u_{i}} \sigma_{i, u_{i}}^{\left(n_{i}+1\right)}=0, \text { for } l_{n_{i}+1}+1 \leq j_{i} \leq n_{i}+1 \tag{10}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{u_{i}=0}^{l_{n_{i}}} s_{i, j_{i}-u_{i}} \sigma_{i, u_{i}}^{\left(n_{i}\right)}=\left\{d_{n_{i}} \neq 0 \text { if } j_{i}=n_{i}+10 \text { if } l_{n_{i}}+1 \leq j_{i} \leq n_{i}\right. \tag{11}
\end{equation*}
$$

Since $\sigma_{i}^{\left(n_{i}\right)}(X)$ is a minimal solution, for $l_{n_{i}+1} \geq l_{n_{i}}$, it follows that subtracting Equation 11 from Equation 10 for $l_{n_{i}+1}+1 \leq j_{i} \leq n_{i}+1$, we get

$$
\begin{align*}
\sum_{u_{i}=0}^{l_{n_{i}+1}} s_{i, j_{i}-u_{i}}\left(\sigma_{i, u_{i}}^{\left(n_{i}+1\right)}-\sigma_{i, u_{i}}^{\left(n_{i}\right)}\right)= & \left\{-d_{n_{i}} \text { if } j_{i}=n_{i}\right. \\
& +10 \text { if } l_{n_{i}+1}+1 \leq j_{i} \leq n_{i} . \tag{12}
\end{align*}
$$

Now, suppose that the first $n_{i}-m_{i}$ coefficients of $s_{i, j_{i}-u_{i}}$ are zero (note that since $\sigma_{i, 0}^{\left(n_{i}+1\right)}=\sigma_{i, 0}^{\left(n_{i}\right)}=1$, it follows that $n_{i}-m_{i}>0$, i.e., $n_{i}>m_{i}$ ). Thus, Equation 12 reduces to

$$
\begin{align*}
\sum_{u_{i}=n_{i}-m_{i}}^{l_{n_{i}+1}} s_{i, j_{i}-u_{i}}\left(\sigma_{i, u_{i}}^{\left(n_{i}+1\right)}-\sigma_{i, u_{i}}^{\left(n_{i}\right)}\right)= & \left\{-d_{n_{i}} \text { if } j_{i}=n_{i}\right. \\
& +10 \text { if } l_{n_{i}+1}+1 \leq j_{i} \\
& \leq n_{i} . \tag{13}
\end{align*}
$$

Letting $l_{m_{i}}=l_{n_{i}+1}-\left(n_{i}-m_{i}\right)$, Equation 13 can be rewritten as

$$
\begin{align*}
\sum_{u_{i}=0}^{l_{m_{i}}} s_{i, j_{i}-u_{i}}\left(\sigma_{i, u_{i}+n_{i}-m_{i}}^{\left(n_{i}+1\right)}-\sigma_{i, u_{i}+n_{i}-m_{i}}^{\left(n_{i}\right)}\right)= & \left\{-d_{n_{i}} \text { if } j_{i}=m_{i}\right. \\
& +10 \text { if } l_{m_{i}}+1 \\
\leq & j_{i} \leq m_{i} \tag{14}
\end{align*}
$$

Finally, define the polynomial $\sigma_{i}^{\left(m_{i}\right)}(X)$ by

$$
\sigma_{i}^{\left(m_{i}\right)}=\left(\sigma_{i, u_{i}+n_{i}-m_{i}}^{\left(n_{i}+1\right)}-\sigma_{i, u_{i}+n_{i}-m_{i}}^{\left(n_{i}\right)}\right) a^{-1}, \text { for } 0 \leq u_{i} \leq l_{m_{i}} .
$$

Thus,

$$
\begin{align*}
\sum_{u_{i}=0}^{l_{n_{i}}} s_{i, j_{i}-u_{i}} \sigma_{i, u_{i}}^{\left(m_{i}\right)}= & \left\{-d_{n_{i}} a^{-1}=d_{m_{i}} \text { if } j_{i}=m_{i}+10 \text { if } l_{m_{i}}\right. \\
& +1 \leq j_{i} \leq m_{i} . \tag{15}
\end{align*}
$$

By Equation 15, it follows that each $\sigma_{i}^{\left(m_{i}\right)}(X)$ is a solution to the first $m_{i}-l_{m_{i}}$ equations in Equation 4 and each has next discrepancy $d_{m_{i}}$ such that $d_{n_{i}}+a d_{m_{i}}=0$. The degree of $\sigma_{i}^{\left(m_{i}\right)}(X)$ is given formally by $l_{m_{i}}=l_{n_{i}+1}-\left(n_{i}-\right.$ $m_{i}$ ). Note that the coefficients of the higher powers of the indeterminate $X$ in $\sigma_{i}^{\left(m_{i}\right)}(X)$ may be zero; thus, some additional equations in Equation 4 may be satisfied, i.e., $\sigma_{i}^{\left(m_{i}\right)}(X)$ may not be minimal.

Now, based on these two lemmas, we show that the following theorem is an extension of Theorem 6 of [11]:

Theorem 22. For each $i$ with $1 \leq i \leq t$, let $\sigma_{i}^{\left(n_{i}\right)}(X)$ be a solution polynomial at the $n_{i}$ th stage and let $\sigma_{i}^{\left(m_{i}\right)}(X)$ be one of the prior minimal solutions, for $1 \leq m_{i}<n_{i}$, such that $d_{n_{i}}-y d_{m_{i}}=0$ has solutions in $y$ and $m_{i}-l_{m_{i}}$ has the largest value. Further, suppose each $\sigma_{i}^{\left(n_{i}\right)}(X)$ is updated in the following way:

1. If $d_{n_{i}}=0$, then

$$
\begin{equation*}
\sigma_{i}^{\left(n_{i}+1\right)}(X)=\sigma_{i}^{\left(n_{i}\right)}(X) \text { and } l_{n_{i}+1}=l_{n_{i}} \tag{16}
\end{equation*}
$$

2. If $d_{n_{i}} \neq 0$, then

$$
\sigma_{i}^{\left(n_{i}+1\right)}(X)=\sigma_{i}^{\left(n_{i}\right)}(X)-y X^{n_{i}-m_{i}} \sigma_{i}^{\left(m_{i}\right)}(X) \text { and } l_{n_{i}+1}=l_{n_{i}}
$$

and

$$
\begin{equation*}
l_{n_{i}+1}=\max \left\{l_{n_{i}}, l_{m_{i}}+n_{i}-m_{i}\right\} \tag{17}
\end{equation*}
$$

If there is no solution $D^{\left(n_{i}+1\right)}(X)$ with degree less than $\max \left\{l_{n_{i}}, l_{m_{i}}+n_{i}-m_{i}\right\}$ and such that the coefficient of the lowest power of the indeterminate $X$ in $D^{\left(n_{i}+1\right)}(X)-$ $\sigma_{i}^{\left(n_{i}\right)}(X)$ is a zero divisor in $\mathcal{R}_{i}$, then each $\sigma_{i}^{\left(n_{i}+1\right)}(X)$ is a minimal polynomial solution at the $\left(n_{i}+1\right)$ th stage.

Proof. If $d_{n_{i}}=0$, then $\sigma_{i}^{\left(n_{i}+1\right)}(X)=\sigma_{i}^{\left(n_{i}\right)}(X)$ are minimal solutions since $\sigma_{i}^{\left(n_{i}\right)}(X)$ are also minimal solutions. Now, consider the case where $d_{n_{i}} \neq 0$. Since each $\sigma_{i}^{\left(m_{i}\right)}(X)$ and $\sigma_{i}^{\left(n_{i}\right)}(X)$ are known, it follows that $\sigma_{i}^{\left(n_{i}+1\right)}(X)$ also are known by Equation 17. By Lemma 20, it follows that $\sigma_{i}^{\left(n_{i}+1\right)}(X)$ are polynomial solutions with degree given by

$$
l_{n_{i}+1}=\max \left\{l_{n_{i}}, l_{m_{i}}+n_{i}-m_{i}\right\}
$$

We will now show that these are minimal solutions.

- If $m_{i}-l_{m_{i}} \geq n_{i}-l_{n_{i}}$, then $l_{n_{i}+1}=l_{n_{i}}$ by Lemma 20 and $\sigma_{i}^{\left(n_{i}+1\right)}(X)$ are minimal solutions at stages $n_{i}+1$.
- On the other hand, if $m_{i}-l_{m_{i}}<n_{i}-l_{n_{i}}$, then

$$
l_{n_{i}+1}=\max \left\{l_{n_{i}}, l_{m_{i}}+n_{i}-m_{i}\right\}=l_{m_{i}}+n_{i}-m_{i}>l_{n_{i}} .
$$

Let us analyze when $\sigma_{i}^{\left(n_{i}+1\right)}(X)$ are still minimal solutions. Assume that there exist polynomials $D^{\left(n_{i}+1\right)}(X)$ with degree $d_{i}$ such that $l_{n_{i}} \leq d_{i}<l_{m_{i}}+n_{i}-m_{i}$ and the coefficients of the lowest power of the indeterminate $X$ in $D^{\left(n_{i}+1\right)}(X)-\sigma_{i}^{\left(n_{i}\right)}(X)$ are units in $\mathcal{R}_{i}$. There are two cases to consider:

1. If $d_{i}=l_{n_{i}}$, then by Lemma 21, it follows that there are solutions $\sigma_{i}^{\left(m_{i}^{\prime}\right)}(X)$ with $l_{m_{i}^{\prime}}=d_{i}-\left(n_{i}-m_{i}^{\prime}\right)$, i.e., with $m_{i}^{\prime}-l_{m_{i}^{\prime}}=n_{i}-l_{n_{i}}$. By hypothesis, it follows that $m_{i}-l_{m_{i}}<n_{i}-l_{n_{i}}$, and thus, $m_{i}^{\prime}-l_{m_{i}^{\prime}}>m_{i}-l_{m_{i}}$. However, $m_{i}-l_{m_{i}}$ was chosen to be the largest of the values $k_{i}-l_{k_{i}}$ for the previous solutions, which is a contradiction.
2. If $d_{i}>l_{n_{i}}$, then by Lemma 21, it follows that $d_{i}=l_{m_{i}^{\prime}}+n_{i}-m_{i}^{\prime}$. However, since $m_{i}^{\prime}-l_{m_{i}^{\prime}} \geq$ $m_{i}-l_{m_{i}}$, it follows that

$$
d_{i}=n_{i}-\left(m_{i}^{\prime}-l_{m_{i}^{\prime}}\right) \geq n_{i}-\left(m_{i}-l_{m_{i}}\right)=l_{n_{i}+1}>d_{i}
$$

i.e., $d_{i}>d_{i}$, which is a contradiction.

Thus, if the coefficients of the lower power of $X$ in $D^{\left(n_{i}+1\right)}(X)-\sigma_{i}^{\left(n_{i}\right)}(X)$ are units in $\mathcal{R}_{i}$, then $\sigma_{i}^{\left(n_{i}+1\right)}(X)$ are minimal solutions.

Note that the solution $\sigma_{i}^{\left(n_{i}+1\right)}(X)$ provided by Theorem 22 need not be answered because the theorem does not guarantee minimality when in case (2), the coefficients of the lowest power of the indeterminate $X$ in $D^{\left(n_{i}+1\right)}(X)-\sigma_{i}^{\left(n_{i}\right)}(X)$ are not units in $\mathcal{R}_{i}$. However, in many cases, it indicates the minimal solutions at the $\left(n_{i}+1\right)$ th stages.
By extension of the lemma [12], we can verify that if $\sigma_{i}^{\left(n_{i}\right)}(X)$ satisfies $n_{i}-l_{n_{i}}$ equations in Equation 4, but not $n_{i}+1-l_{n_{i}}$ equations, then the solutions $\sigma_{i}^{\left(n_{i}+1\right)}(X)$ will satisfy $n_{i}+1-l_{n_{i}+1}$ equations in Equation 4, where

$$
l_{n_{i}+1} \geq \max \left\{l_{n_{i}}, n_{i}+1-l_{n_{i}}\right\}
$$

Now, by using the arguments of 'section III' of [12], it is straightforward to show that if the linear equation over the chain of the Galois ring $\mathcal{R}_{i}, d_{n_{i}^{\prime}}-y d_{m_{i}^{\prime}}=0$, always have solutions in $y$ for $1 \leq m_{i}^{\prime}<n_{i}^{\prime} \leq n_{i}$, then the above inequalities become equalities, i.e.,

$$
l_{n_{i}+1}=\max \left\{l_{n_{i}}, n_{i}+1-l_{n_{i}}\right\}=\max \left\{l_{n_{i}}, n_{i}-m_{i}+l_{m_{i}}\right\}
$$

In contrast, if there are $n_{i}^{\prime}$ such that $d_{n_{i}^{\prime}}-y d_{m_{i}^{\prime}}=0$ does not have solutions in $y$ for any $m_{i}^{\prime}$, with $1 \leq m_{i}^{\prime}<n_{i}^{\prime} \leq n_{i}$, then the solutions $\sigma_{i}^{\left(n_{i}\right)}(X)$, for $n_{i} \geq n_{i}^{\prime}$, given by Theorem 22 , i.e., by Equations 16 and 17, are not necessarily minimal solutions. In this case, let us suppose that $\sigma_{i}^{\left(n_{i}\right)}(X)$ are minimal solutions at $n_{i}$ stages and $\sigma_{i}^{\left(n_{i}+1\right)}(X)$ are any solution at ( $n_{i}+1$ ) stages (obtained from Equations 16 and 17 of Theorem 22). We analyze it in the following:

1. If $l_{n_{i}+1}=\max \left\{l_{n_{i}}, n_{i}+1-l_{n_{i}}\right\}$, then $\sigma_{i}^{\left(n_{i}+1\right)}(X)$ are already the minimal solutions (at stages $\left(n_{i}+1\right)$ ) over the chain of rings $\mathcal{R}_{i}$, for $1 \leq i \leq t$.
2. If $l_{n_{i}+1}>\max \left\{l_{n_{i}}, n_{i}+1-l_{n_{i}}\right\}$, then it is possible that there are minimal solutions $D^{\left(n_{i}+1\right)}(X)$ with degree $l_{i}$, where $\max \left\{l_{n_{i}}, n_{i}+1-l_{n_{i}}\right\} \leq l_{i}<l_{n_{i}+1}$. Any collection of polynomials $D^{\left(n_{i}+1\right)}(X)$ with minimum degree $l_{i}$ (in the range $\left.\max \left\{l_{n_{i}}, n_{i}+1-l_{n_{i}}\right\} \leq l_{i}<l_{n_{i}+1}\right)$ will be minimal solutions (at stages $\left(n_{i}+1\right)$ ) if and only if the polynomials $\sigma_{i}^{\left(m_{i}\right)}(X)$ defined by

$$
X^{n_{i}-m_{i}} \sigma_{i}^{\left(m_{i}\right)}(X)=D^{\left(n_{i}+1\right)}(X)-\sigma_{i}^{\left(n_{i}\right)}(X)
$$

are solutions for the first $m_{i}$ power sums, where $d_{m_{i}}=-d_{n_{i}}$ and $\sigma_{i, 0}^{\left(m_{i}\right)}(X)$ are zero divisors in $\mathcal{R}_{i}$. Evidence of this emerged in Lemmas 20 and 21 and from Theorem 22.

We can now collect these results and extend the modified Berlekamp-Massey algorithm.

## Extension of the modified Berlekamp-Massey algorithm for commutative rings with identity

The collection of syndromes $s_{i, 1}, s_{i, 2}, s_{i, 3}, \cdots, s_{i, 2 t_{i}}$ is used as the input for the algorithm. The output of the algorithm will be sets of values $\sigma_{i, 1}, \sigma_{i, 2}, \sigma_{i, 3}, \cdots, \sigma_{i, v_{i}}$ such that the equations in Equation 3 hold with minimum $v_{i}$. We want to have some initial conditions for starting the algorithm as in [10], given by

$$
\begin{array}{rcl}
\sigma_{i}^{(-1)}(X)=1 & l_{-1_{i}}=0 & d_{-1_{i}}=1 \\
\sigma_{i}^{(0)}(X)=1 & l_{0_{i}}=0 & d_{0_{i}}=s_{i, 1}
\end{array}
$$

for each $i$ such that $1 \leq i \leq t$, where 1 is the unity of $\mathcal{R}_{i}$ and each $s_{i, 1}$ is the first nonzero component of the corresponding syndrome vectors $s_{i}$, for each $i$, for $1 \leq i \leq t$. Now, we want to do the following steps:

1. Each $n_{i} \leftarrow 0$.
2. Now, each $d_{n_{i}}=s_{i, 1}$; if any $d_{n_{j}}=0$, for some $j$, $1 \leq j \leq t$, then for that $j$,

$$
\sigma_{j}^{\left(n_{j}+1\right)}(X) \leftarrow \sigma_{j}^{\left(n_{j}\right)}(X) \text { and } l_{n_{j}+1} \leftarrow l_{n_{j}}
$$

and go to (5).
3. If any $d_{n_{k}} \neq 0$, then find an $m_{k} \leq n_{k}-1$ such that $d_{n_{k}}-y d_{m_{k}}=0$ has a solution in $y$ and $m_{k}-l_{m_{k}}$ has the largest value. Then,

$$
\sigma_{k}^{\left(n_{k}+1\right)}(X) \leftarrow \sigma_{k}^{\left(n_{k}\right)}(X)-y X^{n_{k}-m_{k}} \sigma_{k}^{\left(m_{k}\right)}(X)
$$

and

$$
l_{n_{k}+1} \leftarrow \max \left\{l_{n_{k}}, l_{m_{k}}+n_{k}-m_{k}\right\}
$$

where the solution of the equation $d_{n_{k}}-y d_{m_{k}}=0$, can be obtained by any of the algorithms presented in [13].
4. If $l_{n_{k}+1}=\max \left\{l_{n_{k}}, n_{k}+1-l_{n_{k}}\right\}$, then go to (5); else, search for solution $D^{\left(n_{k}+1\right)}(X)$ with minimum degree $l_{k}$ in the range $\max \left\{l_{n_{k}}, n_{k}+1-l_{n_{k}}\right\} \leq l_{k}<l_{n_{k}+1}$ such that $\sigma_{k}^{\left(m_{k}\right)}(X)$ defined by

$$
X^{n_{k}-m_{k}} \sigma_{k}^{\left(m_{k}\right)}(X)=D^{\left(n_{k}+1\right)}(X)-\sigma_{k}^{\left(n_{k}\right)}(X)
$$

is a solution for the first $m_{k}$ power sums, $d_{m_{k}}=-d_{n_{k}}$, with $\sigma_{k, 0}^{\left(m_{k}\right)}(X)$ as a zero divisor in corresponding $\mathcal{R}_{k}$. If such a solution is found, then

$$
\sigma_{k}^{\left(n_{k}+1\right)}(X) \leftarrow D^{\left(n_{k}+1\right)}(X) \text { and } l_{n_{k}+1} \leftarrow l_{k} .
$$

5. If all $n_{i}<2 t_{i}-1$, then

$$
d_{n_{i}+1} \leftarrow s_{i, n_{i}+2}+s_{i, n_{i}+1} \sigma_{i, 1}^{\left(n_{i}+1\right)}+\cdots+s_{i, n_{i}+2-l_{n_{i}+1}} \sigma_{i, l_{n_{i}+1}}^{\left(n_{i}+1\right)} ;
$$

else, there is no need to find the values of $d_{n_{i}+1}$.
6. $n_{i} \leftarrow n_{i}+1$; if $n_{i}<2 t_{i}$, then go to (2); else, stop.
7. In this way, we compute $\sigma_{i}^{\left(2 t_{i}\right)}(X)$ in the $n$th iteration procedure, where $n=\max \left\{n_{i}: 1 \leq i \leq t\right\}$.
The coefficients $\sigma_{i, 1}^{\left(2 t_{i}\right)}, \sigma_{i, 2}^{\left(2 t_{i}\right)}, \sigma_{i, 3}^{\left(2 t_{i}\right)}, \ldots, \sigma_{i, v_{i}}^{\left(2 t_{i}\right)}$ of $\sigma_{i}^{\left(2 t_{i}\right)}$ $(X)$ satisfy Equation 3 , for each $i$, where $1 \leq i \leq t$. This concludes step 2 . This process contains $n$ iterations, where $n=\max \left\{n_{i}: 1 \leq i \leq t\right\}$, and in each iteration, it deals $t$ codewords of codes $C_{i}$ at once, for each $i$, where $1 \leq i \leq t$. By this procedure, we compute $t$ elementary symmetric functions in the chain of rings with less computation. This process is not much different than the original one, but it deals a sequence of $t$ codewords from the sequence of codes $C_{i}$ over the chain of Galois rings $\mathcal{R}_{i}$, for each $i$, where $1 \leq i \leq t$, at a time. Also, this process does not necessarily lead to a minimal solution $\sigma_{i}^{\left(n_{i}+1\right)}(X)$ (at the $\left(n_{i}+1\right)$ th stages). As in [11], step 4 had to be introduced in the original algorithm so that the new solutions $\sigma_{i}^{\left(n_{i}+1\right)}(X)$, calculated at step 3 , are checked to be minimal solutions. If these are not so, then a search is necessary to be carried out to find minimal solutions, which consists of finding the polynomials $\sigma_{i}^{\left(m_{i}\right)}(X)$, which are solutions for the first $m_{i}$ power sums, and satisfying certain conditions. Step 4 does not essentially increase the complexity due to less number of polynomials.

In step 3, the calculation of error location numbers over the chain of rings requires one more step than that over the chain of fields because in $\mathcal{R}_{i}$, the solutions to Equation 3 are generally not unique and the reciprocals of polynomials $\sigma_{i}^{\left(2 t_{i}\right)}(X)$, namely $\rho_{i}(X)$, may not be the correct error locator polynomial

$$
\begin{equation*}
\left(X-X_{i, 1}\right)\left(X-X_{i, 2}\right) \cdots\left(X-X_{i, v_{i}}\right) \tag{18}
\end{equation*}
$$

where $X_{i, u_{i}}=\alpha^{c_{i, u_{i}}}\left(c_{i, u_{i}}\right.$ are integers in the range $0 \leq$ $c_{i, u_{i}} \leq n_{i}-1$ that indicate the position of the $u_{i}$ th errors in the sequence of codewords) are the correct error location numbers and $v_{i}$ are the numbers of errors in the sequence of codewords and are defined earlier.
Now, we describe how to convert the roots of $\rho_{i}(X)$ into the correct error location numbers. The following proposition extends Proposition 3 of [11]:

Proposition 23. Suppose that $\rho_{i}(X)$ has at least $v_{i}$ distinct roots over $\mathcal{R}_{i}$, namely $Z_{i, 1}, Z_{i, 2}, Z_{i, 3}, \cdots, Z_{i, v_{i}}$, that is,

$$
\begin{align*}
\rho_{i}(X) & =X^{v_{i}}+\sigma_{i, 1} \cdot X^{v_{i}-1}+\cdots+\sigma_{i, v_{i}-1} \cdot X+\sigma_{i, v_{i}}  \tag{19}\\
& =\left(X-Z_{i, 1}\right)\left(X-Z_{i, 2}\right) \cdots\left(X-Z_{i, v_{i}}\right) \tag{20}
\end{align*}
$$

(note that at least one sequence of $\rho_{i}(X)$ produced by the extension of the modified Berlekamp-Massey algorithm will have this property), where $\sigma_{i, u_{i}}$ are the elementary symmetric functions found in step 2). Further, suppose that the error magnitudes are $Y_{i, 1}, Y_{i, 2}, Y_{i, 3}, \cdots, Y_{i, v_{i}}$. Then, $Y_{i, u_{i}} P_{i, u_{i}}=0$, where $P_{i, u_{i}}=\rho_{i}\left(X_{i, u_{i}}\right)$, for $1 \leq u_{i} \leq v_{i}$ and $1 \leq i \leq t$.

Proof. From Equation 19, it follows that

$$
\begin{align*}
& Y_{i, u_{i}} X_{i, u_{i}}^{j_{i}}\left(X^{v_{i}}+\sigma_{i, 1} X^{v_{i}-1}+\cdots+\sigma_{i, v_{i}-1} X+\sigma_{i, v_{i}}\right)  \tag{21}\\
& =Y_{i, u_{i}} X_{i, u_{i}}^{j_{i}}\left(X-Z_{i, 1}\right)\left(X-Z_{i, 2}\right) \cdots\left(X-Z_{i, v_{i}}\right), \tag{22}
\end{align*}
$$

for $1 \leq u_{i} \leq v_{i}, 1 \leq j_{i} \leq 2 t_{i}-v_{i}$ and $1 \leq i \leq t$. Substituting $X$ for $X_{i, u_{i}}$ in Equation 21 and summing the right-hand side for $1 \leq j_{i} \leq 2 t_{i}-v_{i}$, we get

$$
\begin{equation*}
s_{j i}+v_{i}+s_{j i+v_{i}-1} \sigma_{i, 1}+\cdots+s_{j i+1} \sigma_{i, v_{i}-1}+s_{j i} \sigma_{i, v_{i}} . \tag{23}
\end{equation*}
$$

Note that Equation 23 vanishes for very $j_{i}$ such that $1 \leq$ $j_{i} \leq 2 t_{i}-v_{i}$ (since the $\sigma_{i, u_{i}}$ 's form solutions to the linear system in Equation 3). Consequently,

$$
\begin{equation*}
\sum_{u_{i}=1}^{v_{i}} Y_{i, u_{i}} X_{i, u_{i}}^{j_{i}}\left(X_{i, u_{i}}-Z_{i, 1}\right)\left(X_{i, u_{i}}-Z_{i, 2}\right) \cdots\left(X_{i, u_{i}}-Z_{i, v_{i}}\right)=0, \tag{24}
\end{equation*}
$$

for $1 \leq j_{i} \leq 2 t_{i}-v_{i}$ (the left-hand side of Equation 24 is the collection of sums of the right-hand side of Equation 21 for $1 \leq u_{i} \leq v_{i}$ ). In a matrix form, the sets of equations in Equation 24 can be written as

$$
\left[\begin{array}{cccc}
X_{i, 1} & X_{i, 2} & \cdots & X_{i, v_{i}}  \tag{25}\\
X_{i, 1}^{2} & X_{i, 2}^{2} & \cdots & X_{i, v_{i}}^{2} \\
\vdots & \vdots & \ddots & \vdots \\
X_{i, 1}^{2 t_{i}-v_{i}} & X_{i, 2}^{2 t_{i}-v_{i}} & \cdots & X_{i, v_{i}}^{2 i_{i}-v_{i}}
\end{array}\right]\left[\begin{array}{c}
Y_{i, 1} P_{i, 1} \\
Y_{i, 2} P_{i, 2} \\
\vdots \\
Y_{i, v_{i}} P_{i, v_{i}}
\end{array}\right]=\left[\begin{array}{c}
0 \\
0 \\
\vdots \\
0
\end{array}\right],
$$

where

$$
P_{i, u_{i}}=\prod_{l_{i}^{\prime}=1}^{v_{i}}\left(X_{i, u_{i}}-Z_{i, l_{i}}\right) \text {, for } 1 \leq u_{i} \leq v_{i} \text { and } 0 \leq i \leq t .
$$

Equation 25 can be viewed as homogeneous linear systems over the chain of rings $\mathcal{R}_{i}$ in the unknowns $Y_{i, 1} P_{i, 1}, Y_{i, 2} P_{i, 2}, \cdots, Y_{i, v_{i}} P_{i, v_{i}}$. The values $2 t_{i}-v_{i}$ are always greater than or equal to $v_{i}$ (since $v_{i} \leq t_{i}$ ), and the McCoy rank of the matrices that appears in Equation 25 is $v_{i}$, which is exactly the number of unknowns. By Theorem 5.3 of [14], this implies that the only solutions to Equation 25 are the trivial one, i.e., $Y_{i, u_{i}} P_{i, u_{i}}=0$ for $1 \leq u_{i} \leq v_{i}$.

Thus, from Proposition 23, we concluded that each product $P_{i, u_{i}}$ is necessarily a zero divisor in $\mathcal{R}_{i}$. Thus, $P_{i, u_{i}}$,
where $1 \leq u_{i} \leq v_{i}$, has at least $l_{i}^{\prime}$ th factors ( $X_{i, u_{i}}-Z_{i, l_{i}^{\prime}}$ ) which are zero divisors in $\mathcal{R}_{i}$. Moreover, if some $\left(l_{i, 1}\right)$ th factors of $P_{i, u_{i}}$ are zero divisors, say $b_{i_{1}}$, and some other $\left(l_{i, 2}\right)$ th factors of $P_{i, k_{i}}$ are also zero divisors, say $b_{i_{2}}$, then $l_{i, 1} \neq l_{i, 2}$ for $u_{i} \neq k_{i}$ and $1 \leq i \leq t$. It can be solved in the following way: Suppose that $l_{i, 1}=l_{i, 2}$ for $u_{i} \neq k_{i}$. Thus, $\left(X_{i, u_{i}}-Z_{i, l_{i, 1}}\right)=b_{i_{1}}$ and $\left(X_{i, k_{i}}-Z_{i, l_{i, 2}}\right)=b_{i_{2}}$. Therefore, $X_{i, u_{i}}-X_{i, k_{i}}$ are zero divisors in $\mathcal{R}_{i}$, which is a contradiction for $u_{i} \neq k_{i}$. Hence, there are unique error location numbers $X_{i, u_{i}}$ in $\mathcal{R}_{i}$ corresponding to each $Z_{i, u_{i}}$, where $1 \leq u_{i} \leq v_{i}$, for $0 \leq i \leq t$.
Based on these given facts, we can obtain the following procedure for the calculation of the correct error location numbers:

1. Compute the roots of each $\rho_{i}(X)$, say, $Z_{i, 1}, Z_{i, 2}, Z_{i, 3}, \cdots, Z_{i, v_{i}}$.
2. Among $X_{i, 0}=\alpha^{0}, X_{i, 1}=\alpha^{1}, \ldots, X_{i, n_{i}-1}=\alpha^{n_{i}-1}$, select those $X_{i, c_{\left(i, u_{i}\right)}}$ such that $\left(X_{i, c_{\left(i, u_{i}\right)}}-Z_{i, u_{i}}\right)$ are zero divisors in $\mathcal{R}_{i}$. The selected elements give the correct error location numbers.

This concludes step 3.
In step 4, the calculation of error magnitudes is based on Forney's method [5], where the error magnitudes $Y_{i, 1}, Y_{i, 2}, Y_{i, 3}, \cdots, Y_{i, v_{i}}$ are given by

$$
\begin{equation*}
Y_{i, u_{i}}=\frac{\sum_{l_{i}^{\prime}=1}^{v_{i}-1} \sigma_{i}^{\left(u_{i}, l_{i}^{\prime}\right)} s_{v_{i}-l_{i}^{\prime}}}{\sum \sigma_{i}^{\left(u_{i}, l_{i}^{\prime}\right)} X^{v_{i}-l_{i}^{\prime}}} \tag{26}
\end{equation*}
$$

and the coefficients $\sigma_{i, l_{i}^{\prime}}$ are defined by

$$
\sigma_{i}^{\left(u_{i}, l_{i}^{\prime}\right)}=\sigma_{i, u_{i}}+X_{i, u_{i}} \sigma_{i}^{\left(u_{i}, l_{i}^{\prime}-1\right)} \text { for } 0 \leq l_{i}^{\prime} \leq v_{i}-1 .
$$

Starting with $\sigma_{i}^{\left(u_{i}, 0\right)}=\sigma_{i, 0}=1$, here, from [11, p. 1018], the denominator of Equation 26 is always a unit in $\mathcal{R}_{i}$.
Next, we give an example on this four-step decoding procedure.

Example 24. Let $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$ be a collection of $(3,1)$ and $(15,7)$ BCH codes, respectively, over the chain of Galois rings $\mathcal{A}_{1} \subset \mathcal{A}_{2}$, referring to Example 19, with generator polynomials

$$
g_{1}(x)=x^{2}+x+1 \text { and } g_{2}(x)=x^{8}+x^{7}+x^{5}+x^{3}+x^{2}+1 .
$$

We know that $\alpha_{1}=(x+3, x+3)$ and $\alpha_{2}=\left(x^{2}, x^{2}\right)$ be the primitive elements of $\mathcal{G}_{3}$ and $\mathcal{G}_{15}$, respectively. Both codes $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$ have an error-correcting capability equal to $t_{1}=$ 1 and $t_{2}=2$ errors. So, $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$ have an error-correcting
capability equal to $t_{1}=1$ and $t_{2}=2$ errors. Parity-check matrices of $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$ are given by
$H_{1}=\left[\begin{array}{lll}1 & \alpha_{1} & \alpha_{1}^{2} \\ 1 & \alpha_{1}^{2} & \alpha_{1}\end{array}\right]$,
$H_{2}=\left[\begin{array}{ccccccccccccccc}1 & \alpha & \alpha^{2} & \alpha^{3} & \alpha^{4} & \alpha^{5} & \alpha^{6} & \alpha^{7} & \alpha^{8} & \alpha^{9} & \alpha^{10} & \alpha^{11} & \alpha^{12} & \alpha^{13} & \alpha^{14} \\ 1 & \alpha^{2} & \alpha^{4} & \alpha^{6} & \alpha^{8} & \alpha^{10} & \alpha^{12} & \alpha^{14} & \alpha & \alpha^{3} & \alpha^{5} & \alpha^{7} & \alpha^{9} & \alpha^{11} & \alpha^{13} \\ 1 & \alpha^{3} & \alpha^{6} & \alpha^{9} & \alpha^{12} & 1 & \alpha^{3} & \alpha^{6} & \alpha^{9} & \alpha^{12} & 1 & \alpha^{3} & \alpha^{6} & \alpha^{9} & \alpha^{12} \\ 1 & \alpha^{4} & \alpha^{8} & \alpha^{12} & \alpha & \alpha^{5} & \alpha^{9} & \alpha^{13} & \alpha^{2} & \alpha^{6} & \alpha^{10} & \alpha^{14} & \alpha^{3} & \alpha^{7} & \alpha^{11}\end{array}\right]$
Assume that the all zero codewords

$$
\begin{aligned}
c_{1}= & ((0,0)(0,0)(0,0)) \text { and } \\
c_{2}= & ((0,0)(0,0)(0,0)(0,0)(0,0)(0,0)(0,0)(0,0)(0,0)(0,0) \\
& \times(0,0)(0,0)(0,0)(0,0)(0,0)
\end{aligned}
$$

are transmitted through the channel and the error pattern is

$$
\begin{aligned}
e_{1}= & ((0,0)(0,2)(1,0)) \text { and } \\
e_{2}= & ((2,0)(0,1)(0,0)(0,0)(0,0)(0,0)(0,0)(0,0)(0,0)(0,0) \\
& \times(0,0)(0,0)(0,0)(3,0)(0,2) .
\end{aligned}
$$

The received vectors are then given by

$$
\begin{aligned}
r_{1}= & c_{1}+e_{1}=((0,0)(0,2)(1,0)) \text { and } \\
r_{2}= & c_{2}+e_{2}=((2,0)(0,1)(0,0)(0,0)(0,0)(0,0)(0,0)(0,0) \\
& \times(0,0)(0,0)(0,0)(0,0)(0,0)(3,0)(0,2) .
\end{aligned}
$$

## Applying the decoding procedure, first, we get syndromes

$s_{1}=r_{1} H_{1}^{T}=\left(s_{1,1}, s_{1,2}\right)$ and $s_{2}=r_{2} H_{2}^{T}=\left(s_{2,1} s_{2,2} s_{2,3} s_{2,4}\right)$,
where

$$
\begin{aligned}
s_{1,1} & =\left(s_{1,1_{1}}, s_{1,1_{2}}\right)=(3 x, 2 x+2), s_{1,2}=\left(s_{1,2_{1}}, s_{1,2_{2}}\right) \\
& =(x+3,2 x) \\
s_{2,1} & =\left(s_{2,1_{1}}, s_{2,1_{2}}\right)=\left(3 x^{3}+x^{2}+3 x+2,2 x^{3}+3 x^{2}+2\right), \\
s_{2,2} & =\left(s_{2,2_{1}}, s_{2,2_{2}}\right)=\left(3 x^{3}+2 x^{2}+x+1,2 x^{3}+2 x^{2}+x+3\right), \\
s_{2,3} & =\left(s_{2,3_{1}}, s_{2,3_{2}}\right)=\left(x^{3}+2 x, x^{3}+3 x^{2}+2 x\right) \text { and } \\
s_{2,4} & =\left(s_{2,4_{1}}, s_{2,4_{2}}\right)=\left(3 x^{3}+3,2 x^{3}+x^{2}+3\right) .
\end{aligned}
$$

The extension of the modified Berlekamp-Massey algorithm is applied to $s_{1}$ and $s_{2}$, obtaining Table 1, where $s_{1,3}=(x, 2 x+2), s_{1,4}=(x+1,2 x)$, and $s_{1,5}=(x, x+1)$, and Table 2, where

$$
\sigma_{1}^{(2)}(X)=1+s_{1,5} X
$$

and

$$
\sigma_{2}^{(4)}(X)=1+s_{2,10} X+s_{2,11} X^{2}
$$

based on a four- and six-iteration process.
The roots of $\rho_{1}(X)=X+s_{1,5}$ and $\rho_{2}(X)=X^{2}+$ $s_{2,10} X+s_{2,11}$ are $Z_{1,1}=-s_{1,5}$ and $Z_{2,1}=\left(2 x+1, x^{2}\right)$, $Z_{2,2}=\left(x^{3}+3 x^{2}+x, x^{3}+3 x^{2}+1\right)$. Among the elements of $G_{3}$ and $G_{15}$, it follows that $X_{1,1}=\left(0, \beta_{1}\right), X_{1,2}=\left(\beta_{1}^{2}, 0\right)$, $X_{2,1}=(1,0), X_{2,2}=(0, \beta), X_{2,3}=\left(\beta^{13}, 0\right)$, and $X_{2,4}=$ $\left(0, \beta^{14}\right)$ are such that $X_{1,1}-Z_{1,1}, X_{1,2}-Z_{1,2}$ are zero divisors in $\mathcal{R}_{1} \subset \mathcal{R}_{2}$ and $X_{2,1}-Z_{2,1}, X_{2,2}-Z_{2,2}$ are zero divisors in

Table 1 Calculation of the polynomial $\sigma_{1}^{(2)}(X)$

| $\boldsymbol{n}_{\mathbf{1}}$ | $\boldsymbol{\sigma}_{\mathbf{1}}^{\left(\boldsymbol{n}_{\mathbf{1}}\right)}(\boldsymbol{X})$ | $\boldsymbol{d}_{\boldsymbol{n}_{\mathbf{1}}}$ | $\boldsymbol{I}_{\boldsymbol{n}_{\mathbf{1}}}$ | $\boldsymbol{n}_{\boldsymbol{1}}-\boldsymbol{I}_{\boldsymbol{n}_{\mathbf{1}}}$ |
| :--- | :--- | :--- | :--- | :--- |
| -1 | 1 | 1 | 0 | -1 |
| 0 | 1 | $s_{1,1}$ | 0 | 0 |
| 1 | $1+s_{1,3} X$ | $s_{1,4}$ | 1 | 0 |
| 2 | $1+s_{1,5} X$ | - | 1 | 1 |

$\mathcal{R}_{1} \subset \mathcal{R}_{2}$. Therefore, $X_{1,1}, X_{1,2}, X_{2,1}, X_{2,2}, X_{2,3}$, and $X_{2,2}$ are the correct error location numbers and indicate that two errors have occurred in $c_{1}$, one at position 2 and the other at position 3, while four errors have occurred in $c_{2}$, respectively, at positions 1, 2, 14, and 15. The correct elementary symmetric functions $\sigma_{1,1}, \sigma_{2,1}$, and $\sigma_{2,2}$ are obtained from

$$
\begin{aligned}
\left(X-X_{1,1}\right) & =X+\sigma_{1,1} \quad \text { and } \\
\left(X-X_{2,1}\right)\left(X-X_{2,2}\right) & =X^{2}+\sigma_{2,1} X+\sigma_{2,2}
\end{aligned}
$$

Finally, Forney's procedure is applied to $s_{i}$, and we get the error magnitudes $Y_{1,1}=3, Y_{1,2}=6, Y_{2,1}=6$, and $Y_{2,2}=$ 3. Therefore, the error pattern is given by

$$
\begin{aligned}
e_{1}= & ((0,0)(0,2)(1,0)) \text { and } \\
e_{2}= & ((2,0)(0,1)(0,0)(0,0)(0,0)(0,0)(0,0)(0,0)(0,0)(0,0) \\
& \times(0,0)(0,0)(0,0)(3,0)(0,2) .
\end{aligned}
$$

## Conclusions

For a nonnegative integer $t$, let $\mathcal{A}_{0} \subset \mathcal{A}_{1} \subset \cdots \subset \mathcal{A}_{t-1} \subset$ $\mathcal{A}_{t}$ be a chain of unitary commutative rings, where each $\mathcal{A}_{i}$ is constructed by the direct product of suitable Galois rings with multiplicative group $\mathcal{A}_{i}^{*}$ of units, and let $\mathcal{K}_{0} \subset$ $\mathcal{K}_{1} \subset \cdots \subset \mathcal{K}_{t-1} \subset \mathcal{K}_{t}$ be the corresponding chain of unitary commutative rings, where each $\mathcal{K}_{i}$ is constructed by the direct product of corresponding residue fields of given Galois rings, with multiplicative groups $\mathcal{K}_{i}^{*}$ of units. Despite [7], the construction of BCH codes with symbols from the commutative ring $\mathcal{A}_{i}$, the direct product of local commutative rings $\mathcal{R}_{i, j}$, where $0 \leq i \leq t$ and $1 \leq j \leq r^{\prime}$, has residue fields $\mathbb{K}_{i, j}$, where $0 \leq i \leq t$ and $1 \leq j \leq r^{\prime}$. For each member in the chain of the direct product of Galois rings and residue fields, respectively, we obtain the sequence of BCH codes $\mathcal{C}_{0}, \mathcal{C}_{1}, \cdots, \mathcal{C}_{t-1}, \mathcal{C}$ over the direct

Table 2 Calculation of the polynomial $\sigma_{2}^{(4)}(X)$

| $\boldsymbol{n}_{\mathbf{2}}$ | $\boldsymbol{\sigma}_{\mathbf{2}}^{\left(\boldsymbol{n}_{\mathbf{2}}\right)}(\boldsymbol{X})$ | $\boldsymbol{d}_{\boldsymbol{n}_{\mathbf{2}}}$ | $\boldsymbol{I}_{\boldsymbol{n}_{\mathbf{2}}}$ | $\boldsymbol{n}_{\mathbf{2}}-\boldsymbol{I}_{\boldsymbol{n}_{\mathbf{2}}}$ |
| :--- | :--- | :--- | :--- | :--- |
| -1 | 1 | 1 | 0 | -1 |
| 0 | 1 | $s_{2,1}$ | 0 | 0 |
| 1 | $1+s_{2,3} X$ | $s_{2,4}$ | 1 | 0 |
| 2 | $1+s_{2,5} X$ | $s_{2,6}$ | 1 | 1 |
| 3 | $1+s_{2,7} X+s_{2,8} X^{2}$ | $s_{2,9}$ | 2 | 1 |
| 4 | $1+s_{2,10} X+s_{2,11} X^{2}$ | - | 2 | 2 |

product of local commutative rings $\mathcal{R}_{i, j}$ with different lengths and sequences of $\mathrm{BCH} \operatorname{codes} \mathcal{C}_{0}^{\prime}, \mathcal{C}_{1}^{\prime}, \cdots, \mathcal{C}_{t-1}^{\prime}, \mathcal{C}^{\prime}$ over the direct product of residue fields $\mathbb{K}_{i, j}$ with proper lengths, i.e.,

$$
\begin{gathered}
\mathcal{C}_{0} \subset C_{0,0} \times C_{0,1} \times \cdots \times C_{0, r^{\prime}} \\
\mathcal{C}_{1} \subset C_{1,0} \times C_{1,1} \times \cdots \times C_{1, r^{\prime}} \\
\vdots \\
\vdots \\
\mathcal{C} \subset C_{t, 0} \times C_{t, 1} \times \quad \times C_{t, r^{\prime}} \times
\end{gathered}
$$

and

$$
\begin{gathered}
\mathcal{C}_{0}^{\prime} \subset C_{0,0}^{\prime} \times C_{0,1}^{\prime} \times \cdots \times C_{0, r^{\prime}}^{\prime} \\
\mathcal{C}_{1}^{\prime} \subset C_{1,0}^{\prime} \times C_{1,1}^{\prime} \times \cdots \times C_{1, r^{\prime}}^{\prime} \\
\vdots \\
\vdots \\
\mathcal{C}^{\prime} \subset C_{t, 0}^{\prime} \times C_{t, 1}^{\prime} \times \cdots C_{t, r^{\prime}}^{\prime} .
\end{gathered}
$$

In fact, this technique provides a choice to select the most suitable BCH code $\mathcal{C}_{i}$ (respectively, BCH code $\mathcal{C}_{i}^{\prime}$ ), where $0 \leq i \leq t$, with required error-correcting capabilities and code rate but with compromising length. We extend the modified Berlekamp-Massey algorithm for the chain of unitary commutative local rings in such a way that the error will be corrected by a sequence of codewords from the sequence of BCH codes $C_{0}, C_{1}, \cdots, C_{t-1}, C$. In this process, step 2 contains $n$ iterations, where $n=\max \left\{n_{i}\right.$ : $0 \leq i \leq t\}$, and in each iteration, it deals $t$ codewords of codes $C_{i}$ for each $i$, where $0 \leq i \leq t$ at once. By the algorithm of step 2 , we compute $t$ elementary symmetric functions in the chain of rings with less computation. This process is not much different than the original one, but it deals a sequence of $t$ codewords from the sequence of codes $C_{i}$ over the chain of Galois rings $\mathcal{R}_{i}$, for each $i$, where $0 \leq i \leq t$, at once.
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