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Abstract

Background: With ever increasing amount of available data on biological networks, modeling and understanding
the structure of these large networks is an important problem with profound biological implications. Cellular
functions and biochemical events are coordinately carried out by groups of proteins interacting each other in
biological modules. Identifying of such modules in protein interaction networks is very important for
understanding the structure and function of these fundamental cellular networks. Therefore, developing an
effective computational method to uncover biological modules should be highly challenging and indispensable.

Results: The purpose of this study is to introduce a new quantitative measure modularity density into the field of
biomolecular networks and develop new algorithms for detecting functional modules in protein-protein interaction
(PPI) networks. Specifically, we adopt the simulated annealing (SA) to maximize the modularity density and
evaluate its efficiency on simulated networks. In order to address the computational complexity of SA procedure,
we devise a spectral method for optimizing the index and apply it to a yeast PPI network.

Conclusions: Our analysis of detected modules by the present method suggests that most of these modules have
well biological significance in context of protein complexes. Comparison with the MCL and the modularity based
methods shows the efficiency of our method.

Background
Understanding the cell as a system of interacting com-
ponents is a fundamental goal of current biology. Var-
ious types of biological networks are being constructed
in cellular systems including PPI networks, gene regula-
tory networks and metabolic networks, etc. Exploring
how molecules interact to form cellular machinery is a
key task in systems biology. The well-understood graph-
theoretical concepts has become a powerful tool to
explore the topology, organization, function and evolu-
tion of biological networks. In this field, recent studies
have made great progresses which considerably

expanded our insights in the organizational principles
and cellular mechanisms of cellular systems [1,2].
Modularity has been considered to be one of the main

organization principles of biological networks in the
past decade years. Biological modules as a critical level
of biological hierarchy and relatively independent units
play special roles in biological systems [1]. How to
uncover modular structures in various biological net-
works is a basic step for understanding cellular func-
tions and organizational mechanisms of biosystems. For
example, by using the network partition, Zhao et al.
(2006) investigated the functional and evolutionary mod-
ularity of human metabolic networks from a topological
perspective [3].
In the past few years, a huge number of computational

methods have been developed for detecting network
modules and analyzing the network structure of
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biological networks. Hierarchical clustering has been
proven to be useful tools for analyzing biological net-
works. Ravasz et al. (2002) studied the hierarchical mod-
ular organization of metabolic networks based on a
topological linkage matrix. Researchers of three groups
[4-6] employed hierarchical clustering based on three
different clustering methods respectively to analyze the
modular structure of yeast protein interaction networks.
The diffusion kernel of graph was also suggested as a
universal similarity metric to construct the clustering
tree of networks [7]. However, this type of approaches
may generate many identical distances (similarity) and
leads to the ‘tie in proximity’ problem during hierarchi-
cal clustering. This type of method imposes a stringent
tree structure on the network which is highly sensitive
to the metric used to assess (dis)similarity, and typically
requires subjective evaluation to define modules. And
the evaluation of these (dis)similarity measures for hier-
archical clustering is not an easy problem.
Several studies of protein interaction networks have

focused on detecting highly connected protein modules
[8-10] which generally correspond to meaningful biolo-
gical units such as protein complexes and functional
modules. In general, these approaches only employ local
connectivity among proteins and neglect many periph-
eral proteins that connect to the core protein clusters
with few links. However, biological networks including
PPI networks are generally very sparse. Most methods
only identify strongly connected subgraphs as modules,
so only a few modules were detected [9,11,12]. And bio-
logically meaningful sparse protein modules are ignored
by these approaches and those lost peripheral proteins
may represent experimentally true interactions. Further-
more, because these approaches heavily rely on the
local topological connectivity, they ignore the impact of
global organization of networks. But biological networks
are globally coordinated system, so the local connectiv-
ity based methods can not be employed to explore the
relationship among modules. Another important factor
is the noise of interaction data, other sources such as
the function annotation data and gene expression data
have been integrated into protein interaction networks
to improve the effectiveness of module detection
[13,14].
One popular class of methods for dissecting modular

structure in the field of general complex networks is
based on optimizing a global quality function called
modularity [15,16] to partition the network into mod-
ules. And it has been comprehensively adopted to ana-
lyze biological networks [3,17-19]. However, it has
recently been shown that the resolution of the modular-
ity based methods is intrinsically limited. It fails to find
small communities in large networks—instead, groups of
small communities turn out merged as larger ones [20].

Li et al. (2008) proposed a novel quality function called
modularity density (D) which aims to conquer the reso-
lution limit problem in modularity [21]. They have
tested it on many kinds of small networks for illustra-
tion but not on large real networks.
In this study, we aim to introduce the new quantita-

tive measure modularity density into the modular analy-
sis of biomolecular networks and develop new
algorithms for detecting functional modules in protein-
protein interaction (PPI) networks. We first adopt the
simulated annealing (SA) technique to maximize the
modularity density and evaluate its advantages on a suit
of simulated networks where the modules are known. In
order to conquer the computational burden of SA pro-
cedure, we adopt a spectral fc-means method for opti-
mizing the measure and apply it to a yeast PPI network.
Our biological analysis of detected modules suggests
that most of these modules carry distinguished biologi-
cal significance. We also make a comparison of our
method with other two methods including the popular
MCL and modularity based methods to verify its
effectiveness.

Materials and methods
Definition of modularity and modularity density
The popular modularity Q is defined by Newman and
Girvan (2004). Briefly, when the nodes of a network are
divided into modules, one can compute it as follows:
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where m is the number of modules, L is the total
number of edges in the network, li is the number of
edges between nodes in module i, and di is the total
number of degrees of the nodes in module i. The high-
est Q value of all possible module separations is called
the network modularity. In the past studies, empirical
and simulation studies showed that the network parti-
tion method of maximizing modularity Q (MQ) has
good performance. However, Fortunato and Barthelemy
(2007) recently pointed out the serious resolution limits
of this method, and claimed that the size of a detected
module depends on the size of the whole network. The
main reason is that the modularity Q does not capture
the information of the number of nodes in a module,
and the choice of partition is highly sensitive to the
total number of links in the network.
In the following, we introduce the so-called modular-

ity density D which was proposed as an alternative mea-
sure for describing the modular organization [21]. The
characteristic of this measure is that it is related to the
density of subgraphs. We first define the average modu-
larity degree of subgraph Gi (Vi, Ei) as follows:
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where aid (Gi) is the average inner degree of the sub-
graph Gi, which equals to twice the number of edges in
subgraph Gi divided by the number ni of nodes in this
subgraph. aod (Gi) is the average outer degree of the
subgraph Gi, which equals to the number of edges with
one node in the subgraph and the other node outside it
divided by the number ni of nodes in the subgraph. The
intuitive idea is that ad (Gi) should be as large as possi-
ble for a valid ‘module’. Then the modularity density D
of a partition G1, …, Gm is defined as the sum of all
average modularity degree of Gi for i = 1, …, m. In con-
trast to Q, D can be calculated as follows:
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This measure provides a way to determine if a certain
mesoscopic description of the graph is accurate in terms
of modules. The larger the value of D, the more accu-
rate a partition is. So the community detection problem
can be viewed as a problem of finding a partition of a
network such that its modularity density D is maxi-
mized. The search for optimal modularity density D is a
challenging problem due to the fact that the space of
possible partitions grows faster than any power of sys-
tem size.
Moreover, the phenomenon of multiple resolutions

or/and hierarchy of modular structures have been
observed in biological networks [22]. The modularity
density D can be extended for this more general case
using a tuning parameter l as follows [21]:
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where l is a value ranging from 0 to 1, and when l =
0.5, the D0.5 corresponds to modularity density D. By
varying l, we can detect detailed and hierarchical orga-
nization of biological systems. In other words, we can
divide the network into large modules and small mod-
ules using a small l and a large l respectively.

Simulated annealing for maximizing D (MD)
In principle, the goal of a module detection is to find
the ‘optimal’ partition with largest modularity Q or
modularity density D. Several methods have been pro-
posed for optimizing Q. Most of them rely on heuristic

procedures or approximate strategies. Here, we employ
the simulated annealing (SA) technique to maximize Q
and D to obtain the ‘best’ determination of the modules
of a network for evaluating. Simulated annealing is a
kind of stochastic search technique for optimization
problems. It enables one to find ‘low cost’ configurations
without getting trapped in ‘high cost’ local minima and
has many applications in combinatorial optimization
problems. In the searching process, a global parameter
T representing temperature is introduced. When T is
high, the system can explore configurations of high cost
while at low T the system only explores low cost
regions. Along with the decrease of T, ‘low cost’ config-
urations can be reached step by step by overcoming
small cost barriers. When identifying modules, the
objective is to maximize the quantitative indexes (i.e. Q
or D), thus, the cost is C = −Q or −D. At each tempera-
ture, we perform a number of random updates and
accept them with probability:

p
C C

C C

f i

C C
T f i
f i

=
≤

−( ) >

⎧
⎨
⎪

⎩⎪
−

1,

exp ,

if

if
(1)

where Ci (Cf) is the cost before(after) the update.
Specific implementation detail can be seen in [17].

Note that we add a decision clause to ensure that each
potential ‘module’ is connected. The one that performs
best consists in isolating the module from the rest of
the network, and performing a nested’ SA, entirely inde-
pendent of the ‘global’ one. In using Q and D as fitness
functions’, the method is more direct than those relying
on heuristic procedures. Moreover, SA enables us to
carry out an exhaustive search and to minimize the pro-
blem of finding sub-optimal partitions. We should note
that the SA method can’t scale to very large networks,
but it is an efficient evaluation method for its exhaustive
characteristic. Several efficient methods for optimizing
Q have been proposed, but designing efficient algo-
rithms for optimizing the new measure (D) is still an
essential and challenging problem.

Spectral method for maximizing D (SpeMD)
Given a network G = (V, E), and denote its vertex set as
V, edge set as E and adjacency matrix as A. Given a m-
partition Pm, define a corresponding n × m assignment
matrix X = [h1,h2, …, hm] with hic = 1 if vi ∊ Vc, and hic
= 0 otherwise, for 1 ≤ c ≤ m. Observe that since each
vertex can only be in one cluster, X 1m = 1n. We can
reformulate D in terms of the assignment matrix X as
follows:

Zhang et al. BMC Systems Biology 2010, 4(Suppl 2):S10
http://www.biomedcentral.com/1752-0509/4?issue=S2/S10

Page 3 of 12



D
l l
n

h Ah h Bh h Ah

h h

h Ah h

i i

ii

m

i
T

i i
T

i i
T

i

i
T

ii

m

i
T

i

= −

=
− −( )

= −

=

=

∑

∑

2

2

1

1

ii
T

i

i
T

ii

m

i
T

i

i
T

ii

m

Bh

h h

h A B h

h h

=

=

∑

∑=
−( )

1

1

2

where B is the degree matrix. Let

    h H h h hi
h
h m
i

i
= = …⎡⎣ ⎤⎦, , , , ,1 2 note that  h hi

T
j ij= or

 H H IT = , then, we can obtain

D h A B h

TrH A B H

i
T

i

i

m

T

= −( )

= −( )
=
∑  

 

2

2

1

.

So the problem of maximizing D can then be
expressed as:

max
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From the standard result in linear algebra, the optimal
~H of the above trace maximization has close relation-
ship with the leading k eigenvectors of 2A − B by relax-
ing ~H as an arbitrary orthonormal matrix [23]. We can
adopt the corresponding spectral algorithms and use the
leading k eigenvectors of 2A − B to optimize the modu-
larity density D. To obtain the final network partition,
we apply the k-means clustering method to cluster
eigenvectors. Importantly, the same principle can be
derived for Dl.

The procedure of the algorithm
Given an upper bound K of the number of modules and
the adjacency matrix A = (aĳ)n×n of a network. The pro-
cedure of the algorithm is stated straightforward as fol-
lows:

•Spectral mapping:
1. Compute the diagonal matrix B = (dii), where

d aii ik
k

=∑ . .

2. Form the eigenvector matrix Uk = [u1, u2, …,
uK], corresponding to the K largest eigenvalues
of 2A − B.

•k-means: for each value of k, 2 ≤ k ≤ K
1. Form the matrix Uk = [u2, u3, …, uk] from the
matrix Uk .
2. Normalize the rows of Uk to unit length using

Euclidean distance norm:
u

u

ij

ijj
2∑ .

3. Treat the rows of Uk as points in Rk and clus-
ter them into k clusters using k-means or even
other clustering methods.

•Maximizing modularity density D or Dl with given
l: Pick the k and the corresponding partition Pk that
maximizes D or Dl.

We should note that this type of spectral clustering
technique has been successfully applied to general clus-
tering problems as well as graph clustering problems
[24,25]. Here, we explore the characteristic of modular-
ity density D, and derive a new spectral clustering based
method for maximize D (Dl) (SpeMD). And the SpeMD
procedure described here can be seen as a particular
manner of employing the standard k-means algorithm
on the elements of the leading k eigenvectors to extract
k clusters simultaneously. Convergence and computa-
tional complexity of the SpeMD procedure are key pro-
blems when this method is applied to large complex
networks. Fortunately, several strategies can be
employed to improve these problems. First, we can initi-
alize the k-means such that the starting centroids are
chosen to be as orthogonal as possible [26]. This strat-
egy does not change the time complexity, but can
improve the quality of convergence, thus at the same
time reduce the need for restarting the random initiali-
zation process. Second, several fast techniques for sol-
ving eigen system have been developed and several
methods of k-means acceleration can also be found in
the literature. Based on this type of techniques, for large
sparse networks with m ~ n, and k ≪ n, the SpeMD
procedure will scale roughly linearly as a function of the
number of nodes n [25]. Here we didn’t consider these
ameliorative techniques and only focus on the validity of
the SpeMD method.

Performance measures
The biological significance of the numerically computed
modules can be validated by comparing the experimen-
tally determined complexes in the MIPS database [27]
with the computed modules. We use a best-matching
criteria which was first introduced in [8] to match these
two type of protein sets. By minimizing the probability
Pol of a random overlap between a computational pro-
tein module and an experimental complex using hyper-
geometric distribution, we determine the best-matching
experimental complex for a protein module. The Pol is
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where N is the size of the PPI network, k is the num-
ber of their common proteins, and |C|, |M| are the sizes
of an experimental complex and a computed protein
module respectively.
Furthermore, the geometric accuracy and separation

described in the study of Brohee and van Helden [28]
are employed to evaluate the performance of the mod-
ule-detection methods. We first build a contingency
table T, where row i corresponds to the i th experimen-
tal complex and column j to the j th module and the
value of a cell Tĳ indicates the number of proteins
found in common between complex i and module j.
The contingency table has n rows (complexes) and m
columns (modules). Using this table, each module parti-
tioning result is compared with the experimental
complexes.
Accuracy: The complex-wise sensitivity is defined as

the maximal fraction of proteins in complex i that could
be found in one module by the formula:

SNCO j
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i
= ( )=max ,1

where Ni is the number of proteins belonging to com-
plex i. To characterize the general sensitivity of a parti-
tioning result, a clustering-wise sensitivity is defined as
the weighted average of over all complexes by the
formula:
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Moreover, the cluster-wise positive predictive value
PPVclj is calculated as the maximal fraction of proteins
in module j found in the best-matching complex by the
formula:
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To determine the general PPV (positive predictive
value) of a partitioning result as a whole, the clustering-
wise PPV is computed as the weighted average of
PPVclj over all modules by:
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Finally, the geometric accuracy (ACC) indicating the
tradeoff between sensitivity and predictive value can be
obtained by computing the geometric mean of the SN
and the PPV as follows:

ACC SN PPV= × .

Separation: From the contingency table, the relative
frequencies with respect to the marginal sums can be
defined for each row and each column as:
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Then the separation is computed as the product of
column-wise and row-wise frequencies by:

SEP F Fij col rowi j i j
= × .

The complex-wise separation SEPcoi (cluster-wise
separation for module SEPclj ) is calculated as the sum
of separation values for a given complex i (module j) by:
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The complex-wise SEPco and clustering-wise SEPcl

values are computed as the average of SEPcoi over all
complexes, and of SEPclj over all modules, respectively:
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The the geometric separation (SEP) is defined as the
geometric mean of SEPco and SEPcl by:

SEP SEP SEPco cl= × .

Results
In this section, we apply the present method to a suit of
simulated networks and a yeast PPI network to test its
efficiency. We first present detailed numerical results to
show the difference of network partition determined by
maximizing the modularity density D and modularity Q
with simulated annealing (SA) technique. In general,
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maximizing D (MD) can give more detailed and valid
results, while maximizing Q (MQ) encounters serious
resolution limit in simulated networks.
Then we apply the new spectral method for maxi-

mizing the generalized Dl (SpeMD) to a yeast PPI net-
work to identify functional modules which show
significant biological relevance. Comparison with MQ
and MCL, we show that the SpeMD can obtain com-
petitive performance with the well-known MCL
method and resolve much finer modular structure than
MQ method. To extract appropriate modules, the
SpeMD and MCL both rely on one parameter. Here,
we perform the SpeMD and MCL with adjusted para-
meters to obtain the ‘best’ geometric accuracy and
separation. For SpeMD, we tune l from 0.4 to 0.7 in
step of 0.05, and for MCL, we sample inflation para-
meter values from 1.5 to 2 in steps of 0.1.

Simulated networks
First we do the comprehensive tests on a group of simu-
lated networks which take on significant modular char-
acteristics. In the work of [21], D-based method has
been showed to be able to obtain competitive perfor-
mance with Q-based method. However, the size of artifi-
cial networks generated by using Newman’s popular
procedure as well as its variant are too small to show
the serious resolution limit problem of Q. Therefore, we
devise a new type of artificial networks. The network is
composed of 2m cliques (mn1-clique and mn2-clique),
and external edges are placed randomly with a fixed
expectation values so as to keep the average edge con-
nections kout of each node to nodes of other cliques.
So each network has m(n1 + n2) nodes and about m(n1
(n1 − 1)/2 + n2(n2 − 1)/2) + m(n1 + n2)kout /2 edges. In
the following test, we let n1 = 10 and n2 = 15. Note that

Figure 1 Community structures of MD and MQ on simulated networks Comparative test of MD and MQ on simulated networks with
known community structures. It is a plot of the fraction of nodes correctly classified with respect to kout. Each point is an average over 50
realizations of the networks.
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we can also relax cliques as dense modules for testing,
but here we just show the clique case for convenience.
The computational results for this experiment are

summarized in Figure 1 and Figure 2, where NC is the
number of cliques, i.e., NC = 2m. Figure 1 shows the
fraction of nodes that are correctly classified into the
communities (Precision) with respect to kout by MD and
MQ respectively. We can see that MD method based on
D-value performs much better than MQ method under
all the different NC. For instance, for 50 random net-
works with NC = 60 and kout = 5, on an average 99.97%
nodes are classified correctly by MD, while only about
72.23% nodes by the MQ. When kout = 8 which indi-
cates the corresponding networks are difficult to be par-
titioned, MD still has very high accuracy (>86%).
The most interesting observation is that performance

of MD is almost the same, while that of MQ is greatly
decreasing with the increase of NC (also the size of net-
works). For example, for 50 random networks with kout

= 6, always on an average >99.9% nodes are classified
correctly by MD on four different sizes of networks with
NC = 20, 40, 60, 80, while about 92.40%, 78.18%,
69.75%, 62.59% nodes by the MQ respectively. This fact
shows the serious resolution limit problem of modular-
ity Q, while that can not be observed on the small net-
works such as the simulated networks using Newman’s
method.
To test the performance of MD and MQ in selecting

the number of communities, we calculate the number of
modules. Figure 2 shows the averaged number of mod-
ules on four different sizes of networks (NC = 20, 40,
60, 80) with respect to kout by MD and MQ respectively.
We can see that MD performs much better than MQ.
The MD can almost always identify the right number of
modules in four different sizes of networks with kout ≤ 7.
While MQ can not do that. For example, for 50 random
networks with NC = 60 and kout = 7, on an average 59.7
modules are identified by MD, while only about 37.20

Figure 2 Number of modules detected by MD and MQ with the real number of cliques (NC), averaged over 50 network realizations.
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modules by the MQ. For the harder case (kout = 8), MD
can still do much better than MQ. Actually, even for the
easiest case kout = 2, MQ can not identify the right mod-
ules with 52.50 modules for NC=80. This uncovers the
underlying resolution limit just as pointed in [20]. In

summary, the MD can recover the underlying commu-
nity structure more often than the MQ by a sizable mar-
gin in the simulated modular networks. The modularity
density D more relies on local connectivity of a network
and can uncover finer modular structure. While modu-
larity Q more relies on size and total links of a network
and can lead to serious resolution limit. Moreover, the
limit is more serious as size of networks increasing.

Results on a PPI network
The budding yeast S. cerevisiae PPI network was
obtained from the DIP database (http://dip.doe-mbi.ucla.
edu/dip/), which contains human-curated high-through-
put and small-scale binary interactions directly observed
in experiments, as well as binary interactions inferred
from high-confidence protein complex data. We only
considered non-self physical interactions and built the
PPI network. The giant component of the PPI network
is composed of 2559 proteins linked by 7031 nonredun-
dant interactions. In order to test the ability of SpeMD
to extract complexes from the interaction network and
compare it with other two methods, we compared the
detected modules to known complexes in yeast as anno-
tated by the Munich Information Center for Protein
Sequences (MIPS) [27] using the Pol formula. We apply
the SpeMD method to the yeast PPI network to detect

Table 1 Illustration of detected modules

Module #Module Complex #Complex #Overlap — log10
(Po I)

3 11 510.70.20 12 8 17.74

4 5 410.33 4 4 11.55

10 10 440.14.10 10 8 19.16

20 6 510.190.50 10 5 11.36

26 12 270.20.30 9 9 22.56

28 7 510.100 9 6 14.81

39 6 510.150 5 5 14.06

56 29 500.60.20 31 20 34.38

94 26 510.40.20 21 19 39.06

100 9 260.20.40 8 8 21.7

104 6 410.40.30 5 5 14.06

127 14 510.10 14 10 21.51

131 34 360.10.10 15 15 29.38

148 19 510.190.10.20.1 16 12 23.98

174 23 510.40.10 13 10 18.77

Illustration of 15 detected modules and their matching with experimentally
determined protein complexes that were catalogued in MIPS database.

Figure 3 Examples of modules which match the MIPS complexes with great significance. (A) A seven-member module matches with the
SSL2-core TFIIH complex when it is part of the nucleotide-excision repair factor 3 (NEF3) (Pol = 10-14.81). (B) A nine-member module matches
with Golgi transport complex which stimulates intra-Golgi transport and is composed of eight proteins (Pol = 10-21.7).
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functional modules. Totally, we obtain 279 protein mod-
ules of sizes from 4 to 38 with l = 0.6 (To extract statis-
tically and biologically significant modules, we remove
48 modules with size ≤ 3). In Table 1, we show detailed
information of 15 detected modules and their matching
with experimentally determined protein complexes that
were catalogued in MIPS database. Figure 3 presents
two such modules. For example, the second one is a
nine-member module which matches with Golgi trans-
port complex for stimulating intra-Golgi transport with
Pol = 10−21.7.

Comparison with MCL and MQ
There has been many methods for detecting network
modules. The comparison of all the methods is not an
easy task. Here, we attempt to compare the MD
(SpeMD) with two types of classical methods: MQ and
MCL. Just as we have mentioned, the modularity (Q)
maximization based module-detection method has been
comprehensively applied in many fields including analy-
sis of biological networks. Another method is the Mar-
kov Cluster algorithm (MCL) which was developed by
van Dongen [29]. The method simulates a flow on the
network by calculating successive powers of the network
adjacency matrix. In each iteration, an inflation step is
applied to enhance the contrast between regions of
strong or weak flow in the network. The process con-
verges towards a partition of the network, with a set of
high-flow regions separated by boundaries with no flow.
The value of the inflation parameter strongly influences
the the size and number of the detected modules. In a
recent evaluation study [28], the algorithm was found to

be superior to several representative graph clustering
algorithms including MCODE [9], RNSC [11] and SPC
[8] for the prediction of protein complexes.
The module size distribution of detected modules for

each method on the PPI network have been shown in
Figure 4. The SpeMD and MCL identify 279 and 242
modules respectively without extremely large clusters
(l = 0.6 for SpeMD and inflation parameter = 1.7 for
MCL). The major trend generated by MD and MCL are
both similar to that of the complexes in MIPS database,
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Figure 4 Module size distribution of different methods and MIPS protein complex with size > 3.

Figure 5 The modular organization of a MQ module. A MQ
module with 62 proteins. We can clearly see this subnetwork show
clear modular organization. The proteins with different colors are
membership of eight SpeMD modules which correspond to more
specific biological relevance (results not shown).
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which suggest the definition of modularity density is
reasonable (Note that the MIPS complex is a combina-
tion of hand-curated and experimental complexes. They
have some overlap, so complex curve is higher. But the
trend is similar). Unfortunately, the module size distri-
bution of MQ is very different from the previous ones.
The MQ only detect 21 modules with relative large size
ranging from 39 to 263. As tested on the simulated net-
works, the MQ method is highly limited by the resolu-
tion problem (Figure 5).
As to biological significance, the accuracy and separation

are used for evaluating the correspondence between com-
plexes and modules from each method [28]. From Figure
6, we can easily see that the SpeMD and MCL have con-
sistently better performance than MQ. This means the
modularity density based partition method can produce
more biologically significant modules than the modularity
based method. And the new quality function may become
an evaluation index of modularity organization of net-
works. While MCL has no such evaluation function.

Discussion and conclusion
PPI networks are typical examples of complex biological
systems that are difficult to understand from raw experi-
mental data alone. Algorithmic and modeling progresses
in the area of biomolecular networks analysis could con-
tribute to the understanding of biological processes and
organization. Many methods have been developed to
organize, display and extract significant patterns in these
systems [2].

A number of network clustering algorithms have been
proposed to find modular structures in PPI networks
and other biological networks. Our work is a further
development along this line for dissecting biological sys-
tems. Here we introduce the quantitative measure
(Modularity density D) for exploring modular organiza-
tion of networks to the field of biomolecular networks.
We suggest the SA technique to maximize it for rigor-
ous evaluation and we propose an efficient spectral
-means method in the decomposition procedure. Our
comparative experiments with MCL and MQ on a yeast
PPI network show that the MD (SpeMD) method can
effectively detect protein interaction modules from a
complex interaction network. In the current research,
we use known complexes to choose the optimal l as
well as the inflation parameter for MCL algorithm.
Actually, we can also adopt an intrinsic measure which
compares the resulting modules against the original net-
work to choose the most appropriate parameter in an
unsupervised manner. For example, van Dongen [29]
suggested the so-called efficiency measure to test the
performance of network clustering efficiency. Therefore,
the present method can be easily adapted to a fully self-
contained method that doesn’t rely on any known data
or given parameters. The current algorithm, as most
clustering methods, uncovers only disjoint modules
(clusters). However, in real biological systems, proteins
can be contained in more than one functional module
or complex. Zhang et al. (2007c) has suggested to apply
fuzzy c-means clustering method to a spectral space for
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Figure 6 Performance of different methods on the PPI network. Four different measures including ‘Accuracy’, ‘Cluster-wise separation’,
‘Complex-wise separation, and ‘Clustering-wise separation’ have been used.
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uncovering fuzzy modules [25]. It can also be addressed
using an intrinsic measure based on the original net-
work in the same way as suggested in [30] by post-pro-
cessing the modules obtained from the present
algorithm.
Modularity Q have been extensively employed for dis-

secting and evaluating the modular organization of bio-
molecular networks [3,17-19] as well as clustering the
graphic representation of gene expression profile data
[31]. However, the heavy resolution limit of modularity
Q reminds researchers to use it cautiously. And the
modularity density D may become an alterative measure
to achieve these goals.
In summary, our method is very effective for uncover-

ing modular organization in biomolecular networks. It
provides an objective approach to explore the organiza-
tion and interactions of biological processes. With the
increasing amount of biological ‘interaction’ data avail-
able, MD (SpeMD) can facilitate the construction of a
more complete view of the composition and intercon-
nection of functional modules and the understanding of
the organization of the whole cell at system level. We
plan to automate this algorithm to compute functional
modules for a large number of biological networks. We
hope that related studies will benefit from the present
method coupled with the modularity density D (Dl).
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