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1 Introduction and preliminaries
It is well known that many nonlinear problems can be reduced to the search for solutions
of monotone variational inequalities. Fixed point methods are often used for finding and
approximating such solutions. In this paper, we always assume that H is a real Hilbert
space with the inner product 〈·, ·〉 and the norm ‖ · ‖. Let C be a nonempty closed and
convex subset ofH . Let S : C → C be a mapping. In this paper, we use F(S) to stand for the
set of fixed points. Recall that S is said to be nonexpansive iff ‖Sx–Sy‖ ≤ ‖x–y‖, ∀x, y ∈ C.
S is said to be κ-strictly pseudocontractive iff there exists a constant κ ∈ [, ) such that

‖Sx – Sy‖ ≤ ‖x – y‖ + κ‖x – y – Sx + Sy‖, ∀x, y ∈ C.

The class of strict pseudocontractions was introduced by Browder and Petryshyn []. It
is clear that the class of κ-strict pseudocontractions includes the class of nonexpansive
mappings as a special case.
Let A : C →H be amapping. Recall that A is said to bemonotone iff 〈Ax–Ay,x– y〉 ≥ ,

∀x, y ∈ C. A is said to be α-inverse strongly monotone iff there exists a constant α >  such
that

〈Ax –Ay,x – y〉 ≥ α‖Ax –Ay‖, ∀x, y ∈ C.

It is clear that α-inverse strongly monotone is monotone and Lipschitz continuous.
Recall that the classical variational inequality, denoted by VI(C,A), is to find x ∈ C such

that

〈Ax, y – x〉 ≥ , ∀y ∈ C. (.)
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One can see that variational inequality (.) is equivalent to a fixed point problem. The
element x ∈ C is a solution of variational inequality (.) iff x ∈ C satisfies the fixed point
equation x = ProjC(x – λAx), where λ >  is a constant. This alternative equivalent for-
mulation plays a significant role in the studies of variational inequalities and related opti-
mization problems. IfA is α-inverse-stronglymonotone and λ ∈ (, α], then themapping
ProjC(I – λA) is nonexpansive; see [] and the references therein.
A set-valued mapping T : H → H is said to be monotone if, for all x, y ∈ H , f ∈ Tx

and g ∈ Ty imply 〈x – y, f – g〉 > . A monotone mapping T : H → H is maximal if the
graph G(T) of T is not properly contained in the graph of any other monotone mapping.
It is known that a monotone mapping T is maximal if and only if, for any (x, f ) ∈ H ×H ,
〈x – y, f – g〉 ≥  for all (y, g) ∈ G(T) implies f ∈ Tx. The class of monotone operators is
one of the most important classes of operators. Within the past several decades, many
authors have been devoted to the studies on the existence and convergence of different
schemes for zero points for maximal monotone operators; see [–] and the references
therein.
Let R denote the set of real numbers, and let F be a bifunction of C × C into R. Recall

that the following generalized equilibrium problem is to find an x such that

F(x, y) + 〈Ax, y – x〉 ≥ , ∀y ∈ C. (.)

In this paper, the solution set of the equilibrium problem is denoted by GEP(F ,A), i.e.,

GEP(F ,A) =
{
x ∈ C : F(x, y) + 〈Ax, y – x〉 ≥ ,∀y ∈ C

}
.

To study equilibrium problem (.), we may assume that F satisfies the following condi-
tions:
(A) F(x,x) =  for all x ∈ C;
(A) F is monotone, i.e., F(x, y) + F(y,x)≤  for all x, y ∈ C;
(A) for each x, y, z ∈ C,

lim
t↓ F

(
tz + ( – t)x, y

) ≤ F(x, y);

(A) for each x ∈ C, y �→ F(x, y) is convex and lower semi-continuous.
If F ≡ , the generalized equilibrium problem is reduced to variational inequality (.).

If A ≡ , the generalized equilibrium problem is reduced to the following equilibrium
problem: find an x such that

F(x, y)≥ , ∀y ∈ C. (.)

In this paper, the solution set of the equilibrium problem is denoted by EP(F), i.e.,

EP(F) =
{
x ∈ C : F(x, y) ≥ ,∀y ∈ C

}
.

Equilibrium problems, which were introduced by Blum and Oettli [], have intensively
been studied. It has been shown that equilibrium problems cover fixed point problems,
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variational inequality problems, inclusion problems, saddle point problems, complemen-
tarity problem, minimization problem, and Nash equilibrium problem. Equilibrium prob-
lem has emerged as an effective and powerful tool for studying a wide class of problems
which arise in economics, finance, image reconstruction, ecology, transportation, net-
work, elasticity, and optimization. Recently, many authors studied the numerical solution
of equilibriums (.) and (.) based on iterative methods. Convergence theorems are es-
tablished in a different framework of spaces; see [–] and the references therein.
In this paper, an iterative algorithm is investigated for monotone variational inequalities

and generalized equilibrium problems. Weak convergence of the algorithm is obtained in
the framework of Hilbert spaces.
Recall that a space is said to satisfy Opial’s condition [] if, for any sequence {xn} ⊂ H

with xn ⇀ x, where ⇀ denotes the weak convergence, the inequality

lim inf
n→∞ ‖xn – x‖ < lim inf

n→∞ ‖xn – y‖

holds for every y ∈H with y �= x. Indeed, the above inequality is equivalent to the following:

lim sup
n→∞

‖xn – x‖ < lim sup
n→∞

‖xn – y‖.

Recall that a function is lower semi-continuous at some point x if lim infx→x f (x) ≥ f (x).
It is known that the norm is lower semi-continuous. In order to prove our main results,
we also need the following lemmas.

Lemma . [, ] Let C be a nonempty closed convex subset of H , and let F : C ×C →R

be a bifunction satisfying (A)-(A). Then, for any r >  and x ∈ H , there exists z ∈ C such
that

F(z, y) +

r
〈y – z, z – x〉 ≥ , ∀y ∈ C.

Further, define

Trx =
{
z ∈ C : F(z, y) +


r
〈y – z, z – x〉 ≥ ,∀y ∈ C

}

for all r >  and x ∈H . Then the following hold:
(a) Tr is single-valued;
(b) Tr is firmly nonexpansive, i.e., for any x, y ∈H ,

‖Trx – Try‖ ≤ 〈Trx – Try,x – y〉;

(c) F(Tr) = EP(F);
(d) EP(F) is closed and convex.

Lemma . [] Let A be a monotone mapping of C into H and NCv be the normal cone to
C at v ∈ C, i.e.,

NCv =
{
w ∈H : 〈v – u,w〉 ≥ ,∀u ∈ C

}

and define a mapping T on C by
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Tv =

⎧⎨
⎩
Av +NCv, v ∈ C,

∅, v /∈ C.

Then T is maximal monotone and  ∈ Tv if and only if 〈Av,u – v〉 ≥  for all u ∈ C.

Lemma . [] Let {an}, {bn}, and {cn} be three nonnegative sequences satisfying the fol-
lowing condition:

an+ ≤ ( + bn)an + cn, ∀n≥ n,

where n is some nonnegative integer,
∑∞

n= bn < ∞ and
∑∞

n= cn < ∞. Then the limit
limn→∞ an exists.

Lemma . [] Let {an}∞n= be real numbers in [, ] such that
∑∞

n= an = . Then we have
the following:

∥∥∥∥∥
∞∑
i=

aixi

∥∥∥∥∥


≤
∞∑
i=

ai‖xi‖,

for any given bounded sequence {xn}∞n= in H .

2 Main results
Theorem . Let C be a nonempty closed and convex subset of H , and let A : C → H
be an L-Lipschitz continuous and monotone mapping. Let Fm be a bifunction from C ×
C to R which satisfies (A)-(A), and let Bm : C → C be a κm-inverse strongly monotone
mapping for each m ≥ . Assume that F :=

⋂∞
m=GEP(Fm,Bm)∩VI(C,A) is not empty. Let

{αn}, {δn,m} be real number sequences in [, ]. Let {λn} and {rn,m} be positive real number
sequences. Let {xn} be a sequence generated in the following manner:

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

x ∈ C,

zn,m ∈ C such that Fm(zn,m, z) + 〈Bmxn, z – zn,m〉 + 
rn,m 〈z – zn,m, zn,m – xn〉 ≥ ,

yn = ProjC(
∑∞

m= δn,mzn,m – λnA
∑∞

m= δn,mzn,m),

xn+ = αnxn + ( – αn)ProjC(
∑∞

m= δn,mzn,m – λnAyn), n ≥ .

Assume that {αn}, {δn,m}, {λn}, and {rn,m} satisfy the following restrictions:
(a)  ≤ αn ≤ a′ < ;
(b)

∑∞
m= δn,m = , and  < δ ≤ δn,m ≤ ;

(c) lim infn→∞ rn,m > , and λ ≤ λn ≤ λ′, where λ,λ′ ∈ (, /L).
Then the sequence {xn} weakly converges to some point x̄ ∈F .

Proof We first show that the sequence {xn} is bounded. Set un = ProjC(vn – λnAyn), where
vn =

∑∞
m= δn,mzn,m. Letting p ∈F , we see that

‖un – p‖ ≤ ‖vn – p‖ – ‖vn – un‖ + λn〈Ayn,p – un〉
= ‖vn – p‖ – ‖vn – un‖ + λn

(〈Ayn –Ap,p – yn〉 + 〈Ap,p – yn〉
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+ 〈Ayn, yn – un〉
)

≤ ‖vn – p‖ – ‖vn – yn‖ – ‖yn – un‖ + 〈vn – λnAyn – yn,un – yn〉.

Since A is L-Lipschitz continuous and yn = ProjC(vn – λnAvn), we find that

〈vn – λnAyn – yn,un – yn〉
= 〈vn – λnAvn – yn,un – yn〉 + 〈λnAvn – λnAyn,un – yn〉
≤ λnL‖vn – yn‖‖un – yn‖.

It follows that

‖un – p‖ ≤ ‖vn – p‖ – ‖vn – yn‖ – ‖yn – un‖ + λnL‖vn – yn‖‖un – yn‖
≤ ‖vn – p‖ + (

λ
nL

 – 
)‖vn – yn‖. (.)

On the other hand, we obtain from the restriction (c) that

‖vn – p‖ ≤
∞∑
m=

δn,m‖zn,m – p‖

≤
∞∑
m=

δn,m
∥∥Trn,m (I – rn,mBm)xn – p

∥∥

≤ ‖xn – p‖. (.)

Substituting (.) into (.), we obtain that ‖un – p‖ ≤ ‖xn – p‖ + (λ
nL – )‖vn – yn‖.

This in turn implies from the restriction (c) that

‖xn+ – p‖ ≤ αn‖xn – p‖ + ( – αn)‖un – p‖

≤ αn‖xn – p‖ + ( – αn)
(‖xn – p‖ + (

λ
nL

 – 
)‖vn – yn‖

)
≤ ‖xn – p‖ + ( – αn)

(
λ
nL

 – 
)‖vn – yn‖

≤ ‖xn – p‖. (.)

It follows from Lemma . that limn→∞ ‖xn – p‖ exists. This in turn shows that {xn} is
bounded. From (.), we also have that

( – αn)
(
 – λ

nL
)‖vn – yn‖ ≤ ‖xn – p‖ – ‖xn+ – p‖.

This implies from the restrictions (a) and (c) that

lim
n→∞‖vn – yn‖ = . (.)

Since ‖yn – un‖ ≤ λL‖vn – yn‖, we find from (.) limn→∞ ‖yn – un‖ = . Hence, we have

lim
n→∞‖vn – un‖ = . (.)

http://www.fixedpointtheoryandapplications.com/content/2014/1/236
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Notice that

‖zn,m – p‖ = ∥∥Trn,m (I – rn,mBm)xn – Trn,m (I – rn,mBm)p
∥∥

≤ 〈
(I – rn,mBm)xn – (I – rn,mBm)p, zn,m – p

〉

=


(∥∥(I – rn,mBm)xn – (I – rn,mBm)p

∥∥ + ‖zn,m – p‖

–
∥∥(I – rn,mBm)xn – (I – rn,mBm)p – (zn,m – p)

∥∥)

≤ 

(‖xn – p‖ + ‖zn,m – p‖ – ∥∥(xn – zn,m) – rn,m(Bmxn – Bmp)

∥∥)

=


(‖xn – p‖ + ‖zn,m – p‖ – ‖xn – zn,m‖

+ rn,m〈xn – zn,m,Bmxn – Bmp〉 – rn,m‖Bmxn – Bmp‖
)
.

This implies that

‖zn,m – p‖ ≤ ‖xn – p‖ – ‖xn – zn,m‖ + rn,m‖xn – zn,m‖‖Bmxn – Bmp‖.

It follows from Lemma . that

‖vn – p‖ ≤
∞∑
m=

δn,m‖zn,m – p‖

≤
∞∑
m=

δn,m
(‖xn – p‖ – ‖zn,m – xn‖ + rn,m‖xn – zn,m‖‖Bmxn – Bmp‖

)

= ‖xn – p‖ –
∞∑
m=

δn,m‖zn,m – xn‖ + 
∞∑
m=

rn,m‖xn – zn,m‖‖Bmxn – Bmp‖.

By use of (.), we find that

‖xn+ – p‖ ≤ αn‖xn – p‖ + ( – αn)‖un – p‖

≤ αn‖xn – p‖ + ( – αn)‖vn – p‖

≤ ‖xn – p‖ – ( – αn)
∞∑
m=

δn,m‖zn,m – xn‖

+ ( – αn)
∞∑
m=

rn,m‖xn – zn,m‖‖Bmxn – Bmp‖.

This implies that

( – αn)
∞∑
m=

δn,m‖zn,m – xn‖ ≤ ‖xn – p‖ – ‖xn+ – p‖

+ ( – αn)
∞∑
m=

rn,m‖xn – zn,m‖‖Bmxn – Bmp‖.
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SinceTrn,m is firmly nonexpansive, we find from the convexity of ‖·‖ that limn→∞ ‖Bmxn–
Bmp‖ = . It follows that

lim
n→∞‖zn,m – xn‖ = .

Since {xn} is bounded, we may assume that a subsequence {xni} of {xn} converges weakly
to ξ . It follows that {zni ,m} converges weakly to ξ for each m ≥ . Next, we show that ξ ∈
GEP(Fm,Bm). Since zn,m = Trn,m (I – rn,mBm)xn, we have

Fm(zn,m, z) + 〈Bmxn, z – zn,m〉 + 
rn,m

〈z – zn,m, zn,m – xn〉 ≥ , ∀z ∈ C.

From assumption (A), we see that

〈Bmxn, z – zn,m〉 + 
rn,m

〈z – zn,m, zn,m – xn〉 ≥ Fm(z, zn,m), ∀z ∈ C.

Replacing n by ni, we arrive at

〈Bmxnj , z – znj ,m〉 +
〈
z – zni ,m,

zni ,m – xni
rni ,m

〉
≥ Fm(z, zni ,m), ∀z ∈ C.

For tm with  < tm ≤  and ρm ∈ C, let ρm = tmρ + (– tm)ξ . Since ρ ∈ C and ξ ∈ C, we have
ρm ∈ C. It follows that

〈ρm – zni ,m,Bmρm〉 ≥ 〈ρm – zni ,m,Bmρm〉 – 〈Bmxni ,ρm – zni ,m〉

–
〈
ρm – zni ,m,

zni ,m – xni
rni ,m

〉
+ Fm(ρm, zni ,m)

= 〈ρm – zni ,m,Bmρm – Bmzni ,m〉 + 〈ρm – zni ,m,Bmzni ,m – Bmxni〉

–
〈
ρm – zni ,m,

zni ,m – xni
rni ,m

〉
+ Fm(ρm, zni ,m). (.)

It follows from (A) and (.) that

〈ρm – ξ ,Bmρm〉 ≥ Fm(ρm, ξ ) as i→ ∞.

From (A) and (A), we see

 = Fm(ρm,ρm) ≤ tmFm(ρm,ρ) + ( – tm)Fm(ρm, ξ )

≤ tmFm(ρm,ρ) + ( – tm)〈ρm – ξ ,Bmρm〉
= tmFm(ρm,ρ) + ( – tm)tm〈ρ – ξ ,Bmρm〉,

which yields that

Fm(ρm,ρ) + ( – tm)〈ρ – ξ ,Bmρm〉 ≥ .

http://www.fixedpointtheoryandapplications.com/content/2014/1/236
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Letting t →  in the above inequality, we arrive at

Fm(ξ ,ρ) + 〈ρ – ξ ,Bmξ〉 ≥ .

This completes the proof that ξ ∈ ⋂∞
m=GEP(Fm,Bm). Next, we show that ξ ∈ VI(C,A). In

fact, let T be the maximal monotone mapping defined by

Tx =

⎧⎨
⎩
Ax +NCx, x ∈ C,

∅, x /∈ C.

For any given (x, y) ∈ G(T), we have y – Ax ∈ NCx. So, we have 〈x –m, y – Ax〉 ≥  for all
m ∈ C. On the other hand, we have un = ProjC(vn – λnAyn). We obtain that 〈vn – λnAyn –
un,un – x〉 ≥  and hence 〈x – un, un–vnλn

+ Ayn〉 ≥ . In view of the monotonicity of A, we
see that

〈x – uni , y〉 ≥ 〈x – uni ,Ax〉

≥ 〈x – uni ,Ax〉 –
〈
x – uni ,

uni – vni
λni

+Ayni

〉

= 〈x – uni ,Ax –Auni〉 + 〈x – uni ,Auni –Ayni〉 –
〈
x – uni ,

uni – vni
λni

〉

≥ 〈x – uni ,Auni –Ayni〉 –
〈
x – uni ,

uni – vni
λni

〉
. (.)

On the other hand, we see that ‖vn – xn‖ ≤ ∑∞
m= δn,m‖zn,m – xn‖. It follows that

lim
n→∞‖vn – xn‖ = . (.)

Notice that

‖un – xn‖ ≤ ‖un – vn‖ + ‖vn – xn‖.

Combining (.) with (.), one finds

lim
n→∞‖un – xn‖ = .

This in turn implies that uni ⇀ ξ . It follows that 〈x – ξ , y〉 ≥ . Notice that T is maximal
monotone and hence  ∈ Tξ . This shows from Lemma . that ξ ∈ VI(C,A). This com-
pletes the proof that ξ ∈F .
Finally, we show that thewhole sequence {xn}weakly converges to ξ . Let {xnj} be another

subsequence of {xn} converging weakly to ξ ′, where ξ ′ �= ξ . In the same way, we can show
that ξ ′ ∈F . Since the space H enjoys Opial’s condition [], we, therefore, obtain that

d = lim inf
i→∞ ‖xni – ξ‖ < lim inf

i→∞
∥∥xni – ξ ′∥∥

= lim inf
j→∞

∥∥xj – ξ ′∥∥ < lim inf
j→∞ ‖xj – ξ‖ = d.

This is a contradiction. Hence ξ = ξ ′. This completes the proof. �

http://www.fixedpointtheoryandapplications.com/content/2014/1/236
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If Bm ≡ , we have the following result on equilibrium problem (.).

Corollary . Let C be a nonempty closed and convex subset of H , and let A : C → H be
an L-Lipschitz continuous and monotone mapping. Let Fm be a bifunction from C × C to
R which satisfies (A)-(A) for each m ≥ . Assume that F :=

⋂∞
m= EP(Fm) ∩ VI(C,A) is

not empty. Let {αn}, {δn,m} be real number sequences in [, ]. Let {λn} and {rn,m} be positive
real number sequences. Let {xn} be a sequence generated in the following manner:

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

x ∈ C,

zn,m ∈ C such that Fm(zn,m, z) + 
rn,m 〈z – zn,m, zn,m – xn〉 ≥ ,

yn = ProjC(
∑∞

m= δn,mzn,m – λnA
∑∞

m= δn,mzn,m),

xn+ = αnxn + ( – αn)ProjC(
∑∞

m= δn,mzn,m – λnAyn), n ≥ .

Assume that {αn}, {δn,m}, {λn}, and {rn,m} satisfy the following restrictions:
(a)  < a≤ αn ≤ b < ;
(b)

∑∞
m= δn,m = , and  < c ≤ δn,m ≤ ;

(c) lim infn→∞ rn,m > , and d ≤ λn ≤ e, where d, e ∈ (, /L).
Then the sequence {xn} weakly converges to some point x̄ ∈F .

Corollary . Let C be a nonempty closed and convex subset of H , and let A :H → H be
an L-Lipschitz continuous and monotone mapping. Assume that A–() is not empty. Let
{αn} be a real number sequence in [, ], and let {λn} be a positive real number sequence.
Let {xn} be a sequence generated in the following manner:

x ∈ C, xn+ = αnxn + ( – αn)
(
xn – λnA(xn – λnAxn)

)
, n ≥ .

Assume that {αn} and {λn} satisfy the following restrictions:
(a)  < a≤ αn ≤ b < ;
(b) c ≤ λn ≤ d, where c,d ∈ (, /L).

Then the sequence {xn} weakly converges to some point x̄ ∈ A–().

Proof Put Fm(x, y) ≡  for all x, y ∈ C, and rn,m ≡ . Notice that A–() = VI(H ,A), and
PH = I , we easily find from Corollary . the desired conclusion. �

Letting Fm = , Bm = , and rn,m =  in 	, we have the extragradient-type algorithm (see
Table ).

Corollary . Let C be a nonempty closed and convex subset of H , and let A : C → H
be an L-Lipschitz continuous and monotone mapping. Assume that VI(C,A) is not empty.

Table 1 The framework of the EA

EA: Extragradient-type algorithm (for variational inequality (1.1))

Step 0: Choose x1 ∈ C, λ1 ∈ [λ,λ′], α1 ∈ [0, 1). Set n := 1.
Step 1: Given xn ∈ C. Choose λn ∈ [λ,λ′], αn ∈ [0, 1) and compute xn+1 ∈ C as

yn = ProjC (xn – λnAxn),
xn+1 = αnxn + (1 – αn) ProjC (xn – λnAyn).

Update n := n + 1 and go to Step 1.
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Table 2 The framework of the MA

MA: Mann-type algorithm (for equilibrium problem (1.3))

Step 0: Choose x1 ∈ C, r1 ∈ (0, +∞), α1 ∈ [0, 1). Set n := 1.
Step 1: Given xn ∈ C. Choose rn ∈ (0, +∞), αn ∈ [0, 1) and compute xn+1 ∈ C as

F(zn , z) + 1
rn

〈z – zn , zn – xn〉 ≥ 0,
xn+1 = αnxn + (1 – αn)zn .

Update n := n + 1 and go to Step 1.

Let {αn} be a real number sequence in [, ]. Let {λn} and {rn,m} be positive real number
sequences. Let {xn} be a sequence generated in the following manner:

⎧⎪⎪⎨
⎪⎪⎩
x ∈ C,

yn = ProjC(xn – λnAxn),

xn+ = αnxn + ( – αn)ProjC(xn – λnAyn), n ≥ .

Assume that {αn} and {λn} satisfy the following restrictions:
(a)  ≤ αn ≤ a′ < ;
(b) λ ≤ λn ≤ λ′, where λ,λ′ ∈ (, /L).

Then the sequence {xn} weakly converges to some point x̄ ∈ VI(C,A).

Letting Fm = F , Bm = B and A =  in 	, we have the Mann-type algorithm (see Table ).

Corollary . Let C be a nonempty closed and convex subset of H . Let F be a bifunction
from C ×C to R which satisfies (A)-(A) such that EP(F) is not empty. Let {αn} be a real
number sequence in [, ].Let {rn} be a positive real number sequence.Let {xn} be a sequence
generated in the following manner:

⎧⎪⎪⎨
⎪⎪⎩
x ∈ C,

zn ∈ C such that F(zn, z) + 
rn 〈z – zn, zn – xn〉 ≥ ,

xn+ = αnxn + ( – αn)zn, n≥ .

Assume that {αn} and {rn} satisfy the following restrictions:
(a)  < a≤ αn ≤ a′ < ;
(b) lim infn→∞ rn > .

Then the sequence {xn} weakly converges to some point x̄ ∈ EP(F).

3 Conclusion
Generalized equilibrium problems have emerged as an effective and powerful tool for
studying awide class of problemswhich arise in economics, finance, image reconstruction,
ecology, transportation, and network. The problems include variational inequality prob-
lems, saddle point problems, complementarity problems, Nash equilibrium problem in
noncooperative games, and others as special cases. In this paper, we studymonotone vari-
ational inequalities and generalized equilibrium problems based on a fixed point method.
The extragradient algorithm is valid for a family of infinite bifunctions. We analyze the
convergence of the algorithm and establish a weak convergence theorem for solutions un-
der mild restrictions imposed on the control sequences.
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