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Background: Child sexual abuse (CSA) is a considerable public health problem. Less focus has been paid to the
role of community level factors associated with CSA. The aim of this study was to examine the association between
neighbourhood-level measures of social disorganization and CSA.

Methods: We applied multiple multilevel logistic regression analysis on Demographic and Health Survey data for
6,351 adolescents from six countries in sub-Saharan Africa between 2006 and 2008.

Results: The percentage of adolescents that had experienced CSA ranged from 1.04% to 5.84%. There was a
significant variation in the odds of reporting CSA across the communities, suggesting 18% of the variation in CSA
could be attributed to community level factors. Respondents currently employed were more likely to have reported
CSA than those who were unemployed (odds ratio [OR] = 2.05, 95% confidence interval [CI] 1.48 to 2.83).
Respondents from communities with a high family disruption rate were 57% more likely to have reported CSA

Conclusion: We found that exposure to CSA was associated with high community level of family disruption, thus
suggesting that neighbourhoods may indeed have significant important effects on exposure to CSA. Further studies
are needed to explore pathways that connect the individual and neighbourhood levels, that is, means through
which deleterious neighbourhood effects are transmitted to individuals.
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Background

Numerous studies from Africa and the rest of the world
had shown that child sexual abuse (CSA) is a consider-
able public health problem [1]. However, until recently
little attention has been paid to CSA in sub-Saharan
Africa (SSA). Most of the peer-reviewed research on the
sexual abuse of children in SSA is largely confined to the
Republic of South Africa [2] while other reported studies
in SSA are in the context of school. The current data on
Africa from the World Health Organization Global
School-based Student Health Survey estimated lifetime
prevalence of sexual abuse among primary students aged
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between 13-15 years in the five countries surveyed in
SSA to range from 9% to 33% [3]. In a cross study com-
parison of prevalence of CSA in South Africa, between
3.2% and 7.1% of all respondents report experiencing
unwanted or forced sexual intercourse as a child [2]. In
Swaziland, the prevalence of sexual violence before 18
years of age was 33.2% among participants aged 13-24
years [1]. While the understanding of the burden of sex-
ual abuse in children and its relationship with adverse
health behaviour has increased globally, such studies in
children are nonexistent in Africa. In addition, the
nature and causes of CSA is complicated due to many
factors, including sexual behaviours.
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When dealing with sexual behaviours, it is widely be-
lieved that focusing on individual levels ignores the
broader social context within which sexual behaviour oc-
curs. Previous studies that have investigated factors af-
fecting CSA in SSA were based solely on the assessment
of the impact of individual level variables [4-10]. How-
ever, other violence research has indicated the import-
ance of community level factors as well as measures of
social disorganization and experience of sexual violence
[11]. It is important to examine whether this relationship
is applicable to CSA. Thus, this study draws upon social
disorganization theory [12] to examine and better under-
stand community characteristics that may predict CSA.
Although originally concerned with community condi-
tions like delinquency and crime, social disorganization
theory offers potentially important insights concerning
how the characteristics of communities might be related
to sexual violence. This study relies on a framework
centred on the social disorganization theory (or model)
to investigate the impact of neighborhood level factors
on childhood sexual abuse. The framework conceptual-
ises CSA as a multifaceted phenomenon based on inter-
play of individual, family, community and societal
factors. In addition, the model takes into account mea-
sures of social disorganization and their role in influen-
cing CSA.

Social disorganization identifies neighbourhood pov-
erty, residential instability, family disruption, population
density and proximity to urban areas as key structural
factors that diminish community-level self-regulatory
capacity [12]. The social disorganization thesis argues
that communities with strong informal social networks
are able to monitor and regulate sexual violent behavior
[13]. Consequently, structural factors that increase the
complexity of community social organization and under-
mine informal social networks enhance the range of
sexual violent behaviours pursued by residents [14,15].
Poverty reduces the resources necessary to sustain basic
institutions like the family and organizations in
neighbourhoods [16]. Social disorganization theory hy-
pothesizes that the disruptive effects of immigration,
industrialisation and urbanisation lead to changes in
the social structure of neighbourhoods via ethnic diver-
sity, residential instability and neighbourhood poverty.
The resulting structural changes diminish the social co-
hesion of neighbourhoods and reduce the power of the
social norm and the informal social control required to
regulate deviant behaviour. This can result in CSA. The
theory proposed that high ethnic diversity gives rise to
social isolation [17]. This in turn leads to structural
barriers and cultural adaptations that undermine social
organization. Shaw and McKay [12] also traced social
disorganization to conditions endemic to the urban
areas that were the only places the newly arriving poor
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could afford to live, resulting in a high rate of turnover
in the population (residential instability). These high
levels of residential turnover can disrupt existing social
networks. Urbanisation has been found to be negatively
associated with the coherency of the normative envir-
onment [18]. Increasing urbanisation may give rise to
an environment facilitating higher levels of sexual vio-
lent activity by creating greater anonymity with min-
imal risk of being “found out” [18]. Non-traditional
family structures, such as female-headed (matriarchal)
households for example, have been linked to social
disorganization. Social disorganization has received
support from research conducted on extramarital sex-
ual activity of Zambian men [13]. Research on extra-
marital sex is supported by Bishai and colleageus [14]
who found Ugandan men in ethnically heterogeneous
communities to be more likely to report such activities.

To the best of our knowledge, there has been no
multilevel study performed to date that examined the
association between community-level measures of so-
cial disorganization and experience of CSA in the con-
text of SSA.

Thus, the aim of this study is to answer the following
research questions:

1. Do neighbourhoods and countries differ in terms of
the risks of CSA?

2. Are neighbourhood-level measures of social
disorganization associated with self-reported CSA
after adjustment for individual-level variables?

Methods

The study used data from the Demographic and Health
Surveys (DHS) conducted in six countries in sub-Saharan
Africa (Ghana, Liberia, Nigeria, Uganda, Zambia and
Zimbabwe) between 2006 and 2008. The six countries
were chosen because they met the selection criteria of re-
cent surveys during the past 10 years and the availability
of data sets on sexual violence. DHS surveys were
designed to collect good quality, nationally representative
data on demographic and health indicators of women and
members of their households. They are usually well
conducted with a high response rate (average of 96%).
Methods and data collection procedures have been
published elsewhere [19]. Briefly, the survey utilised a
two-stage cluster sampling design. The first stage in-
volved taking up enumeration areas from census files
while in the second stage, a sample of households is
drawn from a current an updated list of households within
each enumeration area. Every survey is stratified by urban
and rural status and additionally by country-specific geo-
graphic or administrative regions. A standardised ques-
tionnaire was administered by interviewers to all female
participants aged between 15 and 49 years in the selected
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households. To ensure standardisation and comparability
across sites and time, DHS surveys employ intense inter-
viewer training, standardised measurement tools and
techniques, an identical core questionnaire and instru-
ment pretesting [20]. The number of women included
in the six DHS surveys ranged from 4,916 in Ghana to
33,885 in Nigeria. The DHS survey was implemented
by respective national implementing agencies with
technical assistance from ICF Macro International Inc
(Calverton, MD).

Outcome variable

To be included in the analysis, the respondents were re-
quired to meet the following two criteria: The respon-
dents must be 18 years or younger and must be
principle resident at the place where the survey inter-
view was conducted. Furthermore, for this study, CSA
was defined as sexual violence on or before the age of 18
years. To assess if participants were sexually abused in
childhood, all eligible women were asked the following
questions: “At any time in your life, as a child or as an
adult, has anyone forced you in any way to have sexual
intercourse or perform any other sexual acts?” The two
possible outcomes for the questions were “yes” or “no”.
Respondents who said yes were then asked questions
about the age at which this first happened and the per-
son who committed the act. Respondents who gave an
affirmative reply and if the violence occurred when they
were under the age of 18 years, were considered as cases
of CSA and coded as “1” while those who gave a nega-
tive response or if the abuse occurred after the age of 18
years, formed the other group of the dichotomy and
were coded “0”. All the women who did not respond to
the question were excluded.

Independent variables

Individual level factors

The following individual-level factors were included:
education (no education, primary, secondary or higher);
marital status (never married, currently married and
formerly married) and occupation (working or not work-
ing). DHS did not collect direct information on house-
hold income and expenditure. We used DHS wealth
index as a proxy indicator for socioeconomic position.
The methods used in calculating DHS wealth index have
been described elsewhere [21-23]. Briefly, an index of
economic status for each household was constructed
using principal components analysis based on the fol-
lowing household variables: number of rooms per house,
ownership of car, motorcycle, bicycle, fridge, television
and telephone as well as any kind of heating device.
From these criteria the DHS wealth index quintiles
(poorest, poor, middle, rich, and richest) were calculated
and used in the subsequent modelling.
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Community-level factors

1. Neighbourhood poverty: percentage of households
below 20% of wealth index [24].

2. Female-headed households (family disruption),
expressed as percentages of households headed by a
female in an area.

3. Residential mobility/instability was defined as the
proportion of households occupied by persons who
had moved from another dwelling during the
previous 5 years [25,26].

4. Place of residence was defined as either urban or
rural, as administratively defined by each country.

5. Population density (average household size) was
operationalised as the median household size in a
community.

6. Ethnic diversity - an index of ethnic diversity was
created using a formula (equation 1) that captures
both the number of different groups in an area and
the relative representation of each group (23):

" 2
Ethnic diversity index = I—Z [ﬁ} (1)

i=1

where:

x; = population of ethnic group i of the area,

y = total population of the area,

n = number of ethnic groups in the area

Scores can range from 0 to approximately 1. For clar-
ity of interpretation, each diversity index is multiplied by
100; the larger the index, the greater diversity there is in
the area. If an area’s entire population belongs to one
ethnic group, then an area has zero diversity. An area’s
diversity index increases to 100 when the population is
evenly divided into ethnic groups.

Country of residence was also included as a categorical
variable. The country was included as a partial control
variable to control for effects of unknown factors due to
potential differences across the six countries.

Ethics

This study was based on an analysis of existing survey
data with all identifier information removed. The survey
was approved by the Ethics Committee of the ICF
Macro at Calverton in the USA and by the National Eth-
ics Committees in their respective countries. All study
participants gave informed consent before participation
and all information was collected confidentially.

Statistical analyses
Descriptive analyses
In the descriptive statistics the distribution of respon-
dents by key variables were expressed as percentages.
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We used unadjusted logistic regression analyses to inves-
tigate the bivariate association between each variable
and CSA.

Modelling approaches

We specified a 2-level multilevel model for binary out-
come j, reporting childhood sexual abuse or not, for ad-
olescents i (at level 1) living in a community j (at level 2)
of form:

1+ y;~ Bernoulli (1,m5)

The probability of reporting CSA was related to a set
of categorical predictor X and a random effect for each
level by a logit-link function as:

logit(nij) = log [71’,7/(1—71’,7)] = /))0 +/5)1X[j +ﬁ2X1‘ +/zl0j

The linear predictor on the right-hand side of the
equation consisted of a fixed part (B + 31.X;; + B-X)) esti-
mating the conditional coefficients for the exposure
variables and one random intercepts attributable to
neighbourhoods (4;) assumed to have an independent
and identical distribution and variance estimated at each
level. We constructed two models. The first model, an
empty or unconditional model without any exposure
variables, was specified to decompose the amount of
variance that existed between community levels. The
second (full) model controlled for all the variables
simultaneously.
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Fixed effects (measures of association)

The results of fixed effects (measures of association)
were shown as odds ratios (ORs) with their 95% confi-
dence intervals (CIs).

Random effects (measures of variation)

The similarity between adolescents in the same commu-
nity was measured using intra-community correlation
(ICC). The ICC represents the percentage of the total
variance in the probability of reporting CSA that is re-
lated to the area level, i.e. measure of clustering of odds of
reporting CSA in the areas. The ICC was calculated by the
linear threshold (latent variable method) according to the
formula used by Snijders and Boskers Bosker [27]:

2

IcC=—
o, + (/3)

where 0/240 is neighbourhood (area) variance. A high ICC

in the empty model indicates high clustering CSA, in the
area and thus suggesting a strong area effect on CSA. A
low ICC, on the other hand, expresses the existence of a
weak area influence on CSA.

Model fit and specifications

Regression diagnostics were used to judge the goodness-
of-fit of the model. They included the tolerance test for
multicollinearity, its reciprocal variance inflation factors
(VIF) [28,29], presence of outliers and estimates of ad-
justed R square of the regression model. The largest VIF

Survey  Noof Eligible ~ Number of Prevalence
Country year communities ~ sample  reported CSA of CSA (95% Cl)
Liberia 2007 300 575 6 . 1.04 (0.38, 2.26)
Uganda 2006 374 723 10 - 1.38 (0.67, 2.53)
Nigeria 2008 888 2056 71 -.— 2.40 (1.88, 3.02)
Ghana 2008 412 477 22 —_— 461(291,6.90)
Zimbabwe 2006 398 1089 54 —a— 4.96 (3.75, 6.42)
Zambia 2007 320 531 31 —_— 5.84 (4.00, 8.18)
T T T
0 2 5 10
Figure 1 Description of demographic and health surveys data 2006-2008 in Sub-Saharan Africa by country, survey year, sample size,
eligible sample and reported childhood sexual abuse (CSA).
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greater than 10 or the mean VIF greater than 6, repre-
sent severe multicollinearity [30]. Regression estimates
were calculated by means of the reweighted iterative
generalised least square algorithm using MLwiN 2.20
[31]. In the multilevel logistic regression models, second
order penalized quazi-likelihood estimation was used
[32]. The statistical significance of covariates was calcu-
lated using the Wald test [31]. All significance tests were
two-tailed and statistical significance was defined at the
5% alpha level.

Results

Sample characteristics

The countries, survey year and eligible samples are
shown in Figure 1. The surveys were conducted between
2006 and 2008. The number of adolescents (18 years or
younger) included in the study who were permanent
residence of the place at the time of the survey ranged
from 477 in Ghana and 2,956 in Nigeria. The number of
communities sampled ranged from as few as 300 in
Liberia to as many as 888 in Nigeria. The percentage of
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adolescents that had experienced CSA ranged from
1.04% in Liberia to 5.84% in Zambia. Table 1 shows the
characteristics of the covariates and association with
CSA. Almost half (47%) of the respondents included in
the final pooled sample were from Nigeria. Most of the
adolescents were not married (88%); had secondary or
higher education (56%), and not working (68%). There
was significant association between CSA, marital status,
occupation and education, but not with wealth status.
The test of overall differences in prevalence of reported
CSA among the six countries showed that the differen-
tial in reported CSA across the countries was statistically
significant (chi-squared test [degree of freedom 5] =45.2,
p=0.0001).

Measures of variability (random intercept models)

The result of the random-intercept model is shown in
Table 2. The empty model (null model) shows that there
was a significant variation in the odds of reporting CSA
across the communities (area variance | 0/240 ] =0.74,

Table 1 Summary statistics and unadjusted odds ratios of the association between CSA and socioeconomic factors

Sample Bivariate association

Measures of association Number of adolescent (percentage)* OR (95% ClI) p-value
Country

Liberia 575 (9.1) 043 (0.19, 0.99) 0.047

Uganda 723 (114) 057 (029, 1.11) 0.099

Nigeria 2956 (46.5) 1 (reference)

Ghana 477 (7.5) 1.96 (1.21, 3.20) 0.007

Zimbabwe 1089 (17.2) 252 (1.63,3.89) 0.001

Zambia 531 (84) 2.12 (148, 3.04) 0.001
Marital status

Never married 5566 (87.7) 1 (reference)

Currently married 729 (11.8) 149 (1.00, 2.21) 0.051

Formerly married 55 (0.9) 5.90 (2.74, 12.70) 0.001
Education

No education 763 (12.0) 1 (reference)

Primary 2053 (32.3) 3.28 (1,57, 6.86) 0.002

Secondary or higher 3533 (55.7) 323 (157, 6.64) 0.001
Occupation

Not working 4068 (68.2) 1 (reference)

Working 1900 (31.8) 1.59 (1.19, 2.13) 0.002
Wealth status

Poorest 1257 (19.8) 1 (reference)

Poorer 1313 (20.7) 0.78 (0.52, 1.18) 0.245

Middle 1410 (22.2) 0.67 (044, 1.03) 0.067

Richer 1315 (20.7) 0.72 (047, 1.10) 0.134

Richest 1056 (16.6) 0.52 (032, 087) 0.012

“Percentages may not add up to 100% because of missing values.
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Table 2 Fixed- and random-intercept parts of multilevel
logistic regression of childhood sexual abuse

Measures of association

Empty model® Full model®

Individual-level OR (95% CI) p-value
Country

Liberia 045 (0.16, 1.33)  0.149

Uganda 044 (0.21,090) 0.025

Nigeria 1 (reference)

Ghana 1.62 (0.96, 2.74)  0.068

Zimbabwe 1.71 (1.14,257)  0.009

Zambia 248 (1.53,402)  0.001
Marital Status

Never married 1 (reference)

Currently married 2.03(1.29,3.19)  0.002

Formerly married 597 (2.55, 13.94) 0.001
Education

No education 0.16 (0.07,0.39)  0.001

Primary 0.84 (058, 1.21) 0349

Secondary or higher 1 (reference)
Occupation

Not working 1 (reference)

Working 2.05(1.48,2.83) 0.001
Wealth status

Poorest 150 (0.70,3.23) 0.297

Poorer 1.00 (0.51,1.96)  0.998

Middle 0.82 (044, 1.55)  0.548

Richer 1.07 (061,1.89) 0807

Richest 1 (reference)
Community-level

Average household size 0.94 (0.88, 1.01)  0.091

Ethnic diversity 0.90 (0.57, 1.40) 0629
Poverty rate 096 (061, 1.51) 0861
Family disruption 1.57 (1.14,2.16)  0.006
Urban (versus rural) 0.82 (0.51,1.32) 0413
Residential instability 1 (reference)
Measures of variation
Community-level

Variance (SE) 0.74 (0.31) 0.33 (0.27)

ICC (%) 183 9.1

Explained variation (%) Reference 54.1

“Empty model - no explanatory variables.

BFull model 2 - Adjusted for control-, individual- and community-level factors.
Abbreviations: OR odds ratio, CI confidence intervals, SE standard error,

ICC intra-community correlation.

p=0.017). The intra-community correlation coefficient as
implied by the intercept component variance, specified
that 18% of the variation in CSA could be attributed to
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the community level factors. After adjusting for all the
variables in the full model (Model 2), more than half
(54%) of the variance in the odds of reporting CSA
across communities was explained by all the variables
included. The variations across communities became not
statistically significant after controlling for other vari-
ables in the full model.

Measures of associations (fixed effects)

The results of fitting the model including individual-
and community-level variables, are also displayed in
Table 2. The odds of reporting CSA decreased with
illiteracy. Respondents with no education were 84% less
likely to have reported CSA than those with a formal
education (OR = 0.16, 95% CI 0.07 to 0.39). Respondents
currently employed were more likely to have reported
CSA than those unemployed (OR=2.05, 95% CI 1.48 to
2.83). Compared with adolescents from Nigeria, adoles-
cents from Uganda (OR = 0.44, 95% CI 0.21 to 0.90)
were significantly less likely to have reported CSA and
adolescents from Zimbabwe (OR = 1.71, 95% CI 1.14 to
2.57) and Zambia (OR = 2.48, 95% CI 1.53 to 4.02) were
significantly more likely to have reported CSA. There
was no evidence of differential in the odds of reporting
CSA among respondents from Nigeria, Liberia and
Ghana in the adjusted model. However, the test of over-
all differences in prevalence of reported CSA among the
six countries showed that the differential in reported
CSA across the countries is statistically significant (chi-
squared test [degree of freedom 5] =31.54, p=0.0001).
Only one community-level factor was statistically sig-
nificantly associated with CSA. Respondents from com-
munities with a high family disruption rate were 57%
more likely to have reported CSA (OR=1.57, 95% CI
1.14 to 2.16).

Discussion

To the best our knowledge, this is the first study that ex-
amined the association between both individual-level and
community-level social disorganization and CSA in sub-
Saharan Africa. Our results suggest that the level of family
disruption in the community is associated with exposure
to CSA. The associations between CSA and other mea-
sures of social disorganization were not statistically signifi-
cant after adjusting for individual level factors.

Our findings are consistent with previous research car-
ried out elsewhere, outside Africa, which had examined
the association between CSA and family disruption
[33-36]. There is a growing body of literature that sug-
gests that children who experience multiple transitions
in family structure may experience worse development
and health outcomes compared to children raised in
stable two-parent families and perhaps even worse than
children raised in stable, single-parent families [34].
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Results of this study suggests that family instability, es-
pecially family disruption (as a measure of community
social disorganization) affects children as much as (or
even more than) changes in family structure [34]. Unlike
most previous studies that examined factors associated
with CSA, we found evidence of significant geographical
clustering in exposure to CSA. Respondents from the
same area may be more similar to each other in relation
to their exposure to CSA than to people from other
areas [37]. Respondents living in the same neighbour-
hood tend to have similar exposure to CSA, which may
be in part because people in the same neighbourhood
are prone to common contextual influences.

This study has some caveats: Firstly, the cross-
sectional nature of the data limits our ability to draw
causal inferences. Secondly, the communities used in the
analyses were administrative boundaries, which may not
adequately capture the social context important for
individual exposure to CSA. However, due to high
community-level variance observed, the communities
used seem to be appropriate to capture social context.
DHS collects sexual violence data from females only. It
would have been better if data for male victims were also
available to enable comparisons between the two groups.
Finally, we used self-reported measures, though the reli-
ability and validity of this instrument is yet to be
established. Despite these limitations, the strengths of
the study are significant. It is a large, population-based
study with national coverage from six countries with
high response rates. The DHS have some important ad-
vantages when compared with other surveys. They are
often nationally representative, allowing for conclusions
that cover the entire nation. In addition, the same vari-
able is operationalised in the same way and thereby
making it possible for numerical values to be compar-
able across countries.

Conclusion

This study found that exposure to CSA is associated with
high community level of family disruption, suggesting that
neighbourhoods may indeed have important effects on ex-
posure to CSA. Further studies are needed to investigate
the pathways through which neighbourhood factors inter-
act with individual factors to influence CSA. A better
understanding of the mechanisms involved might be im-
portant for designing public health interventions aimed at
reducing CSA in Sub-Saharan Africa.
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