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Using a method of selecting genes on the basis of their
utility for classification [2], we apply optimal gene net-
work inference to the 24 most highly-ranked genes in a
leukemia data set [1]. In order to have confidence in the
resulting Bayesian gene networks, we first validate the net-
work inference methodology on synthetic data and estab-
lish that the methodology has very high specificity, i.e. if
an edge is inferred then it is highly likely to be correct.
However, we are unable to confidently predict directed
edges in the network.

Microarray data analysis poses a number of challenges
arising from the high dimensionality of the data, the small
number of samples, and sample noise. Consequently, sig-
nificant methodological questions arise. Statistical tech-
niques can identify correlations between the expression
levels of genes, while evolutionary computational tech-
niques can be used to learn classifiers that accurately dis-
tinguish categories such as AML and ALL (tumour types)
in leukaemia data. The genes of most use in classifying
samples can be identified in this way, but the relation-
ships between them are not uncovered. To find these rela-
tionships, we apply Bayesian network inference.

The network inference methodology we present is based
on the optimal network search algorithm proposed by Ott
[3] which is applied in a resampling framework. ROC
analysis of networks recovered from synthetic data pro-
vides a measure of the performance of this approach. Hav-
ing selected a small number of genes from the 7070
assayed in the microarray experiment, we are able to per-
form network inference having solved the feature selec-
tion problem. The class labels inform our analysis of the
resulting networks. We show that distinct sub-networks

associated with AML and with T-cell responses emerge.
Evaluation of the biological plausibility of the results is
on-going.
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