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Abstract

The purpose of this paper is to introduce a split equilibrium problem (SEP) and find a
solution of the equilibrium problem such that its image under a given bounded linear
operator is a solution of another equilibrium problem. By using the iterative method,
we construct some iterative algorithms to solve such problem in real Hilbert spaces
and obtain some strong and weak convergence theorems. Finally, we point out that
there exist many SEPs which need the use of new methods to solve them. Some
examples are given to illustrate our results.
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1 Introduction
Throughout this paper, the symbols N and R are used to denote the sets of positive integers
and real numbers, respectively.

In this paper, we propose a new equilibrium problem, which is called a split equilibrium
problem (SEP). Let E; and E; be two real Banach spaces. Let C be a closed convex subset
of E;, K a closed convex subset of Ey, and A : E; — E; a bounded linear operator. f is a
bi-function from C x C into R and g is a bi-function from K x K into R. The SEP is

to find an elementp € C such that f(p,y) >0, VyeC, (1.1)

and

such that u:=Ap € K solves g(u,v)>0, VveKk. (1.2)

If we consider only the problem (1.1), then (1.1) is a classical equilibrium problem. From
(1.1) and (1.2), we can see that the SEP contains two equilibrium problems, and the im-
age of a solution of one equilibrium problem under a given bounded linear operator is a
solution of another equilibrium problem. Since many problems coming from physics, op-
timization, and economics reduce to find a solution of the equilibrium problem (1.1) (see,
for instance, [1, 2]), the equilibrium problem (1.1) is very important in the field of applied
mathematics. Some authors have proposed some methods to find the solution of the equi-
librium problem (1.1). As a generalization of the equilibrium problem (1.1), when finding a
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common solution for some equilibrium problems, it has been considered in the same sub-
set of the same space; see [3—5]. However, in general, some equilibrium problems always
belong to different subsets of spaces, so the SEP is important and quite general. The SEP
should enable us to split the solution between two different subsets of spaces so that the
image of a solution point of one problem, under a given bounded linear operator, is a solu-
tion point of another problem. A special case of the SEP is the split variational inequality
problem (SVIP); see [6].

For convenience, in this paper let EP(f), EP(g) and Q = {p € EP(f) : Ap € EP(g)} denote
the solution set of (1.1), (1.2) and the SEP, respectively.

Example 1.1 LetE; = E; =R, C:=[1,+00) and K := (—00,—4]. Let A(x) = —4x forall x € R,
then A is a bounded linear operator. Let f : C x C — R, and g: K x K — R be defined by
fx,y) =y—x, g(u,v) = 2(u — v), respectively. Clearly, EP(f) = {1} and A(1) = —4 € EP(g). So
Q = {p €EP(f) : Ap € EP(g)} # 0.

Example 1.2 Let E; = R with the standard norm | - | and E; = R? with the norm |«| =
(a3 + a%)% for some « = (a;,a3) € R%. K := [1,+00) and C := {« = (a1,a5) € R?|ay —a; > 1.
Define a bi-function f(w,«) = w; — wy + ay — a1, where w = (w1, wy), « = (a1,a2) € C, then
f is a bi-function from C x C into R with EP(f) = {p = (p1,p2)|p2 — p1 = 1}. For each o =
(a1,a5) € Ey, let A = ay —ay, then A is a bounded linear operator from E; into E,. In fact, it
is also easy to verify that A(ac + bay) = aA(o) + bA(ay) and || A = /2 for some oy, 0 € Ej
and a, b € R. Now define another bi-function g as follows: g(u,v) = v — u for all u,v € K.
Then g is a bi-function from K x K into R with EP(g) = {1}.

Clearly, when p € EP(f), we have Ap =1 € EP(g). So Q = {p € EP(f) : Ap € EP(g)} # .

Remark 1.1 The SEP in Example 1.1 lies in two different subsets of the same space. While
the SEP in Example 1.2 lies in two different subsets of the different space.

In this paper, we construct some iterative algorithms to solve the SEP. Some strong and
weak convergence theorems are established. The results obtained in this paper can be
reckoned as the new development of the equilibrium problem (1.1). Finally, we point out
that there exist many SEPs which need the use of new methods to solve them. Some ex-

amples are given to illustrate our results.

2 Preliminaries

We assume that H is a real Hilbert space with zero vector 6 whose inner product and norm
are denoted by (-, -) and || - ||, respectively; and we use symbols — and — to denote strong
and weak convergence, respectively.

Let H; and H; be two Hilbert spaces. The operator A from H; into H; and the operator
B from H, into H; are two bounded linear operators. B is called the adjoint operator of 4,
if for all z € Hy, w € H,, B satisfies (Az, w) = (z, Bw). Especially, if H; = H;, then B reduces
to the well-known adjoint operator of A.

Remark 2.1 It is easy to verify that the operator B, an adjoint operator of A, has the fol-
lowing characters:
(i) |BIl = |A|l; (ii) B is a unique adjoint operator of A.
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Example 2.1 Let H, = R with the standard norm | - | and H; = R? with the norm |« =
(a? + a%)% for some « = (a1,a,) € R2. (x,y) = xy denotes the inner product of H, for some
x,y € Hy and (o, B) = a1by + axb, denotes the inner product of H; for some « = (a3,a,),
B = (b1,by) € Hy. Let Aa = ay — ay, then A is a bounded linear operator from H; into H,
with ||A|| = /2. For x € Hy, let Bx = (-, x), then B is a bounded linear operator from H,
into Hy with ||B|| = +/2. Moreover, for any « = (a1,4,) € Hy and x € H, (Aa,x) = («, Bx),
so B is an adjoint operator of A.

Example 2.2 Let H; = R? with the norm |l«| = (a} + a%)% for some o = (a;,a,) € R?
and H, = R3 with the norm |yl = (¢} + 5 + cg)% for some y = (c1,cp,¢3) € R3. Let
(a0, B) = a1by + axby and (y,n) = c1dy + ¢2d; + c3ds denote the inner product of H; and H,
respectively, where a = (ay,a,), B = (b1, b2) € Hy, ¥ = (c1,¢2,¢3), 1 = (dy, do, d3) € R3. Let
A« = (ay,a1,a1 — ay) for @ = (a1, a;) € Hy, then A is a bounded linear operator from H; into
H, with [JA| = +/3 because ||(§:—“/7§;—«/§)|| < supjy -1 lAall = V3. For y = (c1,¢2,¢3) €
H,, let By = (¢ + ¢3,¢1 — ¢3), then B is a bounded linear operator from H, into H; with
1B|| = v/3. Moreover, for any « = (a1,a2) € Hy and y = (c1, ¢y, ¢3) € Hy, (A, y) = (a, By),
so B is an adjoint operator of A.

Let K be a closed convex subset of a real Hilbert space H. For each point x € H, there
exists a unique nearest point in K, denoted by Pxx, such that

e = Prxll < llx=yll, VyeKk.

The mapping Py is called the metric projection from H onto K. It is well known that Pg
has the following characters:
(i) (x—9,Pxx— Pxy) > ||Pxx — Pxy|? for every x,y € H.
(ii) Forx e H,andz€ K, z=Px(x) & (x—z,z—-y) >0,Vy e K.
(iii) Forx € Handy € K,

|y - Pc@)|* + | - Pec@)||* < llx = y11%. 1)

A Banach space (X, || - ||) is said to satisfy Opial’s condition if, for each sequence {x,} in
X which converges weakly to a point x € X, we have

liminf ||x, — x| < liminf |x, —y|l, VyeX,y+#x.
n— 00 n— 00

It is well known that each Hilbert space satisfies Opial’s condition.
The following results are crucial to our main results.

Lemma 2.1 (see [1]) Let K be a nonempty closed convex subset of H and F be a bi-function
of K x K into R satisfying the following conditions:

(A1) F(x,x) =0 forallx € K;

(A2) F is monotone, that is, F(x,y) + F(y,x) <0 for all x,y € K;

(A3) foreach x,y,z € K,

lim sup F(tz +(1-1t)x, y) < F(x,9);
t10
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(A4) foreach x € K, y+— F(x,y) is convex and lower semi-continuous.
Letr >0 and x € H. Then, there exists z € K such that

1
F(z,y) + -(y—z2z-x)>0, forallycKk.
r

Lemma 2.2 (see [7]) Let K be a nonempty closed convex subset of H and let F be a bi-
Sfunction of K x K into R satisfying (A1)-(A4). For r >0 and x € H, define a mapping TF :
H — K as follows:

1
T (x) = {ZGI(:F(Z,}’) + ;(y—z,z—x) > O,VyeK} (2.2)

for all x € H. Then the following hold:
(i) TF is single-valued;
(i) TF is firmly non-expansive, that is, for any x,y € H,

|7~ TFy | < (Tfx~ TFy,x-5)

(iii) F(TF) = EP(F) for Vr > 0;
(iv) EP(F) is closed and convex.

Lemma 2.3 (see [3]) Let H be a real Hilbert space. Then for any x1,%,,...,xx € H and
ay, s, ..., ax € [0,1] with Zle a; =1, keN, we have

2k k-1 k

_ 2 2

= aillxdl® = >0 aayllx - %)
i=1

i=1 j=i+l

k
E aiX;
i=1

In particular, we have

@) llax+ (1 -a)yl* = allxl* + (1 - ) lyl* -« - a)|x - yl|* for all x,y € H and
o €[0,1];

(2) the map f : H — R defined by f(x) = ||x||? is convex.

Lemma 2.4 (see, e.g, [8]) Let H be a real Hilbert space. Then the following hold:
@) |lx+yl1> < Iyl + 2(x,x + y) for all x,y € H;
(D) Nx=ylI* = llxl*> + 11 = 2(x, ) for all x,y € H.

Lemma 2.5 Let K be a nonempty closed convex subset of H. For x € H, let the mapping
TE (x) be the same as in Lemma 2.2. Then for r,s >0 and x,y € H,

|s —

|77 0) -1

| TEGo) = TEG)|| < lly -1l +

Proof For r,s >0 and x,y € H, by (i) of Lemma 2.2, we can let z; = 7% (x) and z, = T (y).
By the definition of 7%, we have

1
F(zi,u)+ —(u—z1,z1—x) >0, Yuek (2.3)
r
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and
1
F(zo,u) + —(u—2z3,20 —y) >0, Vuek. (2.4)
s

Taking u = z in (2.3) and u = z; in (2.4), we have

1
F(z1,22) + —{z2 — 21,21 — %) > 0, (2.5)
r
and
1
F(z3,21) + ;(Zl -23,20-y) > 0. (2.6)

Since the bi-function F satisfies the condition (A2), from (2.5) and (2.6) we have

1

1
;(Zz -z1,21 —X) + ;(ZI -22,20-Y) >0,

which implies that

Z p—
(20 — 21,21 — %) —<22 -z, 2 y> >0.
s
Thus, we have
r
<22 —z,z71- D+ —x— (2 —y)> >0,
s
this implies that

’

2 r r
llzo — 21| < ZZ_ZI;ZZ_x_E(ZZ_y) <llzz —zll Zz—x—;(zz—)’)

)
r r
llz2 —21ll < 122 — %= ~(z2 =) < lly =l + (1—;)(Zz—y)H
|s =7
= ly =l + —|770) -],
namely,
F F s =7y r
|76 - TEW)| <y -2+ —= [ T70) -]
The proof is completed. O

3 Main results
In this section, we will solve the SEP which satisfies the conditions (Al)-(A4).

Theorem 3.1 (Weak convergence theorem) Let C be a nonempty closed convex subset of
H; and K a nonempty closed convex subset of Hy, where Hy and H, are two real Hilbert
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spaces. A :={1,2,...,k} denotes a finite index set. For any i € A, f;: C x C — R is a bi-
function with ﬂf;l EP(f;) #0. Let A : H — H, be a bounded linear operator with the ad-
joint B and g : K x K — R a bi-function with EP(g) # V. Let {x,} and {u'} (i € A) be se-

quences generated by

X1 EC,
. 1 L
fi(u’n,y) + r—(y—u‘n,u; —xn> >0, yeCieA,
n
ul 4ok
o=ttt (31)
1
gwy,2) + r—(z—wn,wn -A1,)>0, zeKk,
n
Xpsl = Pc(l’n + uB(w, —Atn)), VneN,

where {r,} C (0, +00) with liminf,_, r, > 0, P¢ is a projection operator from H; into C and
u e (0, W) is a constant. Suppose that Q = {p € ﬂf;l EP(f;) : Ap € EP(g)} # U, then the
sequences {x,} and {u.} (i € N) converge weakly to an element p € I, while {w,} converges
weakly to Ap € EP(g).

Proof For each i € A and each r > 0, let Tfiz H; — C be defined by (2.2), then u/, = T{ixn
for all n € N by Lemma 2.2. Again let T8: Hy — K be defined by (2.2), then w, = T% A1,

for all # € N. So (3.1) can be rewritten as follows:

xleC,
u =Ty, ien,

1 k

U+ +u
T, = 20—, (3.2)

k

=TS A

Wn— n an

%1 = Pc(t, + nB(TE, —1)Az,), VneN.

Let x" € C be a point such that x € (-, EP(f) and Ax" € EP(g), namely, x* € . By

Lemma 2.2 and Lemma 2.4, it follows that
s~ | = | T~ T | = (T, = T -
= Sl = oo =o' = o, =},
hence

s~ = o= | =, =, 63)

Applying Lemma 2.3, we get

k
. 1 .
[ =" < 2 >l =] (3.4)
i=1
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(3.3) and (3.4) imply that

k
. 1 ,
[ =21 < Joou =" = 2 Dl =]
i=1

Again from Lemma 2.2, we have

”w,, - Ax’ || = || TrgnArn - Ax" H < ”Ar,, —Ax ” for each n € N.

By (b) of Lemma 2.4 and (3.6), for each n € N, we have

ZM('C,, - x*,B(Tfn - I)Ar,,)

=2u({A(tn - ") + (T8 —1)At, — (T8, — 1) ATy, (TS, - 1)Ats)

n

205 v, A (T, - 1A - | (15, - D )
~ou( 378 An -5 (75, - Dt |
- glan - a5 - (75, - DA )
<2u( (75 - Dn |- | (75, - v )
-l (75 - s, .
We also have
[B(T5, - Daw|* < 18I (T3, - DA

From (3.2), (3.5)-(3.8), we have

[seuss =" = [P (o + wB(TE, ~ D) Az) ~ Pex |

< ||t + uB(T8 - 1)Az,) -« |*

= o= | + | uB(TS - 1)Az,|* + 21{z, - 2", B(TE - 1)Az,)

< = | 1208 (75, - Dma [ = ] (75, - DA, |

= o=« | = (1= ulBI?)| (T2, - 1Az,

< oow =o' |* = (1= lBIP) | (75, = DAz
Notice u € (0, W), w(l = w||B||?) > 0. It follows from (3.9) that
| =2 < | ru =] < ]2 — x|
and

(1= B (75, ~ DA < = [ = s =]

Page 7 of 15
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(3.10) implies lim,,_, . ||%, — " || exists. Further, from (3.10)-(3.11),

Jim [, —a"| = lim |7, —27,  lim |[(T§ - I)Az,| =0. (312)
Again from (3.5), we have

lim [u), —x,]| =0, i€n, (3.13)

Hn— 00
which yields that

i (25, = D), = tim | T, ] = lim [~ =0, i€, 1)
and

Ty —xull < ||u1, —x,,|| +oeet ||u/; —x,,|| — 0 asun— oo. (3.15)

Because lim,,_, o, [, — x"|| exists, which implies {x,} is bounded, hence {x,} has a weakly
convergence subsequence {%n;}. Assume that Xy, — P for some p € C. Then uilj — DTy —
p and At —~ApeK by (3.13) and (3.15).

Now we prove p € Q2 or, to be more precise, we prove p € ﬂle EP(f;)) and Ap € EP(g).
By Lemma 2.2, for any r > 0, EP(f}) = F(Tf), i € A, and EP(g) = F(T?). For i € A, since
(- Tj:il)x,, — 0 by (3.14), we have T{"p = p for r > 0. Otherwise, if TJ:"p Zpforallie A,
then by Opial’s condition, we have

liminf [lx,, - p|| < liminf]x, — T/p|
Jj—>o0 j—>00

= h}gggf{ (E Tﬁ,x";' |+ T{i:/x"f ~Tfp

r

= liminf|| T/p - T/ x, |
Jj—> 00 7

= liminf”x,,j - Tfiljx,,j + T{f«,x”i - Tﬁp

j— 00

)

= liminf| T/ x, - T/p
Jj—> o0 ]

7

|7y — 7| :
;nj H T{;jx,,}. = X, H) (by Lemma 2.5)

< liminf<||xn,- -pll+
]*)OO
= hmlnf”x}’l/ _p”)
]—)DO
this is a contradiction. So this shows that p € ﬂf;l F (T]:i )= ﬂf.(zl EP(f;). Similarly, we can
prove Ap € EP(g).
Finally, we prove {x,} and {u}} converge weakly to p € 2, while {w,} converges weakly

to Ap € EP(g). Firstly, if there exists other subsequence of {x,} which is denoted by {x,,}
such that x,, — g € Q with g # p, then, by Opial’s condition,

liminf ||x,, — q| < liminf||x,, — p|| <liminf |x,, —g|.
t—00 t—00 t—00

This is a contradiction. Hence {x,} and {u!} converge weakly to p € Q, respectively.
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On the other hand, by (3.15) we also have 7, — p. Notice that ||w, — At,| = [|(T%, -
DAv,|| — 0 by (3.12), so we have 7, — Ap and w,, — Ap. We obtain the desired result. [

Corollary 3.1 Let C be a nonempty closed convex subset of H; and K a nonempty closed
convex subset of Hy, where Hy and Hj are two real Hilbert spaces. f : C x C — R is a bi-
function with EP(f) # 0. Let A : HH — H, be a bounded linear operator with the adjoint B
and g: K x K — R a bi-function with EP(g) # (. Let {x,} and {u,} be sequences generated
by

xleC,

1
f(un’y)"’_(y_umun—xn)ZOr yeC,

”f (3.16)
gwp,2) + —(z—wy,w, — Au,) >0, z€eK,

Ty

Xpsl = Pc(u,, + uB(w, —Au,,)), VneN,

where {r,} C (0, +00) with liminf,_, . r, > 0, Pc is a projection operator from H, into C
and p € (0, W) is a constant. Suppose that Q2 = {p € EP(f) : Ap € EP(g)} # 0, then the
sequences {x,} and {u,} converge weakly to an element p € Q, while {w,} converges weakly
to Ap € EP(g).

Theorem 3.2 (Strong convergence theorem) Let C be a nonempty closed convex subset of
H; and K a nonempty closed convex subset of Hy, where Hy and H, are two real Hilbert
spaces. A :={1,2,...,k} denotes a finite index set. For any i € A, f;: C x C — R is a bi-
function with (s, EP(f;) # . Let A : Hy — H, be a bounded linear operator with the ad-
joint B and g : K x K — R a bi-function with EP(g) # ¢. Let C, = C and {x,} and {u'}
(i € A) be sequences generated by

xleC,
i 1 i ;
ﬁ(un,y)+r—(y—un,un—xn)20, yeCiie N,
n
ub+ - uk
Tn = ’

k

1
gwp2)+ —(z—wy,w, —A1,) >0, z€K,
T'n

In = PC(Tn + uB(wy, _ATn)):

Cui1= {VG Cyu: lyn =vIl < llTw = VIl < ll%n _V”};

(3.17)

Xne1=Pc,, (x1), neN,

where {r,} C (0,+00) with liminf,_, . r, > 0, Pc is a projection operator from H, into C
and u € (0, W) is a constant. Suppose that Q = {p € ﬂle EP(f;) : Ap € EP(g)} # 0, then the
sequences {x,} and {u'} (i € A) converge strongly to an element x € Q, while {w,} converges

strongly to Ax” € EP(g).

Proof By Lemma 2.2, u!, = T{;xn forall i € A, n € N and w, = T% A1, for all n € N. We
claim C, # @ for n € N. In fact Q C C, for n € N. Indeed, let p € Q, it follows from (3.7)
and (3.8) that

2

2u{ty = p, B(TS, = 1)At,) < —p| (T8, - 1) Az, (3.18)

Page 9 of 15
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and
|B(TE ~1)Az,|)* < IBI?|(TE, - 1)Az|*. (3.19)
From (3.17)-(3.19) we have

= pI? < |0 + uB(TE, - 1) Az, - p||*
= NIty =pI? + | wB(TE, - 1)Az,|)* + 2u(v, — p, B(TE ~1)Ax,)
< It = pI* + 1B (75, - DA - | (T5, - 1) A
= It - pI* - (1 - wIBI?) (T2, - I)Az,|”

2
< Il = pII* = (1 = wlBI?) [ (T¥, - DAz~ (3.20)
Notice 1 € (0, W), w(l = w||B||?) > 0. It follows from (3.20) that
lyn =Pl < lltw —pll < llxn—pll forallmeN, (3.21)

this shows p € C,, foralln e N,so Q C C,, and C,, # 0 for n € N.

We want to prove C, is a closed convex set for n € N. It is easy to verify that C, is closed
for n € N, so it suffices to verify C, is convex for n € N. In fact, let vy, v, € C,43, for each
A €(0,1), we have

[y = (v + @ =2)02) |* = |20 = v1) + A= 23— v2) |
= Mlyn = vill® + @ = Dllyn = vall® = A1 = 1) vy = va

<Mz =il + @ =) tw = v2 > = AL = 2 lvi = w21

2

’

= |7 = (Av1 + L= 1)v2)

namely, ||y, — (Av1 + (1 = M)l < |7y — (A1 + (1 = A)vp)]|. Similarly, we have ||z, — (Avy +
A=)l < %y = (Avy + (1 = M)wo)]l, this shows Avy + (1 — A)vy € C,yq and Cyq is a convex
set for n € N,

By (iv) of Lemma 2.2, Q is a closed convex set, so there exists a unique element g =
Pq(x1) € Q@ C C,. Since x, = Pc,(x1), we have |x, — x1|| < |lg — #1]|, which shows that
{x,} is bounded. So are {r,} and {y,}. Notice that C,,; C C, and x,,1 = Pc,,,(*x1) C C,,
then

o1 —x1ll < My —21ll, n>2. (3.22)

It follows that lim,,_, o ||%, — xo|| exists.

For some m,n € N with m > n, from x,, = P¢,, (x;) C C, and (2.1), we have
2 2
o6 = 26 lI® + [l = 201 = ”xn —Pcm(xl)” + Hx1 —Pcm(xo)H < llxn — 211> (3.23)

By (3.22)-(3.23) we have lim,,_, » ||, — %, || = 0, so {x,,} is a Cauchy sequence. Let x,, — x .
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Next we prove x~ € Q. Firstly, by x,,,1 = Pc,,,(%1) € Cys1 C Cy, from (3.17) we have

Nyn =%l < 1¥n = %pst | + %01 = %Il < 2[[ %041 — x4l = O,
NTn = %ull < 1T = X1 | + 011 = % ll < 2|%041 — %] = O, (3.24)

”yn - Tn” S ”yn _xn” + ”xn - Tn” - O

Again from (3.20), we have

1
T¢ ~DAT|" < ————— 1% = pII2 = Iy - P12
(T, - DAw | = gl =PI = =PI}
< gl {5 -l Iy —pl} = O (3.25)
= W@ By T TP T '
So
lim || (T2 —1)Az,| =0. (3.26)

k

Notice 7, = ”}”%, hence from (3.24) and (3.5), we obtain
lim || T4 x, — %, = lim [|u, =%, =0, i€ A, (3.27)
n—00 n— 00

Since x,, — «, (3.27) and Lemma 2.5 imply that for r > 0,

|| T{lx —x

= T = Tl + [ T = | + 00 =

|7y — 1] ”

< ||x,, -x T{ixn — X, || + H T{qux,, — X, H + ||x,, -x||—o0,

which yields that x* € F(T%) for all i € A, further x” € M, EP(f). Since A4 is a bounded
linear operator, ||Ax, — Ax || — 0 by x, — x". Then for r > 0, by (3.26) and Lemma 2.5 we
have

|T8Ax" - Ax"|| < || T8Ax" — T8 Ax, | + || T8 Ax, — Axy | + |Ax, — Ax'||

r"_"'”

< [Any - A% + 7T T8 A, — Ay | + | TE Ay — A

+ ||Axn - Ax || — 0,
hence, Ax" € F(T¥) = EP(g) for r > 0. Thus we have proved x” € €, namely, {x,} converges
strongly to x~ € Q. Notice (3.27), we also have {u!} (i € A) converges strongly to x” € Q.
Since |7, — x,|| — 0 by (3.24), we have 7, — x" by x,, — x". Again from (3.26) we have

Jlim flw,, A, = lim || (%, - I)Az,| =0,

hence w,, — Ax" € EP(g). The proof is completed. O
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Corollary 3.2 Let C be a nonempty closed convex subset of Hy and K a nonempty closed
convex subset of Hy, where Hy and H, are two real Hilbert spaces. f : C x C — R is a bi-
function with EP(f) # 0. Let A : HH — H, be a bounded linear operator with the adjoint B
and g : K x K — R a bi-function with EP(g) # 0. Let C; = C and {x,,} and {u,} be sequences
generated by

xleC,

1
f(Mmy)+—<J’—Mmun—xn)20, yEC,
T,

n

1
gwp2) + —(z—wy,w, — Auy,) >0, z€eK, (3.28)

Ty
Yn = PC(”VI + uB(w), —Aun))r
Cun={veCutllyn—vIl <l — vl < lxn - vIl},

Xp+l = PCn+1 (xl)l ne N;

where {r,} C (0, +00) with liminf,_, . r, >0, u € (0, W) is a constant. Suppose that Q =
{p € EP(f) : Ap € EP(g)} # 0. Then the sequences {x,} and {u,} converge strongly to an
element x € Q, while {w,} converges strongly to Ax € EP(g).

If C = Hy and K = H; in Theorem 3.1 and Theorem 3.2, we have the following corollaries.

Corollary 3.3 Let Hy and Hy be two real Hilbert spaces. A :={1,2,...,k} denotes a finite
index set. For any i € A, f; : Hy X Hy — R is a bi-function with ﬂle EP(f;) # 0. Let A : Hy —
H, be a bounded linear operator with the adjoint Band g : Hy x Hy — R a bi-function with
EP(g) # . Let {x,} and {u')} be sequences generated by

X1 EHl,
ﬁ(ufq,y) + %(y— ul,ul, —x,,) >0,yeH;, i€eA,
n
k

l ...
z, = u, + - +Mn, (329)

1
gwp,2)+ —(z—w,,w, —At,) >0, z€H,,
n

K1 = Ty + WB(w, — A1), VYneNl,

where {r,} C (0, +00) with liminf,_, . r, >0, u € (0, W) is a constant. Suppose that Q =
{pe ﬂle EP(f;) : Ap € EP(g)} # 0. Then the sequences {x,} and {u'} (i € A) converge weakly

to an element p € Q, while {w,} converges weakly to Ap € EP(g).

Corollary 3.4 Let H, and H, be two real Hilbert spaces. f : Hy x H; — R is a bi-function
with EP(f) # 0. Let A : Hy — Hj be a bounded linear operator with the adjoint B and g :
H, x Hy — R a bi-function with EP(g) # 9. Let {x,} and {u,} be sequences generated by

X1 € Hl,

1
SWny) + —(y -ty 0y —x,) >0, yeH,

5 (3.30)
gwp,2)+ —(z—w,,w, —Au,) >0, z€H,,

Xpsl = Uy + uB(w, — Au,), VneN,
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where {r,} C (0,+00) with liminf,_,..r, >0, u € (O,W

Q = {p € EP(f) : Ap € EP(g)} # 0. Then the sequences {x,} and {u,} converge weakly to
an element p € Q, while {w,} converges weakly to Ap € EP(g).

) is a constant. Suppose that

Corollary 3.5 Let H, and H, be two real Hilbert spaces. A :={1,2,...,k} denotes a finite
index set. For any i € A, f; : Hy X Hy — R is a bi-function with ﬂle EP(f;) # 0. Let A : H —
H, be a bounded linear operator with the adjoint Band g : Hy x Hy — R a bi-function with
EP(g) # 0. Let C; = Hy and {x,} and {1’} (i € A) be sequences generated by

X1 € Hy,

fi(uil,y) + rl(y—uil,uﬁl —xn> >0, yeHieA,
n

Lttt
n ]{ )
gWp,2) + —(z—wp,w, —At,) >0, z€H,, (3.31)
T'n

Yn =T + uB(w, — ATy),
Cui1= {V €Cy: lyn =vIl < llTw = VIl < % — V”};

KXn+l = PC,,+1 (xl): neN,

where {r,} C (0,+00) with liminf,_,,r, >0, u € (0, W) is a constant. Suppose that
Q={pe ﬂle EP(f;) : Ap € EP(9)} # 0. Then the sequences {x,} and {u'} (i € A) converge
strongly to an element p € Q, while {w,} converges strongly to Ax" € EP(g).

Corollary 3.6 Let H; and H, be two real Hilbert spaces. f : H) x Hy — R is a bi-function
with EP(f) # (. Let A : Hy — Hj be a bounded linear operator with the adjoint B and g :
H, x Hy — R a bi-function with EP(g) # 0. Let C, = H, and {x,} and {u,} be sequences
generated by

X1 € Hy,

1
f(un’y) + r_<y_ Up, Uy —%,) >0, y€eH],

n

1
gWp,2) + —(z2—wp,w, — Auy) 20, z€H,, (3.32)

Tn

Yn = Uy + ,U/B(Wy, —Au,,),

Cu1 = {VG Cotllyn —vIl < Ny — vl < llxn _V”}»

X1 =P, (x1), mneN,

1
1BI?
{p € EP(f) : Ap € EP(g)} # 0. Then the sequences {x,} and {u,} converge strongly to an

where {r,} C (0, +00) with liminf,_, 1, >0, u € (0, ) is a constant. Suppose that Q =

element x € Q, while {w,} converges strongly to Ax" € EP(g).
Remark 3.1 Since Example 1.1 and Example 1.2 satisfy the conditions of Corollary 3.1 and

Corollary 3.2, the SEPs in Example 1.1 and Example 1.2 can be solved by the algorithm
(3.16) and (3.28).
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Remark 3.2 The results of this paper provide some solution algorithms for some SEPs;

however, there are still some SEPs which cannot be solved by the results of this paper. The

following examples belong to the case.

Example 3.1 Let H, = R and H; = R? with the norm ||z|| = (¥ + yz)% for some z = (x,7) €
R2. K := [1,+00) and C := {z = (x,y) € R?|y —x > 1}. Define a bi-function f(w,z) = x, + y; +
yo — Xy, Wwhere w = (x1, 1), z = (x2,92) € C, then f is a bi-function from C x C into R with
EP(f) = {w=(x,y)ly —x > 1,x + y > —1}. For each z = (x,y) € Hy, let Az =y —x, then A is
a bounded linear operator from H; into H,. Now define another bi-function g as follows:
g(u,v) =v—uforall u,v € K. Then g is a bi-function from K x K into R with EP(g) = {1}.

Clearly, when p = (x,7) € EP(f) with y —x =1 and x + y > -1, we have Ap =1 € EP(g).

So T = {p € EP(f) : Ap € EP(g)} # ¥. However, because the bi-function f does not satisfy
the conditions (A1)-(A4), the SEP in this example cannot be solved by Corollary 3.1 or
Corollary 3.2.

Example 3.2 Let H;, H,, A and B be the same as Example 2.2. Let C := {« = (a1,a5) €
Hilay —ay > 1} and K := {y = (c1,¢2,¢3) € Hyl||y || < 2}. Define a bi-function f(«, 8) = (by —
b1)? — (a1 + a2)?, where a = (a1,a,), B = (b1, by) € C, then f is a bi-function from C x C
into R with EP(f) = {p = (p1,p2)|p2 — p1 = 1 > p1 + p» > —1}. Define another bi-function
gy, =c3+ci— (32 +d?+ds+d3), where y = (c1,¢2,¢3), 1 = (d1,da, d3) € K, then EP(g) =
{u=(0,uy,u3) € K|uj + ul =2}.

Clearly, when p = (-1,0) € EP(f), we have Ap = (0,-1,-1) € EP(g). So I' = {p € EP(f) :

Ap € EP(g)} # . However, since all f and g do not satisfy the conditions (Al)-(A4), we
cannot use the results obtained in this paper to solve the SEP in this example.

4 Conclusion

There are still many SEPs which do not satisfy the conditions (A1)-(A4), so we need to

develop some new methods to solve these problems in the future.
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