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Abstract

The growth and interconnection of fission gas bubbles in the hotter central regions of
U-(Pu)-Zr nuclear fuel has been simulated with a phase-field model. The Cahn-Hilliard
equation was used to represent the two-phase microstructure, with a single defect
species. The volume fraction of the bubble phase and surface area of the
bubble-matrix interface were determined during growth and interconnection. Surface
area increased rapidly during the initial stages of growth, then slowed and finally
decreased as bubble interconnection began and coarsening acted to reduce surface
area. The fraction of the bubbles vented to a simulation domain boundary, fV , was
quantified as a measure of the microstructure’s interconnectivity and plotted as a
function of porosity p. The defect species diffusivity was varied; although changes in
diffusivity significantly affected the microstructure, the plots of fV vs. p did not change
significantly. The percolation threshold pc was calculated to be approximately 0.26,
depending on the assumed diffusivity and using an initial bubble number density
based on experimental observations. This is slightly smaller than the percolation
threshold for continuum percolation of overlapping 3D spheres. The simulation results
were used to parameterize two different engineering-scale swelling models for
U-(Pu)-Zr in the nuclear fuel performance code BISON.
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Introduction
Nuclear fuel based on the U-Zr and U-Pu-Zr systems has attracted renewed interest
in recent years for new commercial designs and microreactors. Additionally, the U. S.
Department of Energy’s planned fast-spectrum Versatile Test Reactor will use metallic
fuel. Although reactors using this type of fuel have not yet been used for commercial
energy production in the U. S., the concept of a fast-spectrum reactor fueled with U-(Pu)-
Zr was extensively validated during the years of operation of the Experimental Breeder
Reactor-II (EBR-II) (Walters 1999). Fuel for such reactor concepts has typically employed
compositions of 10 wt. % Zr and Pu composition ranging from 0 to 26 wt. %.
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Swelling is a major concern in U-(Pu)-Zr fuels compared with the pellet-form UO2 fuel
used in current commerical light-water reactors. Cylindrical metallic fuel elements swell
anisotropically with a bias in the radial direction, and can swell by 30% or more in-plane
at burnups of ∼2% FIMA (fissions per initial metal atom) (Hofman et al. 1997). Swelling
in metallic fuel is a complex phenomenon that strongly impacts fuel performance and
lifetime. For example, reduction in thermal conductivity, fission gas release, and loss of
fuel cladding integrity can all be linked to fuel swelling.
The local microstructure of U-(Pu)-Zr fuel has a significant impact on the swelling

behavior in different regions. In U-10Zr (wt %), below 890 K, the microstructure is com-
posed of the α phase (orthorhomic crystal structure) and the δ phase (ordered UZr2).
Above 890 K, the microstructure is a mixture of γ phase (body-centered cubic) and either
the α or β (tetragonal) phase. Although the exact transition temperatures and phase com-
position depend on Pu content, the following general trends have been observed. The
presence of the γ phase appears to determine the local morphology of fission gas bub-
bles and resulting swelling behavior (Hofman et al. 1990). At lower temperatures, where
the γ phase is not present, it appears that swelling in the α phase is a result of grain
boundary and interphase tearing or cracking, forming irregularly-shaped void space that
subsequently collects gaseous and solid fission products with increasing burnup (Anger-
man and Caskey Jr 1964; Pahl et al. 1990). In the hotter regions where the γ phase is
present, the fission gas bubbles are quite large compared to those observed in UO2 fuel,
with diameters on the order of tens of microns (Hofman et al. 1990). The morphology
of individual bubbles is initially spherical and individual bubbles coalesce with adjacent
bubbles as they grow. As these bubbles continue to grow, they eventually form a fully
interconnected structure. When this interconnected structure connects to a free surface
of the fuel slug, the gas within the bubbles is released from the fuel, and any further fis-
sion gas produced that reaches the bubbles will travel out of the fuel through this network
rather than causing the existing bubbles to grow further. The porosity values at which this
interconnection process begins and ends therefore determine when swelling terminates
and when fission gas release begins. These trends were observed for a wide range of Pu
content in EBR-II fuel (Hofman et al. 1990).
Due to the high importance of swelling to U-(Pu)-Zr fuel performance, significant

effort has been invested in recent years to develop mechanistic models of swelling in the
nuclear fuel performance code BISON (Novascone et al. 2019; Matthews and Unal 2019;
Casagranda et al. 2020). These efforts have focused on the hotter central region of the fuel,
where themicrostructure is dominated by the γ phase and large fission gas bubbles. How-
ever, these engineering-scale mechanistic models require information on the progress of
bubble interconnectivity as inputs, and these details are not well known. Such data is dif-
ficult and expensive to obtain from experimental observations. Although interconnection
has been investigated for overlapping spheres using continuum percolation models (Pike
and Seager 2007; Lorenz et al. 1993; Rintoul and Torquato 1997; Lorenz and Ziff 2001),
such studies do not account for the morphological changes that occur after interconnec-
tion of bubbles. For example, after the bubble coalescence, the morphology tends toward
elongated voids or larger spheres, rather than contacting or overlapping spheres, as the
system is energetically driven to reduce surface area and therefore surface energy (Hof-
man et al. 1990). An alternative approach to experimental data or geometric percolation
models to study interconnectivity in U-(Pu)-Zr fuel is the use of mesoscale simulation
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methods such as phase-field modeling. Such models intrinsically account for the effects
of bulk and surface energy on microstructural evolution and therefore better capture the
physics that determine morphology than geometric percolation models, and can provide
a cost-effective, rapid alternative to experimental measurement.
Here, the growth and interconnection of fission gas bubbles in the hotter γ -phase-

dominated central regions of U-(Pu)-Zr fuel is simulated using a phase-field model, and
the simulation results are used to determine parameters for two BISON models of gas
bubble swelling. The structure of the paper is as follows. In Phase-field model of bubble
growth and interconnection section, the details of the phase-field model and its param-
eterization are given. In Simulation results and analysis section, phase-field simulation
results are presented, and microstructural features are analyzed to gain insight into the
progress of bubble interconnection. The simulation results are analyzed to determine
parameters for BISON modeling in Determination of parameters for BISON models of
metallic fuel swelling section, and the results are compared with geometric percolation
models in Discussion section. Finally, conclusions are drawn and directions for future
work are suggested in Conclusions section.

Phase-field model of bubble growth and interconnection
Model formulation

To simulate the growth and interconnection of a large number of bubbles, we employ
the Cahn-Hilliard equation with a source term, with a single defect species represent-
ing insoluble fission gas atoms such as Xe and accompanying vacancies, and a simplified
description of the system’s free energy. Although this formulation does not allow us to
include physically-based chemical free energies for the matrix and bubble phases as in
some other models of fission gas bubbles in nuclear fuel (Li et al. 2013; Hu et al. 2016;
Aagesen et al. 2019; Aagesen et al. 2020; Xiao et al. 2020), it does allow us to capture the
changes in morphology that occur as the bubbles interconnect and the microstructure
coarsens, and to explore the competing effects of the source term and diffusion on the
evolution of the microstructure.
It should also be noted that with this formulation, there is no barrier to nucleation

because new bubbles can form via spinodal decomposition if the defect concentration in
the matrix enters the spinodal region. Because new fission gas bubbles in nuclear fuel are
expected to form by a nucleation and growth mechanism rather than spinodal decom-
position, we choose parameters that do not allow formation of new bubbles, and instead
seed an initial distribution of bubbles based on experimental observations, as discussed
in Initial conditions section. This is equivalent to assuming one-off nucleation of the
bubbles.
In formulating the model, we have assumed that the bubbles remain as equilibrium

bubbles through the simulation, for which the gas pressure acting to expand the bubble
is exactly balanced by the surface tension of the bubble-matrix interface (Olander 1976).
There are no local variations in the stress state in the vicinity of equilibrium bubbles and
the stress state remains that given by far-field conditions. Equilibrium bubbles are likely to
be found when there is a high production rate of vacancies during steady-state operating
conditions (when no rapid temperature changes occur that would cause sudden over- or
under-pressurization of the bubbles) (Olander 1976). Assuming these conditions exist, as
they typically would during normal at-power reactor operation, there are no local vari-
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ations in the stress state on the length scale of the microstructure. We therefore neglect
the influence of elastic energy on microstructural evolution in the model.
The total free energy of the system F is written as a function of the local normalized

concentration (mole fraction) c of defects (fission gas atoms on lattice sites and vacancies):

F =
∫
v
(fb + fgrad)dV (1)

where the bulk free energy fb is a double well function given by

fb = Wc2(1 − c)2 (2)

and W is the height of the free energy barrier between minima. The gradient energy
density is given by

fgrad = κ

2
|∇c|2 (3)

where κ is the gradient energy coefficient. With this formulation, the free energy has
minima at normalized concentrations c = 0 (matrix phase) and c = 1 (bubble phase),
and the interface between phases is represented by a smooth variation of c between these
values. The time evolution of the system is given by the Cahn-Hilliard equation with the
addition of a source term s:

∂c
∂t

= ∇ · (M∇μ) + s (4)

where M is the defect mobility and μ is the chemical potential, which is equal to the
variational derivative of F with respect to c, δF

δc :

μ = δF
δc

= ∂fb
∂c

− κ∇2c (5)

The source term s has the following form

s = s0[ 1 − h(c)] (6)

where h(c) = c3(6c2 − 15c + 10). This form limits the formation of new solute species
atoms to the matrix only, since [ 1 − h(0)]= 1 and [ 1 − h(1)]= 0.

Porosity calculation

One limitation of the model employed for the present study relative to nuclear fuel behav-
ior is that the matrix phase transforms to the bubble phase as defects accumulate, and the
size of the simulation domain remains constant. This is different from the physical process
of bubble growth and swelling in nuclear fuel, where gas atoms and vacancies combine to
form the bubble phase and simultaneously, interstitial atoms are deposited in the matrix
phase, causing it to grow. To relate our results to the definitions of swelling and poros-
ity used in engineering fuel performance calculations, we calculate the porosity p in the
simulations as follows. The porosity is defined as the volume of the bubble phase divided
by the total volume occupied (matrix plus bubbles). We approximate the effect of growth
of the matrix phase due to interstitial deposition by assuming that for the purpose of the
porosity calculation, the size of the total volume occupied grows by the same amount as
the growth of the bubble phase (Olander 1976):

p = �V
V0 + �V

(7)
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where �V is the volume of the bubble phase and V0 is the original volume of the
simulation domain. Since Vf = �V/V0,

p = Vf

1 + Vf
(8)

Thus, the size of the simulation domain does not change, but for the purposes of calculat-
ing porosity, it is assumed the simulation domain volume increases by the same amount
as the volume of the bubble phase formed.

Model parametrization

The model is parametrized as follows. The choice of characteristic interfacial thickness
lint and interfacial energy σ are first used to determineW and κ . The equilibrium solution
for the interfacial profile between the matrix and bubble phases is given by c = 1

2 [ 1 +
tanh( x−x0

δ
)], where

δ =
√
2κ√
W

(9)

and x0 is the midpoint of the interface. lint = 2δ is a good approximation for the thickness
of the interface. The interfacial energy can also be written as a function of κ andW :

σ =
√

κW
3
√
2

(10)

Equations (9) and (10) can be re-arranged to obtain

κ = 3σδ (11)

and

W = 6σ
δ

(12)

For consideration of fission gas bubbles in a U-Zr matrix phase, the interfacial energy
is σ = 1.8 J/m2 (Beeler 2019). The interfacial thickness lint was chosen to be lint = 1.5
μm to adequately resolve the bubble phase in the initial conditions, as described in Initial
conditions section. Using Eqs. (11) and (12), this results in κ = 4.05 × 10−6 J/m and
W = 1.44× 107 J/m3. These parameters were non-dimensionalized using energy density
scale E∗ = W and length scale l∗ = 1 μm, resulting in W̄ = 1 and κ̄ = 0.281, where the
overbars indicate non-dimensional quantities.
The time evolution of the system is expected to be affected by the relative strengths

of the source term and mobility of solute atoms in the matrix. However, we are consid-
ering the fission gas atoms and accompanying vacancies to be the solute species, and
the diffusion coefficient of fission gas atoms in UZr has not been measured or calcu-
lated to our knowledge. Therefore, we set the time scale based on the production rate of
the solute species and assume a reasonable order-of-magnitude estimate for the diffusion
coefficient and resulting defect mobilityM as follows. Based on the EBR-II reactor, which
used U-(Pu)-Zr fuel, during typical operating conditions a burnup of 10% was reached in
approximately 700 days (Miao et al. 2021), equivalent to a fission rate Ḟ of 7.91 × 10−8

fissions/nm3/s. The Xe production rate SXe is given by SXe = yXeḞ , where yXe = 0.2156
is the fission yield of Xe (International Atomic Energy Agency). Assuming a net vacancy
production rate approximately 10 times larger than SXe (Aagesen et al. 2019), the total
defect production rate S0 ≈ 2.4×10−7/nm3/s. To convert from the volumetric production
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rate to the units of mole fraction used in Eq. (4), we use s0 = VaS0, where Va = 0.02089
nm3 is the atomic volume of U atoms in the γ phase (Wilson and Rundle 1949), giving
s0 ≈ 5 × 10−9/s. We choose time scale t∗ = 106 s and thus s̄0 = s0t∗ = 5 × 10−3. It
is assumed that due to the relatively low maximum burnup and resulting low depletion
of fissile U/Pu, s0 remains constant throughout the simulation. For the defect diffusivity,
we assume D = 2 nm2/s as a starting point, which is the same order of magnitude as the
athermal (radiation-driven) defect diffusivity in UO2 (Aagesen et al. 2021). This value is
non-dimensionalized using D̄ = Dt∗/(l∗)2 = 2. The value of M̄ used in the Cahn-Hilliard
equation is given by M̄ = D̄/

∂2 f̄
∂c2 , which can be approximated as M̄ ≈ D̄/2W̄ for small c.

Equation (4) was solved in non-dimensional form.
The model parameters used for simulations are summarized in Table 1. Because the

value of D has not been determined, we varied the value of D used to investigate its effect
on microstructural evolution, as discussed further in Effect of defect species diffusivity
on microstructure section. The other model parameters were held fixed for the follow-
ing reasons. κ and W are derived from the interfacial energy σ and chosen interface
thickness lint using Eq. (11) and (12). The interface thickness is not expected to influence
microstructural evolution as long as it is sufficiently small compared to the bubble size.
The interfacial energy was determined using atomistic calculations; although the uncer-
tainty associated with the most representative value σ = 1.8 J/m2 was not quantified, a
value between 1.5 and 2 J/m2 will likely be applicable over the entire composition and
temperature range of relevance for U-Zr fuel (Beeler 2019). Thus, the percentage varia-
tion of σ is expected to be very small relative to the possible variation in values of D; for
these reasons, the values of κ andW were held constant for the simulations. Variations in
the value of s0 have an equal but opposite impact on microstructural evolution as changes
in D, in that a factor of m change in s0 has the same effect as a factor of 1

m change in D;
for this reason, the value of s0 was held constant for the simulations.

Numerical implementation

Equations (4) and (5) were discretized as a coupled set of second-order equations using
the MOOSE framework (Gaston et al. 2009; Permann et al. 2020). Hexahedral 3D mesh
elements with linear Lagrange shape functions were used for spatial discretization. Mesh
adaptivity was used, with three levels of refinement and a minimum element size of
�x = �y = �z = 0.5 μm so that the element size in the interfacial regions is 1/3 of
the interfacial width. Periodic boundary conditions were used in the y and z dimensions,
while no-flux boundary conditions were used in the x direction to allow the boundary at
x = Lx (where Lx is the simulation domain size in the x direction) to better represent a
free surface. The second-order backward differentiation formula was used for time inte-
gration, and adaptive time stepping was used with theMOOSE IterationAdaptiveDT time
stepper, with eight optimal nonlinear iterations and an iteration window of two (Hales et

Table 1 Parameters used for phase-field simulations

Parameter Value

κ 4.05 × 10−6 J/m

W 1.44 × 107 J/m3

D 1.33 to 10 nm2/s

s0 5 × 10−9 s−1
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al. 2015). The simulations were run on 720 cores on the Lemhi cluster at Idaho National
Laboratory.

Initial conditions

Based on Fig. 2 of Bauer and Holland (1995), the number density of bubbles N in U-10Zr
fuel at 1.3% burnup is estimated to be N = 3.0 × 1014/m3. To simulate the growth and
interconnection of a reasonably large number of bubbles while still remaining computa-
tionally tractable, we choose a cuboidal simulation domain of size Lx = Ly = Lz = 72
μm, where Ly and Lz are the sizes of the simulation domain in the y and z directions. The
simulation domain is in the range 0 ≤ x ≤ Lx, 0 ≤ y ≤ Ly, 0 ≤ z ≤ Lz. In the initial con-
ditions, the total number of bubbles n = 112 to match the experimentally observed N for
the simulation domain volume. The initial bubble radius is rbub = 3.4 μm, corresponding
to an initial bubble volume fraction of 5%. (This value was chosen because it is signifi-
cantly below the expected porosity interconnection threshold, but still large enough that
the interfacial thickness and corresponding mesh size needed to resolve the initial bub-
bles do not increase computational requirements excessively; the simulation results are
not expected to be sensitive to the exact value used for initial porosity.) The bubbles were
placed randomly in the initial conditions with aminimum spacing of 10μmbetween their
centers. To investigate the effects of initial conditions on simulation results and obtain
improved statistics, a total of 10 sets of initial random bubble positions were created by
supplying a different seed to the random number generator that determines the initial
bubble positions. Each of the 10 total sets of initial bubble positions are referred to as
Configuration 1 – 10. The initial conditions for Configuration 1 are shown in Fig. 1a, with
the isosurface of c = 0.5 shown.

Simulation results and analysis
Simulation results for Configuration 1 for the case s0 = 5×10−9 s−1 andD = 2 nm2/s are
shown in Fig. 1. At simulation time t = 2.53 × 107 s, all bubbles in the initial conditions
are still independent; no bubbles have yet merged. At t = 5.06 × 107 s, the process of
bubble merging and coalescence has begun. By t = 7.62 × 107 s, many of the bubbles
have merged, and a continuous path through the bubble phase exists from the simulation
domain boundary at x = 0 μm and the boundary at x = 72 μm, as discussed further later
in this section.

Effect of defect species diffusivity onmicrostructure

As discussed in Phase-field model of bubble growth and interconnection section, because
the diffusion coefficients of defect species in U-Zr have not been determined, in this
section the diffusivity D of the single defect species is varied to determine its effect on
microstructural evolution. Comparisons of the microstructure for the cases D = 2 nm2/s
and D = 10 nm2/s for Configuration 1 are shown in Fig. 2 for time t = 1.14 × 108 s. The
microstructure of the case with D = 2 nm2/s (Fig. 2a) is qualitatively much finer than the
case with D = 10 nm2/s (Fig. 2b). To better understand the differences in microstructure
and the reasons for these differences, the microstructure for varyingD is quantified in the
remainder of this section.
The volume fraction of the bubble phase, Vf is shown as a function of time in Fig. 3 for

s0 = 5 × 10−9 s−1 and varying D for Configuration 1. The defect species is deposited in
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Fig. 1 Evolution of microstructure of Configuration 1 during simulation of gas bubble growth with
s0 = 5 × 10−9 s−1 and D = 2 nm2/s. Simulation domain size is 72 μm ×72 μm ×72 μm. Isosurface of
c = 0.5 is shown. a initial conditions. b the bubbles have grown but none have begun to merge. c bubble
merging and coalescence has begun. d a continuous path through the bubble phase exists from the
simulation domain boundary at x = 0 μm and the boundary at x = 72 μm

Fig. 2 Comparison of microstructure for varying diffusivity D, for initial conditions of Configuration 1.
Simulation domain size is 72 μm ×72 μm ×72 μm
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Fig. 3 Volume fraction of the bubble phase, Vf , versus time for varying diffusivity (initial conditions of
Configuration 1)

the matrix phase and diffuses to the bubble phase, causing the bubble phase to grow. For
the D = 1.33 nm2/s simulation, spinodal decomposition occurred in the matrix phase
beginning at t = 3.65 × 107 s due to the simplified free energy used. Because this does
not correctly represent the nucleation-controlled formationmechanism of bubbles as dis-
cussed in Model formulation section, this simulation was terminated and only the cases
with D ≥ 2 nm2/s were considered further. For the remaining simulations, from t = 0 to
t ≈ 6× 107 s, the volume fraction of the bubble phase grows more quickly for the higher-
diffusivity simulations. This is because the higher diffusivity allows the defect species to
be transported more rapidly from where it is deposited in the matrix phase to the bubble
phase, causing the bubble phase to grow faster. After t > 6 × 107 s, the volume fractions
for the different diffusivity simulations become approximately equal for the remainder of
the simulation time. This is because as the volume fraction of the bubble phase grows,
the volume fraction of the matrix phase correspondingly shrinks, and the distance over
which the deposited defect species must diffuse to reach the bubble phase decreases sig-
nificantly. Thus, after t ≈ 6 × 107 s, the defect species mobility is not a significant cause
of the differences in microstructure between the different diffusivity simulations.
The microstructure of the bubble growth and interconnection simulations was also

quantified by determining the surface area of the bubble-matrix interface, as shown in
Fig. 4 for Configuration 1. The areas are plotted versus time for the varying diffusivity
cases in Fig. 4a. For t < 5×107 s, the surface area of the high-diffusivity cases grows faster
than the lower diffusivity cases. This is because the volume fraction of the high-diffusivity
cases grows faster during this time, resulting in faster growth of the bubble surface area.
At this early stage, the bubbles are relatively far from each other, and coarsening has not
yet begun to significantly affect microstructural evolution. However, at t > 5 × 107 s,
the area of the low-diffusivity simulations becomes larger than that of the higher diffusiv-
ity simulations, even though the volume fraction is very nearly equal for each case. This
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Fig. 4 Surface areas as a function of a time and b porosity (initial conditions of Configuration 1)

is due to the effect of coarsening, the process by which the system reduces its energy by
reducing surface area and thus interfacial energy. Kinetically, this process is driven by the
diffusion of the defect species from regions of high curvature to regions of low curvature
caused by the Gibbs-Thomson effect. Higher diffusional mobility increases the rate of
coarsening, and thus interfacial area is lower for the high-diffusivity cases at later times.
The microstructural evolution is thus controlled by a competition between the strength
of the source term and the mobility term.
The surface area is plotted as a function of p in Fig. 4b. When plotted versus p, the

surface area is constant for the different diffusivity simulations below p < 0.15. At these
lower values, the bubbles grow uniformly and are spaced far enough apart that coars-
ening has not begun to affect microstructural evolution. However, when p > 0.15, the
higher diffusivity simulations have a smaller surface area than the D = 2 case, indicating
that as the bubbles have begun to interconnect, coarsening eliminates surface area more
rapidly for the higher diffusivity simulations. This is the primary cause for the differences
in microstructure between Fig. 2a and b.
Another aspect of the microstructure that is useful to characterize is the length scale or

characteristic size of features in the system. This is helpful to ensure that the simulation
domain size is large enough to obtain a statistically valid sample of the microstructure. To
ensure the domain size is sufficiently large, the domain size should be significantly greater
than the characteristic length scale of the system. The length scale of the microstructural
features can be easily characterized early in the system’s evolution when the bubbles are
isolated and have a spherical morphology, and can be characterized by bubble radius.
However, when the bubbles grow and begin to impinge on one another, they become a
highly interconnected structure, for which there is no well-defined radius. An alternative
definition of the characteristic length scale that can be employed for highly intercon-
nected structures is the inverse of the surface area of interface per unit volume, S−1

v . This
definition has been used previously as a characteristic length scale for the coarsening of
bicontinuous microstructures (Kwon et al. 2007). S−1

v is plotted versus p in Fig. 5, for
varying defect diffusivity and initial conditions of Configuration 1. Although S−1

v grows
significantly during the simulated microstructural evolution, it remains an order of mag-
nitude lower than Lx = 72 μm, indicating that the simulation domain size is large enough
to obtain reasonable statistics for microstructural evolution.
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Fig. 5 Characteristic length scale S−1
v for varying simulated diffusivities (initial conditions of configuration 1).

S−1
v remains an order of magnitude smaller than the simulation domain size Lx = 72 μm

Effect of initial bubble number density

Although an estimate of N was obtained based on experimental data, this was only
determined based on a single micrograph, giving the estimated value a high degree of
uncertainty. The value of N at a particular location in the fuel is expected to depend
strongly on the nucleation rate, which itself is a function of fission rate, gas diffusivity, Pu
content, temperature, re-solution rate, and other factors (Olander 1976). To determine
how strongly the bubble number density affects microstructural evolution and the rate
of bubble interconnection, simulations of bubble growth with varying N were conducted
with D = 2 nm2/s and s0 = 5 × 10−9 s−1. Simulations with 140 and 168 bubbles were
performed, corresponding to N = 3.75 × 1014/m3 and N = 4.5 × 1014/m3, respectively.
(Simulations with lower N resulted in spinodal decomposition of the matrix phase and
thus are not further considered here.)
The number of bubbles versus time and porosity are shown in Fig. 6. For larger N, the

rate of interconnection of bubbles was faster with respect to time, as would be expected.
However, the trend was consistent even when plotted against porosity.

Bubble venting and percolation

To understand how the interconnection of bubbles progresses and to provide a basis for
parameterization of BISON models of swelling and fission gas release (Novascone et al.
2019; Matthews and Unal 2019; Casagranda et al. 2020; Olander 1976), the fraction of
bubble volume connected to an external surface, fV , was calculated for the simulations
as follows. Individual bubbles were identified as isolated regions where c > 0.5 using a
recursive flood fill algorithm (Permann et al. 2016) and the volume of each such individ-
ual bubble was determined. A free surface is assumed to exist at the simulation domain
boundary at x = 72 μm. For each bubble, it is determined whether or not it intersects
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Fig. 6 Number of bubbles for varying initial bubble number density

that boundary, and fV is calculated as the volume of bubbles that intersect the free surface
divided by the total bubble volume at each time step.
fV is plotted as a function of porosity p for varying diffusivity cases in Fig. 7. fV is non-

zero at the start of the simulation because some bubbles contact the free surface in the
initial condition; however, their contribution is small. The increase in fV is slow until
p ≈ 0.25. Past that point, fV increases rapidly until p ≈ 0.3. At p = 0.35, all bubbles are
connected to a free surface for all configurations and parameters considered.

Fig. 7 Fraction of total bubble volume connected to a free surface, fV , as a function of porosity p for varying
diffusivity
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To better quantify the progression of interconnectivty, the plots of fV versus p were fit
using a function of the form

fV = 1
2

[
1 + erf

(
p − pcen

�

)]
(13)

where erf is the error function, pcen is the center of the distribution, and � is the char-
acteristic width of the distribution. The choice of this functional form is motivated by its
past use in modeling percolation phenomena (Rintoul and Torquato 1997; Brunini et al.
2011). As previously discussed, fV is non-zero in the initial conditions due to the initial
random placement of the bubbles and non-zero initial bubble radius. To account for this,
simulation data with p < 0.1 was excluded from the fit.
An example of simulated fV versus p data and the corresponding fV fit from it is shown

in Fig. 8 for Configuration 1, D = 2 nm2/s, N = 3 × 1014/m3. In this case, pcen = 0.269
and � = 0.0392. With the exception of an early increase in fV at p ≈ 0.2, Eq. 13 appears
to represent the data well. This early increase was not observed in all configurations.
A similar fit was performed for each configuration and set of simulation parameters

considered. The mean of pcen and � for the 10 configurations and corresponding stan-
dard deviations are given in Table 2 for each set of simulation parameters considered. The
mean values of pcen and � determined for the different diffusivity cases are close to each
other, although in this case pcen forD = 5 nm2/s lies slightly outside of one standard devi-
ation from the values determined for D = 2 and D = 10 nm2/s. However, due to the lack
of an apparent trend with D and the effect of the relatively small number of samples used,
we believe that D does not strongly influence pcen. The similarity of the values obtained
for both pcen and � in spite of the differences in microstructure suggests that the inter-
connection process of initially spherical bubbles may be governed by a universal process
that is independent of length scale evolution.

Fig. 8 Fraction of total bubble volume that is connected to a free surface, fV , as a function of porosity p for
M = 1, Configuration 1, and function fit to the data using Eq. (13)
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Table 2Mean pcen and � for the five initial condition configurations considered and corresponding
standard deviations for each set of simulation parameters

D (nm2/s) N (m−3) Mean pcen Std. dev. pcen Mean� Std. dev.�

2 3 × 1014 0.263 0.00522 0.0364 0.00922

5 3 × 1014 0.248 0.00738 0.0404 0.0127

10 3 × 1014 0.261 0.00905 0.0391 0.0126

2 3.75 × 1014 0.248 0.00477 0.0373 0.00664

2 4.5 × 1014 0.244 0.00574 0.0328 0.00609

Although N = 3 × 1014/m3 is based on the best available experimental data, this value
may vary due to temperature, Pu content, and other factors. Therefore, the effect of vari-
ation in N was also considered by simulating initial conditions with N = 3.75 × 1014/m3

and N = 4.5 × 1014/m3. As with the case of N = 3 × 1014/m3, 10 total configurations
of initial conditions for the larger values of N were obtained by changing the seed in the
random number generator used to determine initial bubble positions. As can be seen in
Fig. 9, for the cases with larger N, the trends in fV versus p are similar to those observed
for N = 3 × 1014/m3 in Fig. 7a, although for larger N, there appears to be less varia-
tion between the curves for each configuration. From the data of Table 2, there is also
a decrease in pcen with increasing N, pointing to the need for further simulations with
different N if improved experimental measurements of N become available.
In addition to fV , another useful quantity that can be determined from the simulations

of bubble growth and interconnection is the percolation threshold, pc. The percolation
threshold in this context is the porosity at which a continuous pathway through the bubble
phase exists that connects the domain boundaries at x = 0 μm and x = 72 μm.
The mean value of pc for the 10 different configurations and its standard deviation are

shown in Table 3 for each set of simulation parameters considered. Although the diffu-
sivity of the defect species D is based on an order of magnitude estimate only, the data of
Table 3 shows that the mean values of pc are very close to each other for the different dif-
fusivities D = 2, 5, 10 nm2/s and constant N = 3 × 1014/m3. The total variation in mean
pc for the different diffusivity cases is comparable to the standard deviation in each of
the individual values (although it should be noted that a larger number of samples should

Fig. 9 Fraction of total bubble volume that is connected to a free surface, fV , as a function of porosity p for a
N = 3.75 × 1014/m3 and b N = 4.5 × 1014/m3, with D = 2 nm2/s
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Table 3Mean percolation threshold (pc) and mean porosity at which fV = 0.8 (p0.8) for the five initial
condition configurations considered, and corresponding standard deviations, for each set of
simulation parameters

D (nm2/s) N (m−3) Mean pc Std. dev. pc Mean p0.8 Std. dev. p0.8

2 3 × 1014 0.263 0.0101 0.280 0.00407

5 3 × 1014 0.254 0.00902 0.272 0.0103

10 3 × 1014 0.265 0.00922 0.283 0.0120

2 3.75 × 1014 0.246 0.00983 0.274 0.00435

2 4.5 × 1014 0.248 0.0145 0.265 0.00675

ideally be considered when determining statistical quantities such as the standard devi-
ation). Therefore, we conclude that although the defect species diffusivity does result in
significant differences in the microstructure for different diffusivity, the resultant value of
pc does not vary significantly with changes inD, at least for the range of values considered
here.
The effect of N on pc was also determined. As shown in Table 3, pc decreases with

increasing N. Therefore, if future experimental data allows N to be better quantified,
additional simulations using the more accurate values of N should be performed.

Determination of parameters for BISONmodels of metallic fuel swelling
Recently, two physics-basedmodels of swelling in U-(Pu)-Zr fuels have been implemented
in BISON. In this section, parameters for these models are determined from the phase-
field simulations described in Simulation results and analysis section.

Determination of parameters for simple swelling model

The simpler of the two swelling models implemented recently is known in BISON as
UPuZrGaseousEigenstrain. In this model, it is assumed that the number of bubbles
is constant, the bubbles are all of the same size and are spherical in shape, the amount of
gas in the matrix is negligible, the bubbles are in mechanical equilibrium with the solid,
and the gas within the bubbles follows the ideal gas law. Under these assumptions, the
swelling is given by Olander (1976)

(
�V
V0

)
g

=
(

3
4π

)1/2 [ (kT/2σ)YXeḞt]3/2

N1/2 (14)

where k is the Boltzmann constant, T is the temperature in K, σ is the surface tension
of the fuel-bubble interface, YXe is the gaseous fission product yield, Ḟ is the fission rate
density, t is time, and N is the number density of bubbles. With increasing burnup, the
volumetric swelling increases by Eq. (14) until porosity is high enough to allow gas release.
In the model, the number of atoms produced by fission that are added to the bubbles
(and thus that contribute to swelling by Eq. 14) decreases linearly in a range controlled by
the BISONmodel parameters interconnection initiating porosity, pi, and interconnection
terminating porosity, pt . In the remainder of this section, we describe how pi and pt are
determined from the phase-field simulations.
We assume that significant gas release cannot occur from the internal volume of the fuel

to the free surface until the percolation threshold, pc, is reached. Based on this assumption
pi should be set equal to the mean value of pc determined for a representative microstruc-
ture. The data for mean values of pc is shown in Table 3. As discussed in Bubble venting
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and percolation section, forN = 3×1014/m3, the values of pc for the different diffusivities
considered are statistically indistinguishable. Therefore, we choose pc = 0.263 as a rep-
resentative value from the D = 2 nm2/s case. Assuming pi = pc as previously discussed,
the recommended value of pi for BISON simulations is 0.263.
To determine pt for BISON simulations, we use the fact that post-irradiation examina-

tion of EBR-II fuel rods showed that fission gas release plateaued at approximately 80%
of the fission gas produced (Hofman et al. 1997). We therefore set pt to the porosity p at
which fV = 0.8, which we refer to as p0.8. The mean and standard deviation of p0.8 for the
different cases considered are also shown in Table 3. The mean value of p0.8 also does not
vary strongly with D, so again using the D = 2 nm2/s case as representative, the recom-
mended value of pt for BISON simulations is 0.280. (Similar to the trend observed in pc,
the mean value of p0.8 decreases with increases in N.)

Determination of parameters for viscoplastic swelling model

A new model for swelling due to fission gas bubbles was recently added to BISON
(Matthews and Unal 2019). In this model, it is again assumed that the number of bub-
bles is constant, their size is uniform and shape is spherical. However, additional physics
are considered beyond those used in the derivation of Eq. (14). The concentration of gas
in the matrix and diffusion to the bubbles is considered, the hydrostatic stress in the fuel
matrix surrounding the gas bubbles is accounted for, and the van der Waals equation of
state is used for the fission gas within bubbles. In the model of Matthews and Unal (2019),
the fraction of bubbles in a given volume element that are connected to an external sur-
face is described by an interconnectivity function I(p), where p is the local porosity. In
this section, we fit a function for I(p) based on the phase-field results of Simulation results
and analysis section.
The plots of fV versus p describe the fraction of bubbles that are connected to an

external surface and contain the information needed to determine I(p). Similar to Deter-
mination of parameters for simple swelling model section, we use the data for D = 2
nm2/s, N = 3 × 1014/m3 to determine I(p). The functional form for I(p) used in BISON
is Matthews and Unal (2019)

I(p) =

⎧⎪⎨
⎪⎩
0 p ≤ pstart
6p5norm − 15p4norm + 10p3norm pstart < p < pend
1 p ≥ pend

(15)

pnorm = p − pstart
pend − pstart

(16)

where pstart is the interconnection initiating porosity and pend is the interconnection
terminating porosity. Thus, the parameters to be determined are pstart and pend . To
determine these values, a MATLAB script was written that varied pstart and pend to deter-
mine what values minimized the least-squares error between Eq. (15) and Eq. (13) with
pcen = 0.263 and � = 0.0364. This resulted in pstart = 0.198 and pend = 0.327. A plot of
the smooth step function I(p) with these parameters and Eq. (13) is shown in Fig. 10. The
least-squares minimization process results in good agreement between Eq. (13) and (15)
for the given parameters.
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Fig. 10 Comparison of I(p) (smooth step function of Eq. 15) and fV (Eq. 13) with parameters based on fit to
phase-field simulations

Discussion
In Simulation results and analysis section, the percolation behavior of spheres growing
due to deposition of a defect species in the surrounding matrix was studied. Although
the percolation behavior of this situation has not yet been determined to our knowledge,
percolation of other geometries has been studied extensively in the past. In this section,
the present simulations are compared to existing literature.
The previously studied geometry that is most similar the present simulation results is

the continuum percolation of overlapping 3D spheres (Pike and Seager 2007; Lorenz et
al. 1993; Rintoul and Torquato 1997; Lorenz and Ziff 2001). In such a model, spheres
of uniform radius are randomly placed throughout a simulation domain, with over-
lapping allowed between spheres, and there is no curvature-driven coarsening of the
sphere-matrix interface following sphere placement. Rintoul and Torquato determined
the percolation threshold for this geometry to be pc = 0.2895 ± 0.0005 and determined
critical exponents for the continuum system as expected from percolation theory (Rintoul
and Torquato 1997). Lorenz and Ziff later found pc = 0.289573± 0.000002, in agreement
with the previous value determined by Rintoul and Torquato but with reduced uncer-
tainty. This value is slightly larger than the values for pc found in our simulations. The
reason for this difference may be partially due to the fact that in our model, swelling is
assumed to occur in the matrix surrounding the bubbles, as reflected in Eq. (8). Such
swelling is not considered in continuum percolation models. It should also be noted
that the value of the percolation threshold can be determined much more precisely for
continuum percolation models than for the present growth simulations. This is because
microstructural evolution does not occur with time in continuum percolation models,
reducing computational requirements and therefore allowing a larger size and number of
representative microstructures to be sampled.
The percolation of 2D disks growing by a nucleation and growth mechanism has been

studied using phase-field simulations (Brunini et al. 2011). The physics of this mechanism
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are more similar to the present simulation than the previously discussed continuum per-
colation of overlapping spheres, although the lack of 3D results in Brunini et al. (2011)
limits the ability to make direct comparisons with the present simulations. Another dif-
ference between Brunini et al. (2011) and the present simulations is that in Brunini et al.
(2011), a fixed amount of defects was introduced into a supersaturated matrix in the ini-
tial conditions of each simulation, whereas in the present simulations, there are no defects
in the matrix in the initial conditions, and defects are added by a source term. Neverthe-
less, Brunini et al. (2011) found pc = 0.661±0.003 for nucleation and growth of 2D disks.
This is slightly lower than the value obtained for continuum percolation modeling of uni-
form overlapping 2D disks, pc = 0.6764 ± 0.0009 (Lorenz et al. 1993). Thus, for both
2D and 3D geometries, nucleation and growth-type models where coarsening occurred
simultaneously with growth resulted in lower values of pc than continuum percolation
models.

Conclusions
In this work, the growth and interconnection of fission gas bubbles in the hotter cen-
tral region of U-(Pu)-Zr nuclear fuel was simulated using a Cahn-Hilliard model, with
a single defect species that was generated uniformly throughout the fuel matrix with a
source term. Because the diffusion coefficients of the relevant defect species in U-(Pu)-Zr
have not been fully determined, the defect species diffusivity in the Cahn-Hilliard model
was varied parametrically with constant initial bubble number density and source term
strength to determine its effect on microstructure. Higher defect diffusivity simulations
initially had a more rapid increase in bubble volume fraction and bubble surface area with
time, as the higher diffusivity allowed defects to diffuse from the matrix where they are
generated to the bubbles more rapidly. However, once the bubbles began to interconnect,
the surface area of the higher diffusivity simulations decreased relative to lower diffu-
sivity simulations, as the higher defect diffusivities allowed coarsening to proceed more
rapidly. A characteristic length scale of the inverse of the surface area per unit volume,
S−1
v , was determined for the varying diffusivity simulations; S−1

v remained significantly
smaller than the dimensions of the simulation domain in each case, increasing confidence
that the simulation domain is large enough to obtain reasonable statistics.
The fraction of bubbles vented to an external surface of the simulation domain, fV ,

was also quantified for simulations with varying diffusivities and for five different initial
bubble position configurations. The increase in fV occurred mostly between porosity p ≈
0.25 and p ≈ 0.3 for each simulation. The percolation threshold was also determined for
these simulations. Mean values for differing diffusivity cases were in the range of 0.254 to
0.265. Thus, although the microstructures for different diffusivity cases had significantly
different morphologies, the interconnection and percolation properties remained similar
to each other. The effect of varying initial bubble number density N was also considered.
Increasing values of N did appear to cause interconnection to happen at lower porosities,
as quantified by trends in the plots of fV versus p and by the calculated values of pc.
The simulation results were analyzed to parameterize engineering-scale models of

fuel swelling and gas release in the fuel performance code BISON. For the simpler
swelling model UPuZrGaseousEigenstrain, the interconnection initiating porosity
was determined to be pi = 0.263, and the interconnection terminating porosity was deter-
mined to be pt = 0.280. For the viscoplastic swelling model (Matthews and Unal 2019),
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the parameters of the interconnection function I(p) of Eq. (15) were determined to be
pstart = 0.198 and pend = 0.327.
The simulation results were also compared to existing percolation models. The previ-

ously studied geometry that is most similar to the present simulations is the continuum
percolation of overlapping 3D spheres. The percolation threshold for this configuration
is slightly larger than the values of percolation threshold found for our simulations. In
addition to the difference in morphology, this difference may also be partially due to
the manner in which porosity is determined in our simulations, where swelling of the
surrounding fuel matrix is assumed as bubbles grow. Such swelling is not considered in
continuum percolation models.
Based on the present results, future experimental work should focus on determining

the characteristics of the bubble population at the early stages of swelling, particularly the
bubble number density at low burnup. The size distribution of bubbles in the early stages
may also be used to determine whether the assumption of one-off nucleation, as used
in these simulations, is valid, or whether a model that includes simultaneous nucleation
and growth should be used for future work. Finally, as further increases in computational
power are available, improvements in code efficiency are made, and defect parameters
such as diffusion coefficients become available, future phase-field simulations should shift
to a more physical model that includes vacancies and gas atoms as independent defect
species.
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