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1  Introduction
What is SDN network? SDN separates the control layer from the data layer of network 
equipment when compared with the traditional network, and each controller adminis-
ters a range of switches, which makes the network more automatic and the elastic con-
trol of network traffic becomes a reality. Meanwhile, SDN network is mainly composed 
of three-layer architecture, application layer, control layer and data layer. Each layer has 
its own unique functions, so that the operability of SDN network can be significantly 
better than the traditional network. At the moment, it provides a better stage which we 
can develop the core network.

At the same time, SDN starts to develop comprehensively in the Internet of Things 
(IoT) due to the advantages of SDN. With the continuous growth of mobile data ser-
vices in mobile network, more stringent requirements are put forward for low latency 
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and high performance in mobile network. The exponential growth of mobile communi-
cations has significantly improved the quality of human interactions regardless distance 
[1–5]. Therefore, we need some new technology which can better deal with the chal-
lenges of 5G, including security, availability, reliability and so on. The scheme is carried 
out in document [6] provides users with a secure and reliable IoT environment, which 
well preserves users’ privacy. Literature [7, 8] came up with a new architecture of the 
Internet of Things, such as SDN/NFV (Network Functions Virtualization). These archi-
tectures are built on SDN to achieve high reliability and availability of the network.

We know that the scheme of controller placement will have an impact on the reliabil-
ity, communication latency and stability of the network in some degree. The distribution 
of controllers affects the overall performance of the network directly, such as network 
communication delay is an important index. In the literature [9–14], the question of 
SDN controller placement has been studied specifically, Killi et al. studied the control-
ler layout in SDN, and proposed the communication delay between switch, and control-
ler was one of the optimization goals. At the same time, Alowa and Fevens proposed 
that the key to the problem lies in minimizing the communication delay between the 
switch and the controller when studying the controller layout in SDN and so on. Hel-
ler et  al. [15] first studied the influence of controller placement on average delay and 
maximum delay in the literature, and proposed the communication latency as the main 
consideration when we make a scheme of the development of controllers. Yao et al. [16] 
attached great importance to the significance of the communication delay in the traffic 
load between the controller and the switch.

As we know, the location problem of the controller in SDN can be simplified as the 
coverage matching problem [17–19] or the dominant set problem [20]. Therefore, in 
the literature [21], Julili et al. further studied the randomization mechanism of greedy 
population. Literature [22] further studies the work in the literature [23] on the basis of 
paper [24] and proposes a controller distribution method for multi-objective perception. 
In the literature [25–27] emphasizes the two disadvantages of the physical centralized 
SDN control plane (scalability and reliability) and compares two multi-objective control-
ler layout methods that deal with performance and reliability indexes simultaneously.

Therefore, the research on the layout of multiple controllers in SDN networks has 
become popular, such as DevoFlow [28], Onix [29], HyperFlow [30] and Kandoo [31].

We also found that some clustering methods can be used for controller distribution 
problems. These algorithms can often calculate the reasonable controller layout scheme 
efficiently.

In the literature [32], Alex Rodriguez et al. put forward a new way of thinking about 
clustering which name is DPC algorithm. In this algorithm, two concepts of local den-
sity and relative distance are proposed for clustering. By calculating these two indexes, 
regional division and cluster center judgment are performed. However, this algorithm is 
too simple in the judgment of noise points and does not reasonably calculate the cate-
gory of noise points. At the same time, after the noise point is introduced, the local den-
sity of the sub-cluster will change correspondingly, and the center point will also change 
accordingly, but the algorithm does not take this into account.

For the purpose of solving the problem of controller deployment which is related to 
SDN networks, this article comes up with a multi-controller deployment algorithm 
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which in the light of the DPC algorithm and the network partition—optimized DPC 
algorithm, and the optimized DPC algorithm is a clustering algorithm essentially. The 
SDN network region is divided into the several network partitions according to the 
quantity of controllers.

Next, we calculate the center of each subnetwork region and use this point as the 
deployment point for the controller. We borrowed the idea of triangle stability which 
is from BeeDPC algorithm and introduced the SC evaluation index [33] on the basis 
of DPC algorithm. The purpose of doing these is to reduce the impact of the trunca-
tion distance in the DPC algorithm. At the moment, we introduce the closeness cen-
trality to determine the best controller placement scheme for each sub-network area. 
In the performance evaluation, for comparison purposes, K-means algorithm, opti-
mized K-means algorithm, optimal placement algorithm and optimized DPC algo-
rithm are applied to the same topology (OS3E Internet2 Topology) for comparison. 
Experimental results show that the algorithm in this paper produces the best perfor-
mance. And now, we will give a diagram which is about the relationship between the 
SDN and Optimized DPC algorithms.

In Fig. 1, the optimized DPC algorithm is used to divide the network area and opti-
mize the method of judging the classification of noise points. Next, we further intro-
duce related measurement indicators to recalculate the clustering center to make the 
clustering effect better.

According to the above, our main contributions in this paper are as follows:

1	 We introduce triangular stability to calculate the attribute categories and regional 
division of noise points based on the DPC algorithm.

Fig. 1  The result of DPC algorithm acting on network topology. It is a diagram which is about the relationship 
between the SDN and optimized DPC algorithms
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2	 After the initial attribution of all data points, we completed the second regional divi-
sion according to SC evaluation indicators.

3	 Determine the center point of each subregion by calculating the proximity centrality 
of each subregion node.

In the remainder of this article, the II part introduces related work which describes 
the achievements of predecessors in this direction and a brief introduction to the work 
we have completed. In the third part, we use the corresponding mathematical algorithm 
to express the problem and give the relevant index to estimate the implementation effi-
ciency of the algorithm we proposed—average communication latency. For this prob-
lem, we use the optimized DPC algorithm to build the relevant mathematical model and 
explain how to use the mathematical model to solve this problem. The fourth part gives 
the simulation results of the improved DPC algorithm. The fifth part introduces the per-
formance analysis of the optimized algorithm when compared with other related algo-
rithms. The sixth part gives the cost–benefit analysis of deploying the controller on the 
Internet2 OS3E topology diagram. The seventh part gives some discussions about the 
research article which include the implications of the findings and the highlight limita-
tions of the study. The seventh part gives a summary and generalization of the article. 
Finally, the eighth part gives the list of abbreviation which is introduced in the article.

2 � Related work
In the introduction part of the literature, we reviewed the technical concepts and 
research trends of network area division in SDN, and we also learned about the DPC 
algorithm and related concepts of the improved DPC algorithm we proposed. In order 
to produce better contrast effect, the following three sections will introduce four algo-
rithms. The traditional K-means algorithm, The optimized K-means algorithm, The opti-
mal placement algorithm and the optimized DPC algorithm.

2.1 � The traditional K‑means algorithm

In the literature [34–36], traditional K-means algorithm is mainly used to calculate 
network sub-regions and regional center points. However, we know that the k-means 
algorithm conducts clustering with K points in the space as the center. Meanwhile, the 
remaining data points close to them are classified by iterative method, and the values 
of each clustering center are updated in this process, so as to obtain the best cluster-
ing result. However, K-means algorithm has obvious disadvantages. Because K-means 
requires the artificial designation of initial clustering centers, the problem is that dif-
ferent initial clustering centers have a huge impact on the final results. Meanwhile, the 
final result obtained by K-means algorithm can only be guaranteed to be locally optimal. 
Most importantly, the K-means algorithm cannot properly handle noise points.

2.2 � The Optimized K‑means algorithm

The paper [37] makes some improvements on K-means algorithm. This algorithm is still 
K-means algorithm in essence, but at the same time of partitioning molecular regions, 
the longest distance in each subnet is cut, and the vertex of the longest distance is used 
as the starting point of the next subnet segmentation, so as to shorten the delay in the 
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network. This algorithm is also limited by the selection of the initial clustering center, 
but compared with the traditional K-means algorithm, it can better obtain the clustering 
effect.

2.3 � The optimized placement algorithm

Literature [38] proposed a kind of optimal placement algorithm, the core of which is 
the greedy algorithm. The initial input of the algorithm is K controllers and topology 
G(V, E), V is node set and E is link set. Optimal placement algorithm is output through 
several iterations. During an iteration, the input data for the current iteration is the out-
put of the previous iteration. In many cases, the final output is not the best, but it can 
be accepted by people. At the same time, the computational scale of the algorithm will 
increase exponentially with the increase in the data scale.

2.4 � The optimized DPC algorithm

We come up with an optimized DPC algorithm which is aimed at dealing with the ques-
tion of poor aggregation in low density areas and the division of noise points. This algo-
rithm not only simply judges the distance between the noise point and the center of mass 
of each network region to judge the noise point to the attribution, but also introduces 
the SC measurement indicator and drawing on the idea of triangular stability between 
points and points, which reduces the impact of truncation distance, so as to more rea-
sonably divide the network region. Next, in order to give a more reasonable deployment 
scheme, we calculate the tight centrality of all nodes in each network region, and find the 
optimal development scheme of controllers, so as to reduce the average communication 
delay of the whole network.

3 � Methods
3.1 � The evaluation index

There are three indicators for evaluating SDN network performance: the communication 
latency between the data layer and the control layer, the information synchronization 
latency at the control layer, and the controller load balancing. In this paper, we chiefly 
consider the communication latency between the control and data layers.

We know that the Euclidean distance needs to be used in the clustering algorithm, and 
there is no direct Euclidean distance between the switches in the SDN network. There-
fore, we can imagine the SDN network as a topology and apply G(V ,E) to describe the 
SDN Network Topology. This topology diagram is a weighted undirected graph where 
V represents a switch and E represents the physical link (the communication latency 
between switches and controllers). K indicates the quantity of controllers to be placed. 
At the same time, the amount of network partitions is worked out based on the magni-
tude of K  , which represents the quantity of subnets divided by this algorithm.

By definition, the average latency is the quotient of the sum of the shortest latency 
from all SDN switches in the entire software-defined network to its controller and the 
number of switches. The average latency reflects the SDN network transmission, and the 
value of the overall latency is also an important performance indicator for evaluating the 
quality of an SDN network. The formula is as follows:
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In this formula, d(v, k) represents the propagation communication delay between 
switch v and controller k , v represents switch set, k represents controller set, and N  is 
equal to the number of switches.

3.2 �  Algorithm optimization

This algorithm which we put forward is uniform to the cluster clustering problem. The 
optimized DPC algorithm is based on the DPC algorithm and optimizes the classification 
method of cluster-like data points to solve the problems in the DPC algorithm, such as: (1) 
truncation distance greatly affects the clustering results. (2) The point category judgment 
between adjacent clusters (noise point) is unreasonable. (3) The clustering results are not 
ideal at low density. Consequently, this article performs clustering in the light of the DPC 
algorithm clustering principle and makes related improvements, thus giving a more reason-
able set of cluster points and data points, so as that we have ability to deal with these ques-
tions more reasonable. Thereby, the average communication latency can be reduced. So as 
to better introduce the optimized DPC algorithm, we introduce the DPC algorithm firstly.

The DPC algorithm is in the light of two basic assumptions:

Assumption 1  The local density of the cluster center is greater than the density of the 
surrounding nodes.

Assumption 2  The distance among the cluster focuses is comparatively far.

In order to find the cluster center which satisfies these two conditions, the DPC algo-
rithm introduces the concepts of relative distance and local density.

The DPC algorithm works out the relevant information (relative distance and local 
density) of the data points. Next, it will generate the corresponding decision diagram 
where the abscissa is the relative distance and the ordinate is the local density. According 
to the data of the decision map which we generate, we set the points which have higher 
local density and relative distance as the cluster center, and then, we mark the points 
which have lower local density but higher relative distance as noise points. Next, what 
we need to do is allocate the remaining points on the line. The principle of allocation is 
to allocate every remaining point to the cluster center with its nearest neighbor and a 
local density greater than it. The DPC algorithm is in the light of fast searching and finds 
peaks in density which is a clustering algorithm essentially. Generally, this algorithm can 
be applied to the network partition. The main steps are as follows:

Algorithm 1: The standard DPC algorithm

Step 1: Compute the shortest path between the points

Step 2: Set the truncation distance and generate the decision graph which is including relative distance and 
local density

Step 3: Select the corresponding points from the decision graph according to the quantity of network regions. 
These points should meet the conditions which have high relative distance and local density

Step 4: After we finished step1 – step3, some points are sorted, and some noise points may be generated. Next, 
we allocate the noise points in the light of the distance between points and the cluster center

Tavg =
1

N

n
∑

v∈V

min
k∈K

d(v, k)
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And now, we will give a detailed explanation of these four parts.

Step 1 The distance between each data point will be entered as an algorithm in the 
form of a distance matrix.
Step 2 Generate decision diagram. We compute the local density and the relative dis-
tance of every data point. Next, we generate the decision diagram which horizontal 
axis is local density and vertical axis is relative distance.
Step 3 Select the cluster center in the midst of the data points. Using the relevant 
data of the decision diagram we generated in step 2, the point with higher local den-
sity and higher relative distance is marked as the cluster center, and the point which 
has higher relative distance but lower local density is marked as the noise point.
Step 4 Complete the allocation of the remaining points. The principle of allocation is 
to allocate every remaining point to the nearest cluster center.

Nevertheless, the DPC algorithm has undeniable defects: firstly, this algorithm intro-
duces the parameter of truncation distance in computing the local density, and the 
setting and selection of this parameter are artificially performed in this process. The 
selection of the truncation distance directly affects the simulation results. Secondly, the 
selection of the cluster center point is completed through human–computer interac-
tion, which increases the instability and the nondeterminacy of the simulation conse-
quence. Once a point is misjudged, this will have a direct effect. There are noisy points in 
the DPC algorithm, and there are a number of uncertain points. The network topology 
graph is used to divide the network area to ensure that all nodes must be included. So as 
to decrease the influence of the truncation distance and ensure the generation of better 
cluster centers and better network partitions, we refer to relevant ideas in the BeeDPC 
algorithm and introduce the two indicators of cluster-to-cluster separation and cluster 
aggregation. What we have done can not only more accurately judge the clustering of 
data points, but also improve the sensitivity of the DPC algorithm to the data points 
between clusters, and enhance the stability and reliability of the results.

The parameters used in this mathematical model are summarized in Table 1.
The optimized DPC algorithm includes two network region partitions and one con-

firmation of the center of the sub-network region. The first clustering is a preliminary 
clustering of all data points which can classify all data points. And the second clustering 
is to perform secondary clustering on the switch nodes in dispute after classification to 
complete the network partition. Finally, we will confirm the location of the center point 
of each network area. The essence of the first clustering is to confirm the number of net-
work regions. We quote the relevant parameters in the decision graph and generate the 
local density ρi and the relative distance δi in the light of the DPC algorithm. Next, we 
introduce the parameter �i(�i = ρi · δi) , and arrange �i from small to large. The number 
of zones depends on the number of controllers K we deploy. The optimized DPC algo-
rithm is as follows:
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Algorithm 2: The optimized DPC network partition algorithm

Step 1: determine the shortest path among points on the authority of the Dijkstra algorithm, and generate the 
distance matrix

Step 2: Take the distance matrix as input and determine the data information of every point which contains 
relative distance and local density by DPC algorithm

Step 3: Classify the switch nodes according to the DPC algorithm for the first time

Step 4: Complete the second region division of switch nodes according to the idea of triangular stability, and 
record the disputed nodes

Step 5: Complete the judgement of the disputed area attribution according to the SC evaluation indicators

Step 6: Compute the center points of each network region according to comparing the closeness centrality of 
each switch node

Next, we will combine the questions in the article to give a detailed plan for each step.

3.2.1 � Generate the decision graph by first clustering

The first step is to generate the corresponding decision graph for initial classification. 
The network topology diagram composed of switch nodes in an SDN network is an 
undirected graph, and there is no directly connected Euclidean distance. Therefore, we 
determine the shortest path between points by applying the Dijkstra algorithm and store 
these data in a matrix to replace the Euclidean distance. Because the SDN switches are 
randomly distributed in the region, we will two-dimensionally make the ground surface 
into a property with two attributes of horizontal coordinate x and vertical coordinate y, 
and set n switches as data points in two-dimensional space. set S = {s1, s2, . . . , sn}.

This algorithm supplies two approaches to calculate the local density of switch nodes. 
We know that there are two methods to cope with this question which name is kernel 
distance method and cutoff distance method. For the calculation of local density, we 
can choose each one of these methods. The formulas for the cutoff and nuclear distance 
methods are as follows:

ρi =
∑

i �=j

χ(dij − dc),χ(x) =

{

1 if dij − dc < 0
0 others

Table 1  List of notation

Parameters Meaning

ρi Local density

δi relative distance

dij Euclidean distance between switch node si and switch node sj
dc Truncation distance

hpi Relatively high density point

cj Ith subnet area

Sep Sub-network regional separation

Comp Degree of aggregation within the sub-network area

vi Controller nodes

c or k The number of controllers

uij The degree to which the switch sj belongs to the controller node vi
si Switch nodes

m Weight index
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or

The principle of dc is as follow: we sort the distances incrementally, and find the appro-
priate value in the first 1–2% of the sorted distance and use that as the value of the trun-
cation distance dc.

Next, sort the local density ρi of all switch nodes in descending order:

ρq1 is the point of maximum local density, and its relative distance is the maximum 
value (maximum distance) of the entire switch node set to that point. For other points, 
the relative distance of these points is the shortest distance between this point and other 
points with greater local density value.

We generate a decision diagram based on the relative distance δi and the local density 
ρi we obtained, where ρi is the horizontal axis and δi is the vertical axis. Next, we intro-
duce the parameter �i.

The first step is to sort �i in descending order. Next, we select the data point corre-
sponding to �i according to the number of controllers. This switch node is used as the 
controller node which is assigned at the first time.

3.2.2 � The first partition of the network and the classification of switch nodes

The purpose of this step is to classify and judge other switch nodes except the control-
ler node. First, all switch nodes are allocated according to the allocation principle of the 
DPC algorithm, which means that each remaining node is allocated to the sub-network 
area where the nearest switch node whose local density is greater than him is located. 
Next, reclassify other switch nodes (including noise points) and label these nodes, which 
means finding the nearest high density value point hp1 to the next closest high density 
value point hp2. If hp1 and hp2 belong to the same subnet area, then the node is part 
of subnet ci . Otherwise, the ownership of the node is considered to be different, which 
indicates that it can belong to both hp1 and hp2.

3.2.3 � Secondary classification of controversial switch nodes

After all the switch nodes have completed the secondary classification, the objection-
able nodes will be judged. After the first clustering, the nodes include classified switch 
nodes and disputed switch nodes. The classified nodes include the controller nodes and 
the switch nodes to which the sub-network area belongs. Next, we perform secondary 
clustering on the switch nodes that are in dispute. Since the switch nodes in dispute may 

ρi =
∑

i �=j

e

(

dij
dc

)2

ρq1 ≥ ρq2 ≥ ρq3 · · · ≥ ρqn

δi =

{

maxi �=j(δj) if ρi = max(ρn)
minj:ρi>ρn others

�i = ρi · δi
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belong to the subnet ci or cj , we introduce here the two levels of inter-cluster separation 
and intra-cluster aggregation.

The concept is to indicate the degree of separation between network partitions and 
the degree of aggregation within the network partition, rather than simply judging the 
distance from an undefined switch node to a controller node in two network regions. 
The degree of separation between clusters represents the separation effect between two 
clusters. The higher the degree of separation between clusters, the better the separation 
effect of clusters is. The degree of clustering within a cluster represents the clustering 
effect of a class cluster. The lower the degree of clustering within a cluster, the better the 
clustering effect is. At the same time, we introduce the SC metric to represent the inter-
cluster separation Sep and the intra-cluster aggregation degree Comp. The SC metric is 
defined as:

Sep indicates the degree of separation between sub-network regions. The formula is as 
follows:

where max µij < α

(

α ∈

[

1
c , 0.6

])

 and m generally ranging from 1.5 to 2.5. The degree of 

separation between sub-network regions indicates the degree of separation between dif-
ferent sub-network regions. A larger value indicates that the separation between differ-
ent sub-network regions is more obvious.

Comp represents the degree of aggregation within the sub-network area, and the spe-
cific definition formula is as follows:

where max µij < α

(

α ∈

[

1
c , 0.6

])

 and m generally ranging from 1.5 to 2.5. The degree of 

aggregation within a sub-network area indicates the degree of compactness within a 
sub-network area. The smaller the value, the more compact the sub-network area.

Therefore, the larger the SC, the better the network area division effect is. Calculate 
the SC metric for each uncertain switch node and select the sub-network area to which 
the SC metric is the largest.

3.2.4 � Calculate the SC measurements for all disputed points until the partitioning of all switch 

points is complete

Repeat the evaluation until the clustering of all switch nodes is completed.

3.2.5 � Introduce the closeness centrality index and confirm the final position of the controller

The node of the controller where we arrange is the center of the network in each net-
work partition. Next, we calculate the closeness centrality of each node for the sake of 

SC =
Sep

Comp

Sep =
1

c

c
∑

i=1

n
∑

j=1

µm
ij ·

∣

∣

∣

∣

∣

si −
1

c

c
∑

i=1

vi|
2 ×min

i �=i
′
|vi − vi′

∣

∣

∣

∣

∣

Comp =

√

1+
1

c

c
∑

j=1

1

�i

ne(i)
∑

j=1

µm
ij |xi − vi|

2, �i =

ne(i)
∑

j=1

µij
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guaranteeing the stability and dependability of the network, and the position of the con-
troller node in the corresponding network is obtained through the calculation results.

In this section, closeness centrality indicates how difficult it is for the node to reach 
other nodes. Its value is the inverse of the average distance from all other nodes, and the 
formula is defined as:

Among them, N  indicates the amount of switches that the network partition includes. 
Meanwhile, dis represents the minimum communication latency betwixt the controller vj 
and the switch si.

The greater centrality of a point, the shorter the communication latency betwixt the 
controller and switches is. Therefore, on the basis of step 1–step 5, we calculate the 
closeness centrality of each node in each network partition, and set the one which has 
the highest closeness centrality as the final deployment location of the controller.

4 � Simulation on the OS3E topology
In this section, so as to verify the correctness and stability of the algorithm we perform 
simulation experiments on the Internet2 network topology. In this SDN network topol-
ogy diagram, each city is regarded as a switch node, and the distance between nodes is 
calculated at the same time. Meanwhile, we assume that light travels at v in a vacuum, 
but it does not travel at the same speed in other media. In ordinary fibers, the effective 
speed of light is reduced by 31%, so we determine the communication latency among 
nodes in the light of dividing the distance between points by two-thirds the speed of 

Cv =
N

∑

i �=j dis

Fig. 2  The decision map which includes 34 switch point. x axis: ρ : This symbol represents the local density 
of switch nodes, which means the size of the number of data points in a certain area. y axis: δ : This symbol 
represents the relative distance of switch nodes, but the calculation of this value can be divided into two 
cases. Case 1: for the switch node with the highest density, because of there is no switch node with higher 
density, its relative distance is defined as the maximum distance between the switch node and all other 
switch nodes. Case 2: for other switch nodes, the relative distance is defined as the shortest distance between 
the switch node and other switch nodes with higher local density
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light. Next, we calculate the shortest path which is based on the Dijkstra algorithm to 
replace the Euclidean distance between points. First, the decision graph of the topology 
graph is calculated, and the result is shown in Fig. 2.

Next, based on the triangle stability idea of the BeeDPC algorithm and the judgment 
of the SC metrics, the sub-network area belonging to the switch node is judged. The 
position of the controller is determined by optimized DPC algorithm. In general, the 
average latency will decrease with the quantity of controllers increasing in the network. 
The distribution of the quantity of controllers from 1 to 6 is shown in Fig. 3.

It can be easily seen that the placement positions of the controllers are at the center of 
the cluster-like cluster, which can ensure that the network topology diagram has good 
reliability and stability. In light of the clustering principle the average latency from the 
switch to its controller in its network partition is also the smallest. Figure 3 demonstrates 
the optimal position for the number of controllers from 1 to 6. We found that we should 
place the controller in Chicago when the number of controllers is 1 so that we can mini-
mize the average latency. And the controller should be placed in Chicago and Salt Lake 
City when the number of controllers is 2. When the number of controllers is 3, the con-
trollers should be located in Washington, Salt Lake City, and Nashville so that we can 
minimize the average latency. And when the number of controllers is 4, the controllers 
should be located in Washington, Nashville, Houston, and Seattle. When the number of 
controllers is 5, the controllers should be located in Washington, Nashville, Houston, 
El Paso, and Seattle. Finally, the controllers should be located in Washington, Nashville, 
Houston, El Paso, Salt Lake City and Seattle when the number of controllers is 6. These 
locations can balance high density and low density, so as to better control the average 
latency in the SDN network and improve the utilization efficiency of the network.

5 � Performance evaluation
In this section, we obtained the average communication latency in different quantity of 
controllers when it was calculated by k-means algorithm, optimized k-means algorithm 
and optimal placement algorithm, and compared the simulation results of the three 
algorithms with the results of the optimized DPC algorithm.

Fig. 3  The position distribution of the controllers (from 1 to 6). The distribution of controllers on the OS3E 
topology when the number of controllers is from1 to 6
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First we compare K-means algorithm with the optimized DPC algorithm. In order to 
verify the communication latency when the number of controllers is 3, 4, 5 and 6, we ran 
the standard K-means algorithm on the Internet2 OS3E network topology diagram 200 
times and obtained 200 sets of communication Latency data. As shown in Fig. 4.

Next, calculate the average of the results obtained from the 200 experiments, record 
the minimum latency when the controller is 3, 4, 5, 6 and compare it with the results of 
the optimized DPC algorithm, as shown in Fig. 5.

On the basis of the data in the above figure, we know that when the number of control-
lers is 3, 4, 5 and 6, we can know that the average latency obtained by optimized DPC 
algorithm is lower than K-means algorithm form this picture. We know that k-means is 
a traditional clustering algorithm. The clustering results of this algorithm are often not 
globally optimal. Meanwhile, the processing of noise points by k-means algorithm is only 
a simple process. But some new definitions of the Optimized DPC algorithm address 
them. Therefore, it can be seen from the figure that with the increasing number of con-
trollers, both the average delay and the minimum delay of k-means algorithm are lower 
than optimized DPC algorithm. Therefore, optimized DPC algorithm has obvious pro-
gress and improvement in solving optimized clustering and noise point processing.

The average communication latency of the optimized DPC algorithm, optimized 
K-means algorithm and optimal placement algorithm under different quantity of con-
trollers is shown in the following Fig. 6.

Fig. 4  The average latency obtained by the standard K-means algorithm 200 times (Internet2 OS3E). x axis: 
test times: According to the k-means algorithm, we calculated the deployment positions of controllers 200 
times when the number of controllers is 3, 4, 5 and 6. y axis: average latency (ms)
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As we can see from this picture that when the quantity of controllers is from 1 to 6, the 
average latency we calculated by the optimized DPC algorithm is the lowest among these 
algorithms, and we know that the lower the time delay, the more efficient the algorithm. 

Fig. 5  Comparison of latency under different algorithms. x axis: number of controllers. y axis: latency(ms): 
Among the 200 experimental data obtained by K-means algorithm, we calculate the average communication 
delay and the minimum communication delay, and compare these data with the optimized DPC algorithm

Fig. 6  Average latency of three algorithms with different controller numbers. x axis: number of controllers. 
y axis: average latency (ms): The figure shows that the average communication delay on the OS3E topology 
is calculated by the optimized DPC algorithm, the optimized k-means algorithm and the optimal placement 
algorithm respectively. And then, the data values we calculated by these algorithms are compared with each 
others
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Therefore, we found an algorithm that can effectively reduce the network communica-
tion delay of OS3E topology.

When k = 1, the average latency of the optimized K-means algorithm is 1.001 times 
that of optimized DPC algorithm, and the average latency of the optimal placement 
algorithm is 1.113 times that of optimized DPC algorithm.

When k = 2, the average latency of the optimized K-means algorithm is 1.002 times 
that of optimized DPC algorithm, and the average latency of the optimal placement 
algorithm is 1.034 times that of optimized DPC algorithm.

When k = 3, the average latency of the optimized K-means algorithm is 1.033 times 
that of Optimized DPC algorithm, and the average latency of the optimal placement 
algorithm is 1.099 times that of optimized DPC algorithm.

When k = 4, the average latency of the optimized K-means algorithm is 1.089 times 
that of optimized DPC algorithm, and the average latency of the optimal placement 
algorithm is 1.296 times that of optimized DPC algorithm.

When k = 5, the average latency of the optimized K-means algorithm is 1.044 times 
that of optimized DPC algorithm, and the average latency of the optimal placement 
algorithm is 1.481 times that of optimized DPC algorithm.

When the quantity of controllers is 6, the average latency of the optimized K-means 
algorithm is 1.0498 times that of optimized DPC algorithm, and the average latency of 
the optimal placement algorithm is 1.605 times that of optimized DPC algorithm.

Therefore, the optimized DPC algorithm has a significant effect on reducing the 
average communication latency when compared with the three algorithms which 
include K-means algorithm, the optimal placement algorithm and the optimized 
K-means algorithm.

6 � Cost–benefit evaluation
The question of how many controllers should be used which depends on the different 
network topologies. Different network topologies have different numbers and loca-
tions of deployed controllers. In V part of the simulation experiment we learn that we 
can determine the average delay of the internet2 OS3E network topology with different 
numbers of controllers in the light of the optimized DPC algorithm. At the same time, 
the average communication latency will gradually decrease with the quantity of control-
ler increasing. But choosing the right number of controllers directly affects the cost of 
building the network.

Here, we define a benefit–cost ratio, the formula is:

where alk represents the average latency when the quantity of controllers is k and all rep-
resents the average latency when the quantity of controllers is 1. Accordingly, on the 
basis of this formula we get the benefit–cost diagram (Fig. 7).

We can see that the benefit–cost ratio is gradually decreasing. We need three con-
trollers to cut down half of the average communication latency that when the quan-
tity of controllers is 1, and its slope begins to decrease with the quantity of controllers 

ratio =
alk

al1
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increasing. Consequently, we can reduce the cost to the greatest extent and obtain 
higher benefits when k = 3.

7 � Discussion and conclusion
Because of the restriction and obstruction of realistic factors, the traditional network 
is more and more difficult to meet the needs of the development of modern network, 
which results in the emergence of SDN network. At the moment, the deployment of the 
controller in SDN network also affects the communication quality in the Internet. In the 
existing SDN controller deployment research scheme, the main deployment algorithm is 
to divide the network area. When compared with several existing controller deployment 
algorithms, the controller deployment scheme obtained by optimized DPC algorithm 
can effectively reduce the communication delay in SDN, which can also improve the reli-
ability and stability of the network.

But at the same time, there are some limitations in this study. For example, in the 
process of designing the controller deployment algorithm, we did not consider the traf-
fic load between the controller and the switch, but just divided the SDN network area. 
Although we found a more optimized controller deployment scheme, the management 
overhead of network traffic may be large in the actual network traffic scheduling process.

In the course of our research, it is known that the design of the controller deployment 
scheme is to divide the existing network area into several sub-network areas, but it is a 
huge problem to choose which method to divide reasonably. After compared with sev-
eral existing controller deployment algorithms, we find that they all have some prob-
lems. For example, the K-means algorithm adopts iterative algorithm and only considers 
the local optimization of controller deployment. Therefore, in order to reduce the impact 

Fig. 7  Cost–benefit ratios diagram, higher is better. x axis: number of controllers. y axis: Cost–benefit ratios 
for optimized average latency. We define a benefit–cost ratio to represent the cost of building the network. 
This value can reflect the proportional relationship between the communication delay with different number 
of controllers and the communication delay with one controller. By judging the rake ratio of the numerical 
value, we can choose the optimal number of controllers so that we can get higher benefits
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of these problems, we found the DPC algorithm which is a clustering algorithm based on 
fast search and peak density detection. This algorithm can overcome the shortcomings 
of general clustering algorithm in data requirements, and achieve efficient clustering of 
arbitrary shape data, which is more in line with the deployment of real switches.

However, this algorithm only calculates the distance between the points of some 
sub-regions and the center points of each sub-region, then compares the distance and 
divides the points into the nearest region. But in some cases, this simple calculation 
method is obviously not feasible. Therefore, we need to introduce some other measure-
ment schemes to calculate this point. So we find the SC metric, which is a reasonable 
way to divide these points by comparing the intra cluster compactness and inter cluster 
separation. In this way, the impact of the original DPC algorithm defects can be reduced. 
Perhaps the impact of this defect application in the actual situation is very small, the 
impact may be just a dozen of switches. However, in the case of global consideration, our 
measurement algorithm can optimize the controller deployment scheme as a whole.

The optimal deployment of controllers in SDN networks is a huge challenge and one of 
the difficulties faced by the future development of modern networks. So that to solve the 
controller layout question, the thought of partitioning the network region is put forward. 
In this article, we use the DPC clustering algorithm as the basis, and combine the idea 
of triangle stability in the BeeDPC algorithm with the SC metric so that we can solve 
the problem of controller placement in the WAN more reasonable, which means that 
we can mathematically model the placement of the controller from the perspective of 
reducing the average communication latency. At the same time, we also introduce the 
closeness centrality to calculate the position of the controller. The controller deployment 
problem is still a clustering problem in nature, so we can simplify the controller deploy-
ment problem to the problem of finding the optimal cluster center point. We perform 
simulation experiments on the Internet2 OS3E network topology diagram. At the same 
time, it had already compared with several kinds of algorithms under different quantity 
of controllers. The simulation experimental results which are in the light of the opti-
mized DPC algorithm demonstrate that the novel scheme of the controller deployment 
has the lowest average latency, which can effectively improve network performance and 
improve communication quality between switches. Finally, we know that when the num-
ber of controllers is three, we can minimize the network construction cost on the OS3E 
network topology map and achieve greater benefits.
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