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Abstract

In future 5G communication system, radio resources can be effectively reused by cognitive radio networks (CRNs),
where a lot of secondary users (SUs) are able to access the spectrum of primary users (PUs). In this paper, we analyze
the optimal spectrum access and power control of SUs on multiple bands with the target of maximizing the average
sum rate (ASR) of SUs. Specifically, based on the stochastic geometry, the random distributions of PUs and SUs are
modeled by Poisson point processes (PPPs), based on which we derive out the closed-form outage probabilities and
obtain the ASR of SUs. Then, we formulate the maximization problem of ASR on multiple bands under the constraints
of outage probabilities. With the help of convex optimization, the optimal density of SUs is obtained in closed-form
when the power of SUs is fixed. The convexity of ASR is also verified, and we evaluate the optimal power of SUs when
the density of SUs is fixed. Based on these two obtained results, a spectrum access and power control algorithm is
further proposed to maximize the ASR of SUs on multiple bands. Simulation results demonstrate that the proposed
algorithm can achieve a higher maximum ASR of SUs over the average power allocation algorithm, and the density
and power boundary of SUs are constrained by PUs as well as the interference in the networks.
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1 Introduction
The rapid growth of mobile traffic and the explosion of
mobile users makes spectrum shortage more and more
serious [1]. Cognitive radio networks (CRNs) are one of
the most promising solution to improve spectrum effi-
ciency, which can effectively alleviate the traffic demands
by reusing the spectrum of primary users (PUs). In CRNs,
secondary users (SUs) are able to access the spectrum of
PUs and transmit signals without causing serious interfer-
ence to PUs [2]. CRNs also brings a lot of benefits such
as improving data rate, reducing power consumption, and
enhancing spectral efficiency, which make it become an
important part for future 5Gwireless communications [3].
In CRNs, the random distribution of a large number

of SUs significantly aggravate the interference caused by
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spectrum reuse. It is very difficult to model the dedi-
cated interference for every SU in random geographical
distribution, especially when the number of SUs is very
large. Many research works have been proposed to model
and analyze the CRNs with Poisson point process (PPP),
which different network performances such as signal to
interference plus noise ratio (SINR) distribution [4], cov-
erage probability [5], and average spectral efficiency [6].
However, those performance analyses highly depend on
the CRNs which PUs and SUs have already accessed
the networks. Moreover, if the number of SUs is large,
the optimization of spectrum access for performance
enhancement in CRNs is challenging [7].
On the other hand, SUs accessing the spectrum of

PUs makes the power control in CRNs difficult to oper-
ate, especially when multiple frequency spectrum bands
are considered. This is due to the factor that different
number of users may access different bands, and each
user uses different powers to transmit signal on differ-
ent bands. Moreover, each terminal in CRNs has its own
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power limitation, and the reliability of the PUs’ transmis-
sion should also be guaranteed. Therefore, power control
is necessary to improve spectral efficiency [8] and net-
work throughput [9] and reduce the interference in CRNs
[10]. However, combining the spectrum access and power
control of SUs to enhance the network performance, par-
ticularly on multiple bands with power limitation and
random distribution in CRNs, is still needing further
investigation.

1.1 Related works
Spectrum access is very important for SUs in CRNs, since
the communication of PUs in CRNs must be protected at
first [11]. Some early research works focused on the spec-
trum access in the uplink [12] and downlink [13] of PUs,
where both the control and the scheduling were managed
by the base stations (BSs) in CRNs. Based on these works,
a cooperative spectrum sense of other SUs was introduced
to reduce the false detection caused by shadowing fad-
ing [14]. Furthermore, it was proposed that both PUs and
SUs can operate spectrum access in CRNs to improve
the transmission rate, where the network connectivity and
flexibility can be also enhanced [15].
While there have been considerable works on spectrum

access scheduled by some central operator such as BSs
in CRNs, very little attention has been paid to the spec-
trum access under random conditions. The authors in [16]
adopted the random spectrum access of SUs in CRNs,
where the network latency can be reduced by some extra
MAC layer information. Besides, a hybrid spectrum access
methodwas investigated in [17], where both opportunistic
spectrum access and exclusive spectrum access were used
to optimize the network performance. In addition, some
spectrum access schemes were also extended to multiple
bands [18], relay scenarios [19], and so on. However, most
of the existing works considered the spectrum access in
only one or several cells, while the spectrum access of SUs
in a large area, especially for the condition with large ran-
dom geographical user distribution, which still requires
further investigation.

1.2 Contributions
This study aims to optimize the spectrum access and
power control of SUs for maximizing the average sum
rate (ASR) in CRNs. Different from most of the existing
works in the literature, we not only model the random
distribution of the PUs and SUs by PPPs but also con-
sider that the SUs can access the frequency spectrum of
PUs on multiple bands. We evaluate the optimal density
and power of SUs with outage probabilities and power
and density constraints. Based on the analysis, we also
propose an algorithm which considers both the spectrum
access and the power control of SUs. More specifically, the
contributions of this work are summarized as follows:

• With the assumption of random distribution of both
PUs and SUs in CRNs, we model the system as PPPs
and use Laplace transformation to derive the outage
probabilities of both PUs and SUs on one single band.
These results show the requirements to the
transmission of PUs and SUs, which are also the basic
constraints for optimizing the spectrum access of
SUs. Note that our derived results can be further
optimized on multiple bands, which is more
generalized and can include many previously
published works [4, 5, 15, 20, 21] as special cases only
on one single bands.

• The power control is optimized for maximizing ASR
of SUs in CRNs. Our analysis not only considers the
constraints of outage probabilities, power, and
density on multiple bands, but also combines the
optimal spectrum access of SUs. We further prove
the convexity of ASR in the power definition domain
of a secondary network. Then, we get the optimal
density of SUs and optimal power of SUs on each
bands. Based on these results, a spectrum access and
power control algorithm is proposed, which
considers the joint interaction effect between density
and power of SUs. Simulation results demonstrate
that the proposed algorithm can achieve a higher
maximum ASR of SUs over the average power
allocation algorithm. In addition, the density and
power boundaries are constrained by PUs as well as
the interference in the networks, and the ASR of SUs
can be impacted by different powers of PUs. This
new method is different from the previous works only
consider power control on multiple bands [16, 17, 22].

1.3 Outline
The rest of the paper is organized as follows. Section 2
describes the scenario and network model. Section 3
presents the outage probabilities and the definition of ASR
of SUs on multiple bands. In Section 4, we derived the
optimal density and power of SUs which access the spec-
trum of PUs. Moreover, a spectrum access and power
control algorithm is proposed to get the maximumASR of
SUs. Simulation results are shown in Section 5. Last, the
conclusions are summarized in Section 6.

2 Scenario description and networkmodel
In this section, we first describe the scenario of the cogni-
tive radio networks, and then we model the networks with
PPPs. Last, the propagation model is explained in detail.

2.1 Scenario description
As shown in Fig. 1, the CRNs contain the primary net-
work S1 and the secondary network S0. The primary
networks are deployed on N multiple independent bands,
the bandwidths are denoted as Wi, i = 1, 2, . . .N . SUs
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Fig. 1 Scenario of cognitive radio networks

can access the frequency spectrum of PUs. The SUs are
under power control because the communication of the
PUs cannot be seriously interfered. On each band, the
frequency spectrum of the primary network is divided
into several frequency-flat sub-channels by utilizing an
orthogonal frequency-division multiplexing technology.
The full set of the sub-channels can be reused by SUs as
an underlay sharing with the primary network.

2.2 Network models
Based on stochastic geometry theory, following assump-
tions are made:

Assumption 1 The transmitters of secondary network
form a PPP on the two dimensional plane �, which is
denoted as �0 with the density λ0,i on band i, i =
1, 2, . . . ,N. The transmission powers of the SUs are denoted
as P0,i, (i = 1, 2, . . . ,N) on each band.

Assumption 2 The transmitters of PUs form a series of
stationary PPPs on each band, which are denoted as �i

1
with the density λ1,i, (i = 1, 2, . . . ,N) on �. The transmis-
sion powers of the PUs are denoted as P1,i, (i = 1, 2, . . . ,N)

on each band.

Assumption 3 According to Palm theory [23], a typical
receiver of Sj, j ∈ {0, 1} is located at the origin, which does
not influence the statistics of the PPP.

2.3 Propagation models
We consider both path loss and Rayleigh fading as the
propagation models with the following form:

Prx = δPtx|D|−α , (1)

where Ptx and Prx represent the transmitter and receiver
power, respectively, α is the path loss exponent, |D| is
the distance between the transmitter and the receiver. δ

stands for Rayleigh fading coefficient, which has an inde-
pendent exponential distribution with unit mean for every
communication link in the CRNs.
When SUs access the spectrum of PUs, the receiver suf-

fers from the interference generated by transmitters in
both primary and secondary networks. The distribution
of the interfering users in a single network Sj, j ∈ {0, 1}
on band i can be modeled by mark PPP, which is denoted
as �j = {(

Xjk , δjk
)}
, where δjk and Xjk are Rayleigh fad-

ing and the distance from the origin to the node k of
network Sj.

3 Average sum rate of secondary network on
multi-bands

3.1 The outage probability on one single band
The interference received at a typical receiver is generated
by both primary and secondary networks occupying the
specific band, the SINR of network Sn, (n is 0 or 1) on the
ith band at the receiver is

SINRn,i = Pn,iδn0,iR−α
n0,i

∑

j∈{0,1}
∑

(
Xjk ,δjk

)∈�j

Pj,iδjk
∣∣Xjk

∣∣−α + N0
, (2)

where δn0,i and Rn0,i are the Rayleigh fading and the dis-
tance from the desired transmitter to the typical receiver
of network Sn on the ith band, respectively. N0 is the ther-
mal noise. Because the spectrum access of SUs is our main
consideration, which means that the CRNs are interfer-
ence limited, the thermal noise is negligible. Then, SINR
is replaced by SIR (signal to interference ratio) as follows:

SIRn,i = δn0,iR−α
n0,i

In,i,0 + In,i,1
, (3)

where In,i,0 = ∑

(X0k ,δ0k)∈�0

(
P0,i
Pn,i

)
δ0k|X0k|−α , In,i,1 =

∑

(X1k ,δ1k)∈�1

(
P1,i
Pn,i

)
δ1k|X1k|−α . Set Tn,i as the threshold of

SIR on the ith band, the following lemma shows the outage
probability of a typical receiver:

Lemma 1 The outage probability of a typical receiver of
Sn, (n is 0 or 1) on the ith band (i = 1, 2, . . . ,N) satisfies

Pr
(
SIRn,i ≤ Tn,i

) = 1 − e

{

−ςn,i
∑

j∈{0,1}
λj,i
( Pj,i
Pn,i

) 2
α

}

, (4)

where Pr (•) represent the probability, ςn,i = [π�
(
1 + 2

α

)
�
(
1 − 2

α

)]
T

2
α

n,iR
2
n0,i.
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Proof From Eq. (3), the outage probability satisfies:

Pr
(
SIRn,i ≤ Tn,i

)

= 1 − Pr
(
SIRn,i ≥ Tn,i

)

= 1 − Pr
(
δn0,i ≥ Tn,iRα

n0,i
(
In,i,0 + In,i,1

))

= 1 −
∫ ∞

0
e−sTn,iRα

n0,id
[
Pr
(
In,i,0 + In,i,1 ≤ s

)]

= 1 − ψIn,i,0
(
Tn,iRα

n0,i
)
ψIn,i,1

(
Tn,iRα

n0,i
)

(5)

where ψIn,i,0(•) and ψIn,i,1(•) are Laplace transformation
of In,i,0 and In,i,1, respectively. Because the analysis is
based on the two dimensional planes, δn0,i satisfies an
independent exponential distribution and we have [24]

ψIn,i,0 (s) = e

{

−λ0,iπ
( sP0,i

Pn,i

) 2
α

�
(
1+ 2

α

)
�
(
1− 2

α

)
}

. (6)

Here, �(•) is the gamma function with the form � (z) =∫∞
0 e−ttz−1dt. Similarly,

ψIn,i,1 (s) = e

{

−λ1,iπ
( sP1,i

Pn,i

) 2
α

�
(
1+ 2

α

)
�
(
1− 2

α

)
}

. (7)

Substitute (6) and (7) back into (5), the result is

Pr
(
SIRn,i ≤ Tn,i

)

= 1 − e

{

−π�
(
1+ 2

α

)
�
(
1− 2

α

)
T

2
α
n,iR

2
n0,i

∑

j∈{0,1}
λj,i
( Pj,i
Pn,i

) 2
α

}
.

(8)

Denote ςn,i = π�
(
1 + 2

α

)
�
(
1 − 2

α

)
T

2
α

n,iR
2
n0,i, Eq. (4) is

obtained.

Based on Lemma 1, the successful transmission proba-
bility of a typical receiver of Sn, (n is 0 or 1) on the ith band
(i = 1, 2, . . . ,N) is expressed as

Prsucn,i
(
λn,i, λj,i

)

= 1 − Pr
(
SIRn,i ≤ Tn,i

)

= Pr
(
SIRn,i ≥ Tn,i

)
,

(9)

where λn,i is the node density of Sn on the ith band.

3.2 Average sum rate of the secondary network on
multiple bands

In the CRNs, the ASR of the secondary network on multi-
ple bands is defined as [25]:

f
(
λ0,i,P0,i

) =
N∑

i=1
ωiλ0,ie

−ς0,i

[

λ0,i+
( P1,i
P0,i

) 2
α

λ1,i

]

,

(10)

where ωi = Wi
N∑

m=1
Wm

,Wi is the bandwidth of the ith band

which is reused by SUs, P0,i is the power of SUs, and λ0,i is
the density of SUs on the ith band.

The communication of PUs must be protected when
SUs access the spectrum. Then, we get the following
constraints:

1 − e
−ς0,i

[

λ0,i+
( P1,i
P0,i

) 2
α

λ1,i

]

≤ θ0, (11)

1 − e
−ς1,i

[

λ1,i+
( P0,i
P1,i

) 2
α

λ0,i

]

≤ θ1, (12)

0 ≤ λ0,i ≤ λmax,i, (i = 1, 2, . . . ,N) , (13)

0 ≤ P0,i ≤ Pmax,i, (i = 1, 2, . . . ,N) , (14)

where θ0 and θ1 are the outage probability thresholds of
SUs and PUs, respectively. λmax,i and Pmax,i are the maxi-
mum density and power of SUs on each band, respectively.

4 Maximizing the ASR of the secondary network
onmultiple bands

In this section, the ASR of the secondary network on mul-
tiple bands is maximized under the density and power
constraints. Then, we get the optimal density and power
of SUs in closed-form. Last, a spectrum access and power
control algorithm is proposed to get the maximumASR of
the secondary network.

4.1 Maximizing ASR of the secondary network on
multi-bands with density constraints

First, we fix the power of SUs. Then, from (11) and (12),
we have:

λ0,i ≤ −1
ς0,i

ln (1 − θ0) −
(
P1,i
P0,i

) 2
α

λ1,i, (15)

λ0,i ≤
(
P1,i
P0,i

) 2
α
(−1

ς1,i
ln (1 − θ1) − λ1,i

)
. (16)

Make λ0,i,sup1 = −1
ς0,i

ln (1−θ0)−
(
P1,i
P0,i

) 2
α
λ1,i and λ0,i,sup2 =

(
P1,i
P0,i

) 2
α
(−1

ς1,i
ln (1 − θ1) − λ1,i

)
, from constraint (13), the

upper density limit of SUs on a single band is λ0,i,sup =
min

{
λ0,i,sup1 , λ0,i,sup2 , λmax,i

}
, (i = 1, 2, . . . ,N).

Denoting the density of SUs as λ0, we get
N∑

i=1
λ0,i = λ0

and λ0 ≤
N∑

i=1
λ0,i,sup. While λ0 >

N∑

i=1
λ0,i,sup, the network

should control the spectrum access of SUs to satisfy 0 ≤
λ0,i ≤ λ0,i,sup, (i = 1, 2, . . . ,N). Then, we get the following
two conditions:
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(1) When λ0 >
N∑

i=1
λ0,i,sup, we have

max f
(
λ0,i,P0,i

) =
N∑

i=1
ωiλ0,ie

−ς0,i

[

λ0,i+
( P1,i
P0,i

) 2
α

λ1,i

]

s.t. 0 ≤ λ0,i ≤ λ0,i,sup, (i = 1, 2, . . . ,N).
(17)

Taking the partial derivation of f
(
λ0,i,P0,i

)
with respect

to λ0,i,

∂f
(
λ0,i,P0,i

)

∂λ0,i
= (

1 − ς0,iλ0,i
)
ωie

−ς0,i

[

λ0,i+
( P1,i
P0,i

) 2
α

λ1,i

]

.

(18)

Making ∂ f (λ0,i,P0,i)
∂λ0,i

= 0, λ0,i = 1
ς0,i

is obtained, so the
optimal density of SUs on the ith band λ∗

0,i,opt1 is

λ∗
0,i,opt1 =

{
λ0,i,sup λ0,i,sup < 1

ς0,i
1

ς0,i
λ0,i,sup ≥ 1

ς0,i

(i = 1, 2, . . . ,N) .

(19)

(2) When λ0 ≤
N∑

i=1
λ0,i,sup, we have

max f
(
λ0,i,P0,i

) =
N∑

i=1
ωiλ0,ie

−ς0,i

[

λ0,i+
( P1,i
P0,i

) 2
α

λ1,i

]

s.t. 0 ≤ λ0,i ≤ λ0,i,sup, (i = 1, 2, . . . ,N)
N∑

i=1
λ0,i = λ0

.

(20)

Then, we get the optimal density of SUs in the following
theorem:

Theorem 1 When the power of SUs on the ith band
(i = 1, 2, . . . ,N) is fixed, the optimal density of SUs on the
ith band λ∗

0,i,opt2 is

λ∗
0,i,opt2 =

⎧
⎪⎨

⎪⎩

λ0,i,sup , 0 ≤ ψ < ψu
(1−√

ρ)
ς0,i

, ψu ≤ ρ < 1
0 , 1 ≤ ρ

, (21)

where ρ = v
Ai
,Ai = ωie

−ς0,i
( P1,i
P0,i

) 2
α

λ1,i , (i = 1, 2, . . . ,N).
ψu = (

1 − ς0,iλ0,i,sup
)
e−ς0,iλ0,i,sup . v is a Lagrange multi-

plier coefficient which satisfies
N∑

i=0
λ∗
0,i,opt2 = λ0.

Proof See Appendix 1.

4.2 Maximizing the ASR of the secondary network on
multi-bands with power constraints

In the following, we will maximize the ASR of the sec-
ondary network with the power constraint of SUs. Simi-
larly, we fixed the density of SUs. According to (11) and
(12), we have

P0,i ≥ P1,i
[− ln (1 − θ0)

λ1,iς0,i
− λ0,i

λ1,i

]−α
2
, (22)

P0,i ≤ P1,i
[− ln (1 − θ1)

λ0,iς1,i
− λ1,i

λ0,i

] α
2
. (23)

Denote P0,i,inf1 =P1,i
[− ln(1−θ0)

λ1,iς0,i
− λ0,i

λ1,i

]−α
2 and P0,i,sup1 =

P1,i
[− ln(1−θ1)

λ0,iς1,i
− λ1,i

λ0,i

] α
2 , from constraint (14), the lower

and upper power limit of SUs in a single band are P0,i,inf =
max

{
0,P0,i,inf1

}
and P0,i,sup = min

{
Pmax,i,P0,i,sup1

}
, i =

1, 2, . . . ,N , respectively.
Define P0 as the power for one SUs on all the bands,

so we have P0 ≤
N∑

i=1
P0,i,sup; otherwise, we can con-

trol the spectrum access of SUs on each band to make
P0,i,inf ≤ P0,i ≤ P0,i,sup, (i = 1, 2, . . . ,N) established when

P0 >
N∑

i=1
P0,i,sup. Similarly, we get following two aspects:

(1) When the power constraint P0 >
N∑

i=1
P0,i,sup, we have

max f
(
λ0,i,P0,i

) =
N∑

i=1
ωiλ0,ie

−ς0,i

[

λ0,i+
( P1,i
P0,i

) 2
α

λ1,i

]

s.t. P0,i,inf ≤ P0,i ≤ P0,i,sup, (i = 1, 2, . . . ,N)

.

(24)

When P0,i = P0,i,sup, f
(
λ0,i,P0,i

)
can reach the maxi-

mum value in the definition domain of P0,i, we get the
optimal power of SUs on the ith band as:

P∗
0,i,opt1 = P0,i,sup, (i = 1, 2, . . . ,N) . (25)

According to the above analysis, we can the maximize
value of ASR only when P0,i,inf ≤ P0,i,sup, (i = 1, 2, . . . ,N).
But when P0,i,inf > P0,i,sup on the ith band, the following
inequality holds:

[− ln (1 − θ0)

λ1,iς0,i
− λ0,i

λ1,i

]−α
2

>

[− ln (1 − θ1)

λ0,iς1,i
− λ1,i

λ0,i

] α
2
.

(26)

Let ξ0,i = − ln(1−θ0)
ς0,i

and ξ1,i = − ln(1−θ1)
ς1,i

, then reshape
(26), we have

(
ξ0,i
λ1,i

− λ0,i
λ1,i

)(
ξ1,i
λ0,i

− λ1,i
λ0,i

)
< 1. (27)
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Remark 1 When more SUs access the spectrum, the
interference is becoming more and more serious. Once the
density of SUs on the ith band is large enough to make
inequality (27) established, the communication of the PUs
cannot be ensured if SUs transmit signal on that band.
Then power control must be operated, so P0,i should be zero
under this condition.

(2) When the power constraints of SUs P0 <
N∑

i=1
P0,i,sup,

we have

max f
(
λ0,i,P0,i

) =
N∑

i=1
ωiλ0,ie

−ς0,i

[

λ0,i+
( P1,i
P0,i

) 2
α

λ1,i

]

s.t. P0,i,inf ≤ P0,i ≤ P0,i,sup, (i = 1, 2, . . . ,N)
N∑

i=1
P0,i = P0

.

(28)

In cognitive radio networks, the outage probability
threshold of PUs θ1 is usually defined as a very small
value because the priority of PUs should be provided.
Then, denoting Bi = ωiλ0,ie−ς0,iλ0,i ,Di = ς0,iP

2
α

1,iλ1,i, (i =
1, 2, . . . ,N), we get the following lemma and theorem:

Lemma 2 When outage probability threshold is θ1 ∈(
0, 1 − e−λ1,iς1,i

)
, the negative ASR of secondary network

−f
(
λ0,i,P0,i

) = −
N∑

i=1
ωiλ0,ie

−ς0,i

[

λ0,i+
( P1,i
P0,i

) 2
α

λ1,i

]

is convex

in the power definition domain of SUs
[
P0,i,inf,P0,i,sup

]
.

Proof See Appendix 2.

Then, following theorem shows the optimal power of
SUs in each band:

Theorem 2 When the density of SUs on each band is
fixed, the optimal power of SUs in the ith (i = 1, 2, . . . ,N)

band P∗
0,i,opt2 is

P∗
0,i,opt2 =

⎧
⎨

⎩

P0,i,sup , u ≤ h0,i,min
P∗
0,i,solution , h0,i,min < u ≤ h0,i,max
P0,i,inf , h0,i,max < u

, (29)

where
[
h0,i,min, h0,i,max

]
is the range of the function

h
(
P0,i

) = 2BiDi
α

e−DiP
−2
α

0,i P−(1+ 2
α

)

0,i , and P∗
0,i,solution is the solu-

tion of u − h
(
P0,i

) = 0. While u is a Lagrange multiplier

coefficient which is determined by the condition
N∑

i=1
P0,i =

P0.

Proof See Appendix 3.

4.3 Spectrum access and power control algorithm for
maximizing ASR of the secondary network

Based on the previous analysis, the ASR of the secondary
network is convex when the density or the power of
SUs is fixed. Then, we propose a spectrum access and
power control algorithm for maximizing ASR of the sec-
ondary network. The detail of the algorithm is described
in Algorithm 1.

Algorithm 1 Spectrum access and power control
algorithm*
Initialization:

Initialize N ,ωi, θ0, θ1, λ0,P0, λ1,i,P1,i, ς1,i, ς0,i, λ0,i =
0,P0,i = P0

N , λ0,i,sup,P0,i,inf,P0,i,sup, (i = 1, 2, . . . ,N) ,Ck =
0, k = 0, flag = 0

Loop:
1: while �C ≥ ε do
2: k ← k + 1
3: if flag = 0 then

4: if λ0 >
N∑

i=1
λ0,i,sup then

5: Update density λ0,i, (i = 1, 2, . . . ,N) on each band
according to Eq. (19);

6: else
7: Update density λ0,i, (i = 1, 2, . . . ,N) on each band

according to Theroem 1;
8: end if
9: Update λ0,i,sup, (i = 1, 2, . . . ,N);

10: end if
11: if flag = 1 then

12: if P0 >
N∑

i=1
P0,i,sup then

13: P0,i = P0,i,inf, (i = 1, 2, . . . ,N) on each band;
14: else
15: Update P0,i, (i = 1, 2, . . . ,N) on each band accord-

ing to Theorem 2;
16: end if
17: Update P0,i,inf,P0,i,sup, (i = 1, 2, . . . ,N);
18: end if
19: Calculate the ASR of secondary network Ck =

N∑

i=1
Ci;

20: �C = |Ck+1−Ck|
Ck

;
21: flag = flag ⊕ 1;
22: end while
Output:

Optimal density and power of SUs
(
λ∗
0,i,opt ,P∗

0,i,opt

)
which

satisfy(
λ∗
0,i,opt ,P∗

0,i,opt

)
= argmax {Ck} , (i = 1, 2, . . . ,N).

*Note: 1. Ck and Ci are the ASRs of the secondary network in
the kth iteration and ith band, respectively.
2. flag means the flag bit in every iteration which has only the
value 0 or 1.
3. ε is a pre-defined threshold of �C.
4. The operational symbol “⊕” means logical XOR operation.
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The algorithm aims to use the optimal results in
Theorems 1 and 2 to get the optimal spectrum of SUs and
the optimal power of SUs, respectively. Several interpreta-
tions are shown as follows:
From step 4 to step 8, the algorithm calculates the opti-

mal density of SUs on each band (i = 1, 2, . . . ,N), i.e.,
we can get the optimal number of SUs which access the
spectrum of PUs. Step 9 updates the upper density bound
of SUs on each band. Then, step 12 to step 16 calculate
the optimal power of SUs on each band (i = 1, 2, . . . ,N),
which the calculation is according to the Theorem 2. Step
17 updates the lower and upper bound of SUs on each
band.
According to the two if-else-end parts, each time we

get the optimal density of SUs, the constraints of the
power are changed. Similarly, when we calculate the opti-
mal power of SUs, the value will change the constraints
of the density. So, we make an iteration between the opti-
mization between the density and power of SUs, which is
controlled by the flag bit in step 21. We also calculate the
ASR gap between each two iterations, which is shown as
�C in step 20. The final optimal density and power of SUs
will be reached when �C < ε, where ε is a pre-defined
threshold of �C. In the end, we get the optimal density
and power of SUs in CRNs.

5 Simulation results and discussions
In this section, the outage probability and ASR of sec-
ondary network on one single band are analyzed. Then,
the density and power boundary which confine the
optimization are discussed. Moreover, we present the
maximum ASRs of the secondary network on multiple
bands. Finally, the maximum ASR on five bands with
the proposed algorithm is compared with average power
allocation method to make the results more insightful.

5.1 Simulation analysis of outage probability, density
and power boundaries of SUs on the single band

The basic parameters on one single band are listed in
Table 1. We consider a simulation scenario as a 500 ×
500m2 square region. The traffic model is full buffer. Both
the number of PUs or SUs on these single bands is set as
25. The band is assumed with a bandwidth normalized to
1. The subscript imeans the serial number of this band.
Figure 2 illustrates the relationship between the out-

age probability and the density of SUs on a single band.
From Fig. 2, outage probability is rising as the den-
sity of SUs is increasing because of higher density of
SUs causing more serious interference to the secondary
network. Furthermore, Fig. 2 shows the outage prob-
ability of SUs under different densities of PUs on a
same band. With the increasing density of PUs, the
secondary network suffers more interference from the
primary network, so the outage probability of SUs is

bigger when the density of PUs is higher. Furthermore,
the higher the power of SUs is, the lower the outage
probability of SUs is. It is known that secondary net-
work can get a better communication quality with a
higher power of SUs under the same density of SUs in
the CRNs.
In Fig. 3, the relationship between outage probability

of SUs and power of SUs on a single band is shown.
From Fig. 3, outage probability of SUs is reducing as the
power of SUs is increasing because the high power of SUs
can bring the improvement of SIR in the secondary net-
work under the same environment. In addition, the figure
reveals that the bigger density of SUs makes a higher out-
age probability of SUs under the same power of SUs. This
is due to the interference between SUs that is more seri-
ous as the density of SUs is increasing. Moreover, when
the power of SUs is increasing, the outage probability of
SUs are approaching to stable. This is due to the power
of SUs that can only reduce the harmful influence from
the primary network to the secondary network, but can-
not completely reduce the interference among secondary
networks.
Following, Fig. 4 illustrates that the value range of den-

sity of SUs, which means how many SUs can access the
spectrum of PUs. Two curves with same color are based
on Eqs. (15) and (16). Black ellipses mean the density
boundaries of SUs, which are the maximum densities of
SUs we can choose. Furthermore, SUs can use a lower
power when the power of PUs is low because interference
from the primary network is small. In addition, when the
power of PUs is high, SUs can get bigger density value with
a high power of SUs. This is due to the primary network
that can bear more interference when the power of PUs
is high.
In Fig. 5, power boundaries of SUs on a single band

are shown. Black circles point out the intersection of the
power upper bound and lower bound. When density of

Table 1 Simulation parameters on one single band

Parameter Physical mean Value

λ1,i Density of PUs 0.0001user/m2

λ0,i Density of SUs 0.0001user/m2

P1,i Power of PUs 25 dBm

P0,i Power of SUs 15 dBm

α Path loss coefficient 4

T0,i / T1,i SIR threshold of SUs / PUs 0 dB

R10,i Average link distance in the primary
network

50 m

R00,i Average link distance in the
secondary network

15 m

θ0 / θ1 Outage probability threshold of SUs
/ PUs

0.1
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Fig. 2 Outage probability of SUs vs. density of SUs on one single band

SUs exceeds that point, SUs cannot access the spectrum of
PUs in order to protect the communication of PUs. From
Fig. 5, the boundary curve with bigger power of PUs is
higher than the curve with low power. This is due to the
primary network that suffers more interference from SUs
while the secondary network needs high power to resist
interference from the primary network.

5.2 Simulation analysis of ASR andmaximum ASR of the
secondary network

Figure 6 demonstrates the change of ASR of the secondary
network with power of SUs on a single band. We can
see that the ASR of SUs increases with the power of SUs
because the high power of SUs can improve the SIR in the
secondary network. More specifically, Fig. 6 also indicates
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that the high density of SUs leads to high ASR of SUs.
When the power of SUs is high, the curves tend to sta-
ble values because the interference among SUs cannot be
completely eliminated by enhancing the power of SUs.
In Fig. 7, the relationship between ASR of the secondary

network and density of SUs on a single band is considered.
When density of SUs is low, the ASR of the secondary

network increases as the density of SUs increases. This
is due to more SUs accessing the spectrum of PUs
that enhance the performance of the secondary network.
When the density of SUs is high and continues to increase,
the interference among the SUs becomes large and
causes harmful interference to the secondary network,
so the ASR of the secondary network begins to reduce.
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Furthermore, the figure illustrates that when the power of
PUs is decreasing, the ASR of SUs is rising, which is due
to the reduction of interference from PUs to secondary
network.
Next, the simulation results of CRNs on multiple bands

are discussed. We also consider a simulation scenario as
a 500 × 500 m2 square region under the Monte Carlo
simulation. The spectrum band of PUs is divided into

five sub-bands with the bandwidth in three cases. Each
band is assumed with a bandwidth normalized to 1.
The key parameters are listed in Table 2. In cases 1
and 2, the average number of PUs on each band is 20,
while the average number of PUs on each band is 70 in
case 3.
In Fig. 8, a comparison between the proposed algorithm

and the average power allocation algorithm is illustrated.
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The simulation is based on five bands with different densi-
ties and powers of PUs; the detailed parameters are shown
in Table 2. Both algorithms adopt the same way to cal-
culate the optimal density or transmission power of SUs.
The only difference is when we calculate the density or

transmission power of SUs in each iteration, the change in
the quantity of density or power is distributed averagely to
all the five bands with average power allocation algorithm.
From Fig. 8, we can see that the sum of the ASR of the
secondary network can achieve the highest values. While
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Table 2 Key parameters of the simulation on five bands

Parameters as [band1 band2 band3 band4 band5]

Parameter Case 1 Case 2 Case 3

Power of PUs
(dBm)

[10 10 10 20 20] [20 25 15 10 20] [20 25 15 10 20]

Density of PUs
(10−5 · user/m2)

[1 1 1 1 3] [1 1 1 1 3] [10 30 50 20 30]

with the constraints of the sum of the density and power
of SUs, the ASR is decreased due to the constraints from
PUs that become strict. This forbids some SUs to access
the spectrum of the PUs. Furthermore, we can see the pro-
posed algorithm results to a better ASR of the secondary
network, which is due to our proposed algorithm that can
make a proper number of SUs to access the spectrum.
In addition, compare case 1 with case 2, we can see that
PUs can endure more interference when the power of PUs
becomes larger. So, more SUs can access the spectrum of
PUs. But when both the density and power of PUs become
large, the spectrum access of SUs is confined because the
constraints of PUs become strict. Then, we can see that
the ASR of the secondary network in case 3 is lower than
that in case 2.
Figure 9 shows the relationship between the maximum

ASR of SUs and the average power of PUs on five bands.
The densities of PUs on the five bands are as cases 1 and
2 have shown in Table 2. At first, we can see the maxi-
mum ASR of SUs is increasing as the average power of
PUs is increasing. This is due to the fact that PUs cannot

endure too much interference from SUs, the constraints
to the SUs is strict, and the maximum ASR of SUs is also
not very high. When the power continues to increase,
the maximum ASR of SUs can reach its peak value. We
can see our proposed algorithm is better than the average
power allocation algorithm. In our proposed algorithm,
a proper number of SUs access the spectrum of PUs. In
addition, the maximum ASR is decreasing when the aver-
age power of PUs continues to increase. The interference
from the PUs becomes serious when the average power of
PUs becomes larger.
In Fig. 10, the maximumASR of SUs is decreasing as the

average density of PUs is decreasing. The power of PUs on
the five bands are as cases 2 and 3 have shown in Table 2.
As the black ellipse has shown, when the average den-
sity of PUs is low, the interference among the PUs is not
high. Which means that when the SIR of PUs is high, PUs
in the networks can endure more interference from the
SUs. Thus, more SUs can access the spectrum of PUs, and
the maximum ASR of SUs is high. But as the the density
of PUs increases, the interference of PUs becomes large,
which causes the constraints to SUs become strict. Then,
we can see the curves decline. In addition, the proposed
algorithm achieves a better performance than the average
power allocation algorithm, which also verifies the results
in Fig. 8 before.

6 Conclusions
In this paper, we have studied the optimal spectrum access
and power control of SUs on multiple bands. The outage
probabilities and ASR of SUs have been obtained based
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on the CRNs which are modeled by PPPs. Then, we have
obtained the constraints from both PUs and SUs. The
convexity of the target ASR has also been verified. So,
we have derived out the optimal densities and powers of
SUs in closed-form. Last, a spectrum access and power
control algorithm of SUs has been proposed to get the
maximum ASR of SUs. From the simulation, we can see
that the outage probability, ASR, density, and power of
SUs on each band are all constrained by the primary net-
work and the interference in CRNs. The optimal values
on multiple bands are reduced when the sum constraints
are added. Simulation results have also verified the supe-
riority of the proposed algorithm over the average power
allocation algorithm.

Appendix 1
Proof of Theorem 1
Make λ0,i = xi, change the optimization problem (20) into
the standard form as

min −f (xi) = −
N∑

i=1
Aixie−ς0,ixi

s.t. xi ≥ 0
xi − λ0,i,sup ≤ 0, (i = 1, 2, . . . ,N)

N∑

i=1
xi = λ0

. (30)

The second derivative of target function with respect to
λ0,i satisfies

−f ′′ (xi) = Aiς0,i
(
2 − ς0,ixi

)
e−ς0,ixi . (31)

In practical CRNs, the outage probability thresholds θ0
and θ1 are both very small values, which leads to ς0,ixi < 2,
so

−f ′′ (xi) > 0, 0 ≤ xi ≤ λ0,i,sup. (32)

So, the maximization problem is a convex problem;
define the symbol of optimal xi as x∗

i , then we have the
Lagrange function as follows:

L
(
x∗
i , ki, li, v

)

= −
N∑

i=1
Aix∗

i e
−ς0,ix∗

i −
N∑

i=1
kix∗

i

+
N∑

i=1
li
(
x∗
i − λ0,i,sup

)+v
( N∑

i=1
x∗
i − λ0

)

.

(33)

According to the KKT condition, we get the following
algebras:

(1) x∗
i ≥ 0, i = 1, 2, . . . ,N ;

(2) ki ≥ 0, i = 1, 2, . . . ,N ;
(3) li ≥ 0, i = 1, 2, . . . ,N ;
(4) x∗

i − λ0,i,sup ≤ 0, i = 1, 2, . . . ,N ;

(5) kix∗
i = 0, i = 1, 2, . . . ,N ;

(6) li
(
x∗
i − λ0,i,sup

) = 0, i = 1, 2, . . . ,N ;
(7) −Ai

(
1 − ς0,ix∗

i
)
e−ς0,ix∗

i − ki + li + v = 0, i =
1, 2, . . . ,N ;

(8)
N∑

i=1
x∗
i = λ0.

From (7) we have

ki = li + v − Ai
(
1 − ς0,ix∗

i
)
e−ς0,ix∗

i . (34)

From (6) we have

lix∗
i = liλ0,i,sup. (35)

Take the two equations above into (5) and transform
[
v − Ai

(
1 − ς0,ix∗

i
)
e−ς0,ix∗

i
]
x∗
i + liλ0,i,sup = 0. (36)

Combine with (1) to (5), we can know:
If v ≥ Ai, v − Ai

(
1 − ς0,ix∗

i
)
e−ς0,ix∗

i > 0, so x∗
i = 0, li =

0.
If v < Ai, the following results are obtained:
If v ≥ Ai

(
1 − ς0,iλ∗

0,i,sup

)
e−ς0,iλ∗

0,i,sup , so li = 0. Accord-
ing to (36), we have

v − Ai
(
1 − ς0,ix∗

i
)
e−ς0,ix∗

i = 0. (37)

Bring e−ς0,ix∗
i ∼ (

1 + ς0,ix∗
i
)
into the equation, we get

x∗
i = 1

ς0,i

(
1 −

√
v
Ai

)
. Otherwise, we have x∗

i = λ0,i,sup.
So from above, the results in Eq. (21) are obtained.

Appendix 2
Proof of Lemma 2
For the target function in (28), we get

− ωiλ0,ie
−ς0,i

[

λ0,i+
( P1,i
P0,i

) 2
α

λ1,i

]

= −ωiλ0,ie−ς0,iλ0,i · e−ς0,i
( P1,i
P0,i

) 2
α

λ1,i .

(38)

Then the equation above can be transformed into

−f
(
λ0,i,P0,i

) = −Bie−DiP
−2
α

0,i . Calculate its second partial
derivative with respective to P0,i. We get

− f ′′ (λ0,i,P0,i
)

= 2BiDie−DiP
−2
α

0,i P
−2(α+2)

α

0,i
α2

[
−2Di + (α + 2)P

2
α

0,i

]
.

(39)

The domain of P0,i is P0,i,inf ≤ P0,i ≤ P0,i,sup, and

it is obvious that −2Di + (α + 2)P
2
α

0,i is monotonously
increasing with P0,i, so if the lower limit of P0,i makes
the second partial derivative greater than zero, all the
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values of P0,i in the domain make so. Because P0,i,inf ={
0,P1,i

[
− ln(1−θ0)

λ1,iς0,i
− λ0,i

λ1,i

]−α
2
}
, we have

(1) When P0,i,inf = 0, it is obvious that −f ′′ (λ0,i,P0,i
) ≥

0.
(2) When P0,i,inf > 0, we have

− 2Di + (α + 2)P
2
α

0,i,inf

= −ς0,iP
2
α

1,iλ1,i

[
2 + (α + 2)

ln (1 − θ0) + λ0,iς1,i

]
.

(40)

From P0,i,inf > 0, we know

P0,i,inf = P1,i
[
− ln (1 − θ0)

λ1,iς0,i
− λ0,i

λ1,i

]−α
2

> 0. (41)

So, we have

P1,i
(

1
λ1,i

)−α
2
(

1
ς0,i

)−α
2 [− ln (1 − θ0) − ς0,iλ0,i

]−α
2 > 0.

(42)

So, ln (1 − θ0) + ς0,iλ0,i < 0. The outage probability
threshold of SUs θ0 is a very tiny value which ensures the
communication in the secondary network. Here, we can
make 0 < θ0 < 1 − e−(1+ς0,iλ0,i), so we get

−1 < ln (1 − θ0) + ς0,iλ0,i < 0. (43)

Then, 2 + α+2
ln(1−θ0)+ς0,iλ0,i

< 0, and we have

−2Di + (α + 2)P
2
α

0,i,inf > 0. (44)

Thus, we know −f ′′ (λ0,i,P0,i
)

> 0 when P0,i =
P0,i,inf.While−2Di+(α + 2)P

2
α

0,i is monotonously increas-
ing with P0,i, so −f

(
λ0,i,P0,i

)
is convex when P0,i ∈[

P0,i,inf,P0,i,sup
]
.

Appendix 3
Proof of Theorem 2
Make P0,i = pi, change the optimization problem (28) into
the standard form as follows:

min −f (pi) = −
N∑

i=1
ωiλ0,ie

−ς0,i

[

λ0,i+
( P1,i
P0,i

) 2
α

λ1,i

]

s.t. pi − P0,i,inf ≥ 0, i = 1, 2, . . . ,N
pi − P0,i,sup ≤ 0, i = 1, 2, . . . ,N

N∑

i=1
pi = P0

.

(45)

From Lemma 2, we know the target function is con-
vex. Define the symbol of optimal pi as p∗

i and construct

Lagrange function as follows:

L
(
p∗
i , si, ti,u

)

= −
N∑

i=1
Bie−Dip∗

i
−2
α −

N∑

i=1
si
(
p∗
i − P0,i,inf

)

+
N∑

i=1
ti
(
p∗
i − P0,i,sup

)+ u
( N∑

i=1
p∗
i − P0

)

.

(46)

From KKT condition, we get

(1) si ≥ 0, i = 1, 2, . . . ,N
(2) ti ≥ 0, i = 1, 2, . . . ,N
(3) p∗

i − P0,i,inf ≥ 0, i = 1, 2, . . . ,N
(4) p∗

i − P0,i,sup ≤ 0, i = 1, 2, . . . ,N
(5) si

(
p∗
i − P0,i,inf

) = 0, i = 1, 2, . . . ,N
(6) ti

(
p∗
i − P0,i,sup

) = 0, i = 1, 2, . . . ,N

(7) − 2BiDi
α

e−Dip∗
i

−2
α p∗

i
−(1+ 2

α

)
− si + ti + u = 0;

(8)
N∑

i=1
p∗
i = P0.

Transform (7) into

si = −2BiDi
α

e−Dip
∗ −2

α
i p∗

i
−(1+ 2

α

)
+ ti + u. (47)

From (6), we have

tip∗
i = tiP0,i,sup. (48)

Substituting the two equations above into (5), we get
[
u − 2BiDi

α
e−Dip∗

i
−2
α p∗

i
−(1+ 2

α

)] (
p∗
i − P0,i,inf

)

+ ti
(
P0,i,sup − P0,i,inf

) = 0.
(49)

If P0,i,sup ≤ P0,i,inf, we get p∗
i = 0; otherwise, make

h(p∗
i ) = 2BiDi

α
e−Dip∗

i
−2
α p∗

i
−(1+ 2

α
), then it is a continu-

ous function with its definition domain a compact closed
set. So, defining its range

[
h0,i,min, h0,i,max

]
, we have the

following:
(1) When u ≤ h0,i,min, we have p∗

i = P0,i,inf, ti = 0.
(2) When h0,i,min < u ≤ h0,i,max, ti = 0, and u−

2BiDi
α

e−Dip∗
i

−2
α p∗

i
−(1+ 2

α
) = 0. According to equivalent

infinite e−Dip∗
i

−2
α ∼

(
1−Dip∗

i
−2
α

)
and substitute it into

the equation before, we have u − 2BiDi
α

(
1−

Dip∗
i

−2
α

)
p∗
i
−(1+ 2

α
) = 0. When all the parameters are

fixed, the numerical solution of p∗
i can be obtained, and

we define it as P∗
0,i,solution.

(3) When u > h0,i,max, we have p∗
i = P0,i,sup which

satisfies u − 2BiDi
α

e−DiP
−2
α

0,i,supP−(1+ 2
α
)

0,i,sup + ti = 0.
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Substitute the results above into (8), i.e.,
N∑

i=1
p∗
i = P0. We

can get the numerical solution of u, so we can obtain the
specific value of p∗

i on each band.
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