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Abstract

In this paper, we consider a large-scale wireless ad hoc network with multiple source-destination communication
pairs, where the sources operate with wireless energy harvesting. Before data transmission, each source should first
harvest the radio frequency energy transferred from its corresponding destination. Since the source-destination
distance is long, the efficiency of wireless energy transfer is very low. As a result, the transmission power of the source
is weak, which is detrimental to the successful data transmissions. Instead, we introduce a relay in-between each
source and destination for the wireless energy transfer and data transmission. The close distance between the relay
and the source can improve the energy harvesting efficiency and the data relaying can improve the link robustness.
With the assistance from the relay, the area spectrum efficiency is significantly enhanced compared with the
non-cooperative system. A series of discrete power levels is defined for the sources and the probability of choosing
each power level is analyzed by averaging over the random channel fading. We analyze the data success probabilities
through averaging over the uncertain interference caused by the random locations of users, the channel fadings, and
the various source transmission powers. The upper and lower approximations of data success probabilities are derived
using the stochastic geometry theory for the cooperative energy and data transfer system. The optimal time
allocation between the wireless energy transfer and the data transmission is investigated to maximize the system area
throughput. Numerical and simulation results are provided to validate our theoretical analysis and show the
dependence of system performance on various parameter settings. The results can provide the guidelines for the
deployment of the energy harvesting cooperative communication system.

Keywords: Energy harvesting; Cooperative diversity; Stochastic geometry; Interference channel; Success probability;
Area throughput

1 Introduction
Wireless ad hoc or sensor networks are often composed
of small terminals, which are deployed in the extreme
environment to realize particular monitoring and com-
munication functions. For example, the small sensors can
be embedded inside the body of a human to monitor
the health conditions for medical treatment. The limited
capacity of the small battery is a major bottleneck imped-
ing the long-time operation of the wireless network. It
is difficult or impossible to recharge or replace the small
batteries due to the untouchable deployment of termi-
nals. To make the network sustainable, it becomes much
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attractive if each small terminal can self-recharge its bat-
tery through harvesting the energy from the environment.
Practically, the energy can be harvested from the solar and
the kinetic activities, such as wind, water, pressure, and
vibration [1], but the energy harvesting (EH) often occurs
sporadically and intermittently. To cope with the uncer-
tainty of EH and efficiently utilize the harvested energy,
the optimal transmission policy with the format of direc-
tional water filling is designed in [2] and [3] under the
energy causality constraint, which means the energy can
only be used after it has been harvested. Since the energy
is harvested and stored in the battery or super-capacitor,
there are some practical issues in the design of the opti-
mal transmission strategy, such as EH efficiency, battery
capacity, and battery leakage [4].
Apart from the above EH sources, the energy can also

be harvested from the electromagnetic radiations. It is a
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promising direction to harvest the radio frequency (RF)
energy, as plenty of microwave signals are surrounding us
nearly anywhere at anytime. The RF can carry not only the
information but also the energy, as the rectifying antenna
can help the receiver intercept the energy signal. If the
receiver operates with EH, both the time-switching and
the power-splitting methods can be adopted to separate
the RF signal for the EH and information decoding (ID)
[5]. The efficiency of wireless energy transfer (WET) is
strictly related with the distance between the transmitter
and the receiver, because the RF signal suffers from severe
path-loss over the long transmission distance. Researchers
have shown that using the frequency band of 915MHz, an
energy amount of 3.5 mW can be harvested over the short
distance of 0.6 m, while the EH amount is merely 1μWfor
the long distance of 11 m [6]. Therefore, it is more bene-
ficial to wirelessly transfer energy over a short distance to
improve the EH efficiency at the receiver side. In general,
EH is an environment-friendly technique to significantly
prolong the lifetime of wireless networks with no carbon
emissions.
Liu et al. studied the opportunistic RF EH over the

point-to-point interference link, where the receiver can
adaptively switch between EH and ID based on the obser-
vations of signal and interference strength, and the opti-
mal switching rule is determined to achieve the trade-off
between the EH amount and the ID capacity [7]. In the
multiple-input multiple-output (MIMO) broadcast sys-
tem with one access point (AP) serving two user terminals
(UTs), the optimal transmission strategy with simulta-
neous wireless information and power transfer (SWIPT)
from the AP is proposed in [8], and the trade-off between
the information rate and the energy transfer is achieved
by scheduling each UT either for the EH or ID. The power
control mechanism based on the WET is further stud-
ied in the broadband system with orthogonal frequency
division multiplexing (OFDM), where the optimal beam-
forming is developed at the base station (BS) to create a set
of parallel sub-channels for the SWIPT [9]. Furthermore,
Ju et al. proposed the optimal time allocation between EH
and data transmission to maximize the sum throughput of
the multiuser system, where an AP can wirelessly trans-
fer energy to the UTs over the downlink and, using the
harvested energy the UTs, can successively transmit their
information to the AP over the uplink [10].
As well known, cooperative relaying can introduce the

space diversity and thereby improve the robustness of
wireless data transmissions. The advantage of cooper-
ation can also be utilized to improve the energy and
spectrum efficiency of wireless EH networks. In the tra-
ditional source-relay-destination cooperative system with
the relay powered by the RF EH, Nasir et al. investi-
gated the optimal resource allocation between EH and
data relaying to maximize the system throughput [11].

If there are multiple source-destination communication
pairs assisted by a common RF EH relay with the energy
transferred from sources, Ding et al. studied how to effi-
ciently distribute the harvested energy at the relay to
facilitate the data transmissions over multiple links [12].
Based on the power-splitting method, Krikidis studied the
performance of the simultaneous information and energy
transfer with/without relaying [13] in the stochastic net-
work. Since the data traffic and the energy status of two
neighboring cellular systems are different, the joint energy
and spectrum cooperation approach is developed by con-
sidering the inter-system resource complementarity [14].
Huang et al. studied the trade-offs between system param-
eters in the hybrid network with data BSs and power
BSs overlaid on the two-dimensional (2-D) plane [15].
Given the EH rate, the transmission probability is ana-
lyzed in [16] for each mobile terminal considering its
battery capacity, based on which the maximal throughput
of the wireless network is derived. In the underlay cog-
nitive radio (CR) network, the guard zones are applied
around each primary link [17] to protect the transmission
quality of primary users, within which the secondary users
should keep silent but they can harvest the wireless energy
radiated from the primary transmitter [18]. The system
performance is analyzed for the large-scale overlay CR
network [19], where the secondary users can help the pri-
mary data transmission to exchange for the opportunity of
spectrum sharing.
In this paper, we consider a large-scale wireless ad hoc

network where the source-destination pairs are assumed
to be randomly distributed over the whole plane. Each
source has a corresponding destination, while a relay in-
between each source-destination pair is activated for the
energy and data cooperations. The source operates with
wireless EH, while all the other terminals have the con-
tinuous power supply. Each time block is divided into two
phases, one is for the WET from the destination and relay
to the source, another is for the data transmission from
the source and relay to the destination. In the beginning
of each time block, the destination should first wirelessly
transfer energy to the source alone or together with the
relay. Using the harvested energy, the source can trans-
mit its data to the destination with assistance from the
relay according to the decode-and-forward (DF) incre-
mental relaying protocol [20]. The main contributions of
our paper are summarized as follows.

• We propose the relay-based cooperative WET and
data transmission framework by taking into account
the spatial randomness of users. The assistance from
the relay can help improve both the EH efficiency
and the data transmission robustness.

• Since the source harvests energy from the destination
and the relay over the fading channels, the energy
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amount available for the data transmission is various
across different links. We define a group of discrete
power levels for each source and analyze the
probability of choosing each power level for the data
transmission.

• Considering the various transmission powers of
different sources and taking into account the
uncertainty of interference, we analyze the data
success probabilities with or without relaying using
the stochastic geometry theory. The upper and lower
approximations of success probabilities are derived
for the cooperative system.

• Based on the data success probabilities, the optimal
time allocation between the wireless EH and data
transmission is investigated through maximizing the
area throughput of both the non-cooperative and
cooperative systems. The performance results show
the impacts of various parameter configurations to
the system performance.

The rest of this paper is organized as follows. In
Section 2, we introduce the system model about the non-
cooperative and cooperative wireless energy and data
transfer. Section 3 sets the transmission powers and stud-
ies the probability of choosing each power level. Section 4
analyzes the data success probabilities and area through-
put of the non-cooperative link. The performance of the
cooperative link is studied in Section 5. Numerical and
simulation results are presented in Section 6. Section 7
concludes this paper.

2 Systemmodel
We consider a large-scale wireless ad hoc network as
shown in Figure 1, where each source node has a cor-
responding destination node. The distance between each
source and its destination is assumed to be a constant d.
In fact, the relaxed assumption about random distance
cannot bring us much insight but complicates the per-
formance analysis [21]. The source nodes are assumed
to be distributed on the 2-D plane following homoge-
neous Poisson point process (PPP) �s = {xi, i ∈ Z}
with density λs. A relay network is placed randomly in
the geographic region of the wireless ad hoc network
to facilitate the energy and data cooperation. The den-
sity of the relay nodes is assumed to be much higher
than that of the source nodes. The source node oper-
ates with the RF EH, while each relay and destina-
tion is assumed to have continuous and stable power
supplies, e.g., they may connect to the power grid or
have a large-capacity battery. At a particular location in-
between each source-destination pair, a relay is selected
for the cooperation, while the unselected relay nodes may
transmit their own data without interfering the source
links.

By modeling the locations of nodes as a PPP in R
2 with

density λ > 0, we have the following two characteristics
[17,22]: i) for every bounded closed set B ⊂ R

2, the count-
ing measure (number of nodes) �(B) follows the Poisson
distribution with mean λ|B|, where |B| denotes the area
of B. So, the probability density function can be given as
Pr {�(B) = k} = e−λ|B| (λ|B|)k

k! . ii) If B1, . . . ,Bm are disjoint
sets, then the counting measures �(B1), . . . ,�(Bm) are
independent random variables. Given a particular realiza-
tion of the number of nodes as�(B) = k, then the k nodes
are independently, uniformly distributed in the area B.
The PPP has been widely adopted to model the random-
ness of wireless networks, based on which the network
performance can be analyzed according to the Campbell’s
theorem, the probability generating function (PGFL), and
the Slivnyak theorem [22].
In the non-cooperative scenario, each destination

should first wirelessly transfer energy to its source over
the reverse link, then using the harvested energy, the
source transmits its data to the destination over the for-
ward link. However, for the relay-based scenario, both the
relay and the destination can simultaneously transmit the
microwave to recharge the battery of the source. After-
wards, the relay can actively help the data transmission
from the source to the destination. Since the relay is much
closer to the source than the destination, the amount of
energy harvested by the source can be boosted with the
cooperation from the relay. Meanwhile, the space diver-
sity can be expected to improve the system performance
with the cooperative data relaying. Since the relay nodes
have a much higher density than the source nodes, it is
appropriate to assume that always a relay node can be
found at a particular location between each source and its
destination.
The source is assumed to always have the data intended

for the destination. The whole duration of data transmis-
sion is divided into successive equal-length time blocks.
The channel fading keeps constant in each time block,
but it changes independently from one block to another.
The channel fading is assumed to be independent across
different communication links. The time-switching tech-
nique is adopted between the source and the destination
to realize the wireless energy and information transfer
successively.

• For the non-cooperative system, the source should
firstly harvest the wireless energy from its destination
in a fraction of each time block. Then, using the
harvested energy, the source transmits its data to the
destination.

• For the cooperative system, the source should first
harvest the wireless energy transferred from both the
destination and the relay. After the wireless EH, a
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Figure 1 Systemmodel. There are multiple source-destination links randomly distributed over the whole plane. The relay nodes are more densely
distributed, and one relay is selected at a particular location to cooperatively transfer energy and data for each source-destination pair.

data packet is transmitted from the source to its
destination with the assistance from the relay.

In the sequel, the non-cooperative system is studied to
serve as a benchmark to show the advantage of the cooper-
ative scheme. The difference between the non-cooperative
and cooperative systems is compared in Table 1. The
success probabilities of non-cooperative and cooperative
data transmissions will be analyzed by properly model-
ing the mutual interference between concurrent links.
Furthermore, the time allocation between EH and data
transmission will be optimized to maximize the network
area throughput.

Table 1 Comparison between the non-cooperative and
cooperativeWET and data transmission for each
source-destination pair in a time block

Non-cooperative Cooperative
link link

Which relay No relay Relay at a
is selected? selection particular location

Time fraction τ τ

for the WET

Wireless energy Destination→source Destination and
transfer relay→source

Data transmission 1−τ
2

1−τ
2

duration

Data transmission Source→destination Source→destination

Data retransmission 1−τ
2

1−τ
2

duration

Data retransmission Source→destination Source or
relay→destination

3 Transmission power settings
In each time block, the wireless energy is first harvested
and stored in the battery of the source, then the source
transmits its data using a certain power determined by
the EH amount. We define a series of discrete power
levels and each source should choose one power for
its data transmission. The number of power levels is
set as N + 1, and the peak transmission power of each
source is denoted as p̂. The power levels are defined as{
p0 = 0, p1 = p̂

N , p2 = 2p̂
N , . . . , pN−1 = (N−1)p̂

N , pN = p̂
}
,

where the power zero represents no data transmission.
Specifically, the discrete power becomes continuous with
N → ∞, and there is only one available power with
N = 1. Since the link for the WET suffers from inde-
pendent channel fading, the EH amount at each source
is random and hence the transmission power varies for
different sources. Therefore, the general discrete power
setting can reflect the imbalance of the EH amount for
different source nodes. Since the locations of the source
nodes with the same transmission power can be viewed
as a homogeneous PPP, the performance analysis can
be greatly simplified by dividing the power into discrete
levels.

3.1 Power setting for the non-cooperative system
In the non-relay scenario, the WET is performed by each
destination in the first τ fraction of each time block. In
this case, the energy harvested by a typical source node is
expressed as [11]:

Qn
o = ητpeG̃omin

(
1, d−α

)
, (1)
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where η represents the EH efficiency, pe is the power
of the destination for the WET, G̃o is the channel fad-
ing of the typical link for the energy transfer, and d is
the source-destination distance. The interference from
other concurrent links and the additive noise are not
incorporated in the EH model as assumed in [18]. This
assumption can lead to the succinct result of the system
performance using the stochastic geometry theory, and it
has minor impacts to the EH result. On the one hand,
the power of interference plus noise is relatively weak due
to the sparse distribution of sources. If multiple anten-
nas are equipped at each destination, the WET can be
performed using the beamforming method by directing
the main beam to the intended source, which can fur-
ther reduce the interference between links. On the other
hand, the sensitivity of the energy receiver is much lower
compared with the information receiver. Therefore, the
interference affects the ID more severely than the EH. To
avoid the impractical power amplification over the wire-
less medium, the short-range path-loss model is adopted,
which is defined as the minimal value between one and
the distance raised by (−α) with α being the path-loss
exponent. The channel fading for the WET is assumed
to be independent with that for the information trans-
mission, because disjoint bandwidths are used in the two
processes.
Given the EH amount in the τ fraction of a time

block, the maximal continuous transmission power in the
remaining 1 − τ time fraction is denoted as p̃o for the
typical link. For the pairwise power control, the total
consumed energy in each block should equal the total har-
vested energy, i.e., (1 − τ)(p̃o + pc) = Qn

o , where pc is
a constant representing the circuit power consumption.
We consider the circuit power, because when the commu-
nication distance is short and the transmission power is
weak, the circuit power may dominate the whole power
consumption [23]. The maximal continuous power can be
obtained as:

p̃o = Qn
o

1 − τ
−pc =

(
τ

1 − τ

)
ηpeG̃omin

(
1, d−α

)−pc,

(2)

which may be even less than zero. It can be seen from
Equation 2 that the continuous transmission power of
the source is a function of the time allocation factor τ .
For any other active source node x ∈ �s, we denote
the EH amount and the maximal power as Qn

x and p̃x,
respectively.
Next, we will analyze the probability of choosing each

power level through averaging over the channel fading
between the destination and the source. The probability
of choosing power level pi with i ∈ {1, . . . ,N − 1} for the

data transmission is denoted as δi = Pr
{
pi ≤ p̃o < pi+1

}
and calculated as:

δi= Pr
{

(1 − τ) (pi + pc)
ητpe min

(
1, d−α

) ≤ G̃o <
(1 − τ) (pi+1 + pc)
ητpe min

(
1, d−α

)
}

= exp
[
− (1−τ) (pi+pc)

ητpe min
(
1, d−α

)
]

−exp
[
− (1−τ) (pi+1+pc)

ητpe min
(
1, d−α

)
]
.

(3)

The probability is derived based on the assumption that
the channel power fading is exponentially distributed with
unit mean, which is true for the Rayleigh fading. We can
see from (3) that the probability of choosing power level
pi is dependent on the time allocation factor τ . Given
the other system parameters, the maximal probability of
choosing pi can be calculated by setting the derivative of
δi with respect to τ as zero. The time fraction τi that can
maximize the probability of choosing power level pi can
thus be derived as:

τi = pi+1 − pi
(pi+1 − pi) + ηpe min

(
1, d−α

)
ln
(
pi+1+pc
pi+pc

) . (4)

Substitute the optimal value of τi into the expression of
δi, we can obtain the maximal probability of choosing the
power level pi as:

δ	
i = exp

[
−
(

pi + pc
pi+1 − pi

)
ln
(
pi+1 + pc
pi + pc

)]

− exp
[
−
(
pi+1 + pc
pi+1 − pi

)
ln
(
pi+1 + pc
pi + pc

)]
,

(5)

where ln(·) is the natural logarithm.
Particularly, the probability of choosing the power level

p0 = 0 is expressed as δ0 = Pr
{
p̃o < p1

}
and it can be

calculated as:

δ0 = 1 − exp
[
− (1 − τ) (p1 + pc)

ητpe min
(
1, d−α

)
]
. (6)

The partial derivative of δ0 with respect to τ is obtained
as:

∂δ0
∂τ

= − p1 + pc
ητ 2pe min

(
1, d−α

) exp
[
− (1 − τ) (p1 + pc)

ητpe min
(
1, d−α

)
]
,

(7)

which is always less than zero, so the probability of the
source keeping silent is a monotonically decreasing func-
tion of the parameter τ .
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Moreover, the probability of choosing the maximal
power level pN is expressed as δN = Pr

{
p̃o ≥ pN

}
and it

can be obtained as:

δN = exp
[
− (1 − τ)(pN + pc)

ητpe min
(
1, d−α

)
]
. (8)

The partial derivative of δN with respect to τ is obtained
as:

∂δN
∂τ

= pN + pc
ητ 2pe min(1, d−α)

exp
[
− (1 − τ) (pN + pc)

ητpe min
(
1, d−α

)
]
,

(9)

where we can see that the partial derivative is always
greater than zero with 0 < τ < 1, which means the
probability of choosing power level pN is a monotonically
increasing function of the time allocation factor τ . When
τ approaches one, the probability δN becomes almost one,
and this phenomenon is independent with other parame-
ters. With the increase of the time factor τ , more energy
is harvested and shorter time is reserved for the data
transmission, which results in a much higher transmission
power.
Figure 2 shows the probability of choosing a power level

with respect to the time allocation factor τ . There are six
power levels by setting N = 5. Without specifying other-
wise, the peak transmission power is set as p̂ = 0.1 w, the
distance between a source and its destination is d = 10
m, the energy transfer power of the destination is pe = 15
dB, the circuit power consumption is pc = 0.01 w, the EH
efficiency is η = 0.8, and the path-loss exponent is α = 3.

It can be seen from Figure 2 that the probability of choos-
ing a non-zero and non-peak power level first increases
and then decreases when the EH time is prolonged. In
the lower regime of τ , more energy is harvested with the
increase of τ , so the probability of choosing a power level
gets larger. However, with the further increase of τ in the
high regime, it is more likely to choose a higher power
level, so the probability of choosing the lower power level
gets smaller. The maximal probability of choosing each
power level has been obtained in (5), and it is plotted
in this figure. Moreover, it verifies that the probability
of choosing the zero/peak transmission power monotoni-
cally decreases/increases with more time allocated for the
WET.

3.2 Power setting for the cooperative system
For the cooperative WET, in the first τ fraction of each
time block, the relay and the destination can simultane-
ously transfer the RF energy to the source. The longer the
distance for theWET, themore severe the impact from the
path-loss, which can greatly attenuate the energy amount
arriving at the source. As the distance between the relay
and the source is much shorter than the distance between
the destination and the source, the efficiency of WET
jointly performed by the relay and the destination is much
higher than that performed by the destination alone. In
the EH period, the total amount of energy recharged into
the battery of the source is modeled as:

Qc
o = ητpe

[
G̃r min

(
1, d̃−α

)
+ G̃smin

(
1, d−α

)]
,

(10)
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Figure 2 Probability of choosing each power level w.r.t. the time allocation factor τ for the noncooperative WET.
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where d̃ = βd with 0 < β < 1 represents the distance
between the relay and the source. The energy transfer
power of the relay is the same as the destination and it is
denoted as pe. The channel fading of WET between the
relay and the source is denoted as G̃r , while the channel
fading of WET between the destination and the source is
denoted as G̃s. The two random variables of channel fad-
ing over the two different links towards the source are
independent.
After the wireless EH in the first fraction τ of each time

block, the source data is cooperatively transmitted to the
destination in the remaining time fraction 1− τ . The pair-
wise power control is considered, where the consumed
energy equals the amount of harvested energy, that is,
(p̃o + pc)(1 − τ) = Qc

o. In a certain time block, the max-
imal continuous transmission power of the source can be
obtained as:

p̃o= Qc
o

1 − τ
− pc

=
(

τ

1 − τ

)
ηpe

[
G̃r min

(
1, d̃−α

)
+G̃smin

(
1, d−α

)]−pc.

(11)

According to the divisions of the power levels in the
previous subsection, the discrete transmission power can
be set as po. The probability of choosing the non-zero
and non-peak power level pi (i ∈ {1, . . . ,N − 1}) for
the cooperative data transmission is expressed as μi =
Pr
{
pi ≤ p̃o < pi+1

}
, and it is calculated as:

μi = Pr
{

(1 − τ) (pi + pc)
ητpe

− G̃r min
(
1, d̃−α

)
≤ G̃smin

(
1, d−α

)
<

(1 − τ) (pi+1 + pc)
ητpe

− G̃r min
(
1, d̃−α

)}
.

(12)

It can be seen from (12) that the probability of choosing
a certain power level is calculated by averaging over two
independent exponential random variables. The proba-
bility of (12) can be decomposed into two probabilities
according to the value of G̃r , that is, μi = μi1 + μi2. The
first component probability μi1 is given as:

μi1 =Pr

⎧⎨
⎩G̃s <

(1 − τ) (pi+1 + pc)
ητpe min

(
1, d−α

) −
G̃r min

(
1, d̃−α

)
min

(
1, d−α

) ,

(1 − τ) (pi + pc)

ητpe min
(
1, d̃−α

) ≤ G̃r <
(1 − τ) (pi+1 + pc)

ητpe min
(
1, d̃−α

)
⎫⎬
⎭ .

(13)

The second component probability μi2 is given as:

μi2 = Pr

⎧⎨
⎩ (1 − τ) (pi + pc)

ητpe min
(
1, d−α

) −
G̃r min

(
1, d̃−α

)
min

(
1, d−α

)

≤ G̃s <
(1 − τ) (pi+1 + pc)
ητpe min

(
1, d−α

) −
G̃r min

(
1, d̃−α

)
min

(
1, d−α

) ,

G̃r <
(1 − τ) (pi + pc)

ητpe min
(
1, d̃−α

)
⎫⎬
⎭ .

(14)

Take the expectations over the two channel fading vari-
ables, the probabilities μi1 and μi2 can be derived in the
following two propositions.

Proposition 1. The probability μi1 of (13) can be
derived as:

μi1=
∫
G̃r

⎧⎨
⎩1−exp

⎡
⎣− (1−τ) (pi+1+pc)

ητpe min
(
1, d−α

)+ gmin
(
1, d̃−α

)
min

(
1, d−α

)
⎤
⎦
⎫⎬
⎭

× exp(−g) dg,
(15)

where the integral is taken over the interval of G̃r as
shown in (13). Corresponding to whether min(1, d̃−α)

equals min(1, d−α) or not, we can derive μi1 as follows.
If min(1, d̃−α) = min(1, d−α), the probability of (15) is
derived as:

μi1 = exp

⎡
⎣− (1 − τ)( pi+pc)

ητpemin
(
1, d̃−α

)
⎤
⎦−exp

⎡
⎣− (1−τ) ( pi+1+pc)

ητpemin
(
1, d̃−α

)
⎤
⎦

− (1 − τ) (pi+1 − pi)

ητpe min
(
1, d̃−α

) exp
[
− (1 − τ) (pi+1 + pc)

ητpe min
(
1, d−α

)
]
.

(16)

Otherwise, ifmin(1, d̃−α) �= min(1, d−α), the probability
of (15) can be derived as:

μi1 = exp

⎡
⎣− (1−τ)(pi+pc)

ητpemin
(
1, d̃−α

)
⎤
⎦−exp

⎡
⎣− (1−τ)(pi+1+pc)

ητpemin
(
1, d̃−α

)
⎤
⎦

− exp
[
− (1−τ)(pi+1+pc)

ητpemin
(
1, d−α

)
]

min
(
1, d−α

)
min

(
1, d−α

)−min
(
1, d̃−α

)

×
⎧⎨
⎩exp

⎡
⎣ (1 − τ) (pi + pc)

ητpe min
(
1, d−α

) − (1 − τ) (pi + pc)

ητpe min
(
1, d̃−α

)
⎤
⎦

− exp

⎡
⎣ (1 − τ)(pi+1 + pc)

ητpe min
(
1, d−α

) − (1 − τ) (pi+1 + pc)

ητpe min
(
1, d̃−α

)
⎤
⎦
⎫⎬
⎭ .

(17)
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Proposition 2. The probability μi2 of (14) can be
derived as:

μi2 =
{
exp

[
− (1−τ)( pi + pc)

ητpemin
(
1, d−α

)
]

−exp
[
− (1−τ)( pi+1+pc)

ητpemin
(
1, d−α

)
]}

×
∫
G̃r

exp

⎧⎨
⎩−

⎡
⎣1 −

min
(
1, d̃−α

)
min

(
1, d−α

)
⎤
⎦ g

⎫⎬
⎭ dg,

(18)

where the integral is taken over the interval of G̃r as
shown in (14). Corresponding to whether min(1, d−α)

equals min(1, d̃−α) or not, we can derive μi2 as follows. If
min(1, d̃−α) = min(1, d−α), the probability of (18) can be
derived as:

μi2 =
{
exp
[
− (1−τ)( pi+pc)

ητpemin
(
1, d−α

)
]

−exp
[
− (1−τ)( pi+1+pc)

ητpemin
(
1, d−α

)
]}

× (1 − τ) (pi + pc)

ητpe min
(
1, d̃−α

) .
(19)

Otherwise, if min
(
1, d̃−α

)
�= min

(
1, d−α

)
, the proba-

bility of (18) can be derived as:

μi2 = min
(
1, d−α

)
min

(
1, d−α

)−min
(
1, d̃−α

)

×
⎧⎨
⎩1−exp

⎡
⎣ (1−τ)( pi+pc)

ητpe min
(
1, d−α

)− (1 − τ) (pi + pc)

ητpe min
(
1, d̃−α

)
⎤
⎦
⎫⎬
⎭

×
{
exp

[
− (1−τ)( pi+pc)

ητpemin
(
1, d−α

)
]

−exp
[
− (1−τ)( pi+1+pc)

ητpemin
(
1, d−α

)
]}

.

(20)

After obtaining the two probabilities μi1 and μi2 in the
above two propositions by averaging over the random
channel fadings from the destination and the relay to the
source, the probability of choosing a certain power level pi
(i ∈ {1, . . . ,N−1}) can thus be obtained asμi = μi1+μi2.
Moreover, the probability of choosing the power zero that
is the cooperative link being silent can be expressed as
μ0 = Pr

{
p̃o < p1

}
, and it is derived as:

μ0 = Pr
{
G̃smin

(
1, d−α

)
<

(1−τ)( p1+pc)
ητpe

−G̃r min
(
1, d̃−α

)}

= Pr

⎧⎨
⎩G̃s <

(1 − τ) (p1 + pc)
ητpe min

(
1, d−α

) −
G̃r min

(
1, d̃−α

)
min

(
1, d−α

) ,

G̃r <
(1 − τ) (p1 + pc)

ητpe min
(
1, d̃−α

)
⎫⎬
⎭ .

(21)

This probability can be derived in the following
proposition.

Proposition 3. The probability of (21) can derived as:

μ0=
∫
G̃r

⎧⎨
⎩1−exp

⎡
⎣− (1−τ)( p1+pc)

ητpemin
(
1, d−α

)+ gmin
(
1, d̃−α

)
min

(
1, d−α

)
⎤
⎦
⎫⎬
⎭

× exp(−g)dg,
(22)

where the integral is taken over the interval of G̃r as shown
in (21). Corresponding to whether min(1, d−α) equals
min(1, d̃−α) or not, the probability μ0 is derived as fol-
lows. If min(1, d−α) = min(1, d̃−α), we can derive the
probability of (22) as:

μ0 = 1 − exp

⎡
⎣− (1 − τ) (p1 + pc)

ητpe min
(
1, d̃−α

)
⎤
⎦

− exp
[
− (1 − τ) (p1 + pc)

ητpe min
(
1, d−α

)
]

(1 − τ) (p1 + pc)

ητpe min
(
1, d̃−α

) .
(23)

Otherwise, if min
(
1, d−α

) �= min
(
1, d̃−α

)
, we can

derive the probability of (22) as:

μ0 = 1 − exp
[
− (1 − τ)(p1 + pc)

ητpe min(1, d̃−α)

]

− exp
[
− (1−τ)( p1+pc)

ητpe min
(
1, d−α

)
]

min
(
1, d−α

)
min

(
1, d−α

)−min
(
1, d̃−α

)

×
⎧⎨
⎩1−exp

⎡
⎣ (1−τ) (p1+pc)

ητpe min
(
1, d−α

) − (1 − τ) (p1 + pc)

ητpe min
(
1, d̃−α

)
⎤
⎦
⎫⎬
⎭.

(24)

In the above proposition, we analyze the probability of
the cooperative link keeping silent, that is, the probability
of choosing the zero transmission power. Moreover, the
probability of choosing the maximal power level pN can
be expressed as μN = Pr

{
pN ≤ p̃o

}
, and it is derived as:

μN = Pr
{
G̃s min

(
1, d−α

) ≥ (1 − τ) (pN + pc)
ητpe

− G̃r min
(
1, d̃−α

)}

=Pr

⎧⎨
⎩G̃s ≥ (1−τ)( pN +pc)

ητpemin
(
1, d−α

)−
G̃rmin

(
1, d̃−α

)
min

(
1, d−α

) , G̃r ≥ (1−τ)( pN +pc)

ητpemin
(
1, d̃−α

)
⎫⎬
⎭︸ ︷︷ ︸

μN1

+Pr

⎧⎨
⎩G̃s ≥ (1−τ)( pN +pc)

ητpemin
(
1, d−α

)−
G̃rmin

(
1, d̃−α

)
min

(
1, d−α

) , G̃r <
(1−τ)( pN +pc)

ητpemin
(
1, d̃−α

)
⎫⎬
⎭︸ ︷︷ ︸

μN2

,

(25)
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where the first probability can be derived as μN1 =
exp

[
− (1−τ)(pN+pc)

ητpe min
(
1,d̃−α

)
]
. The second probability of (25) can

be derived in the following proposition.

Proposition 4. The second probability μN2 of (25) can
be derived as:

μN2 =
∫
G̃r

exp
[
− (1 − τ)(pN + pc)

ητpe min(1, d−α)
+ gmin(1, d̃−α)

min(1, d−α)

]

× exp(−g) dg,
(26)

where the integral is taken over the given interval of G̃r
as shown in (25). Corresponding to whether min(1, d−α)

equalsmin(1, d̃−α) or not, we can derive μN2 as follows. If
min(1, d̃−α) = min(1, d−α), the probability of (26) can be
derived as:

μN2 = exp
[
− (1 − τ) (pN + pc)

ητpe min
(
1, d−α

)
]

(1 − τ) (pN + pc)

ητpe min
(
1, d̃−α

) .
(27)

Otherwise, ifmin(1, d̃−α) �= min(1, d−α), the probability
of (26) can be derived as:

μN2 = exp
[
− (1−τ)( pN + pc)

ητpe min
(
1, d−α

)
]

min
(
1, d−α

)
min

(
1, d−α

)− min
(
1, d̃−α

)

×
⎧⎨
⎩1−exp

⎡
⎣ (1−τ)( pN +pc)

ητpe min
(
1, d−α

)− (1−τ)( pN +pc)

ητpe min
(
1, d̃−α

)
⎤
⎦
⎫⎬
⎭ .

(28)

Figure 3 shows the probability of choosing each power
level with respect to the time allocation factor τ . The
system parameters are set the same as that adopted in
Figure 2, and the relative distance between the relay and
the source is set as d̃ = 7.5 m. The probability of
choosing the zero/peak transmission power monotoni-
cally decreases/increases with the prolonging of the EH
time. In each time block, the more time allocated for
the EH, the shorter time is retained for the data trans-
mission, so it is more likely to choose a higher power
level. For the other power levels, with the increase of
the EH time fraction τ , the probability of choosing each
power level gets larger first and then turns smaller. This
is because more energy is harvested with the increase of

τ , and it is more possible to choose the higher power
level.
Figure 4 shows the probability of choosing a power

level with respect to the EH time τ for different dis-
tances between the relay and the source. There are totally
six power levels with N = 5, and we focus on the
second power level that is p̂/5. It can be seen that the
source-relay distance can apparently impact the transmis-
sion power of the source. When the source-relay distance
gets longer, i.e., the location parameter β gets larger, the
WET efficiency from both the relay and the destination
becomes worse, and less amount of energy is harvested
by the source. Consequently, it is more likely to choose
the low power level and the maximal probability of choos-
ing the given power level shifts to the right on the time
line.

4 Area throughput of the non-cooperative system
In each time block, after the EH in the first τ time frac-
tion, the remaining 1 − τ time fraction is divided into
two subperiods with equal length for the data transmis-
sion. In the first subperiod, the source transmits a data
packet to the destination. If the data packet is correctly
received by the destination, the source will transmit a new
data packet in the second subperiod. Otherwise, if the
data packet is erroneously received by the destination, the
source will retransmit the same data packet in the second
subperiod. Both the original and retransmitted data pack-
ets are maximal ratio combined (MRC) for the decoding.
In this section, we will analyze the success probabilities of
data transmission and retransmission, based on which the
maximal area throughput of the non-cooperative system
is investigated.

4.1 Data success probability
Since the EH amount varies for different sources due to
the independent channel fading, the transmission power
of each source is generally different. In the following, we
will analyze the impacts of different transmission pow-
ers to the data success probability. We pick a typical
link with the destination located at the origin, the per-
formance of this particular link can reflect the whole
network, and this assumption does not violate the dis-
tribution of other terminals according to the Slivnyak’s
theorem [22]. The signal-to-interference-plus-noise ratio
(SINR) of the data transmission over the typical link is
given as:

γo = poGomin
(
1, d−α

)
Io + N0

, (29)

where po is the transmission power of the typical source
node, Go represents the channel power fading over the
typical link for the data transmission, and N0 is the power



Zhai and Liu EURASIP Journal onWireless Communications and Networking  (2015) 2015:44 Page 10 of 22

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

Time allocation factor τ

P
ro

ba
bi

lit
y 

of
 c

ho
os

in
g 

ea
ch

 p
ow

er
 le

ve
l

Power level one

Power level two

Power level three

Power level four

Power level five

Power level six

Figure 3 Probability of choosing each power level w.r.t. the time allocation factor τ for the cooperative WET.

of noise. Let xo denote the typical source node. The aggre-
gate interference at the typical destination is modeled as:

Io =
∑

x∈�s/{xo}
pxGxmin(1, x−α), (30)

where all the active source nodes except the typical one
contribute to the aggregate interference. The transmission
power of the interferer x ∈ �s/{xo} is denoted as px. The
channel power fading and the distance between the inter-
ferer x and the typical destination are denoted as Gx and
x, respectively.

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0

0.05

0.1

0.15

0.2

0.25

0.3

Time allocation factor 

P
ro

ba
bi

lit
y 

of
 c

ho
os

in
g 

po
w

er
 le

ve
l t

w
o

=0.15

=0.30

=0.45

=0.60

=0.75

=0.90

Figure 4 Probability of choosing the second power level w.r.t. the time allocation factor τ for the cooperativeWET with different distance
factors β.
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Let γt = 2
R

1−β − 1 denote the SINR threshold to judge
whether the data transmission is successful or not, where
R is the fixed transmission rate of the source. The success
probability of data transmission in the first subperiod is
Pnsuc1 = Pr {γo ≥ γt}, which can be derived as:

Pnsuc1 = Pr
{
Go ≥ γt (Io + N0)

pomin
(
1, d−α

)
}

= Epo,Io

{
exp

[
− γt (Io + N0)

pomin
(
1, d−α

)
]}

=
N∑
i=0

δi exp
[
− γt N0

pimin
(
1, d−α

)
]

× EIo

{
exp

[
− γt Io
pimin

(
1, d−α

)
]}

︸ ︷︷ ︸
A(pi)

,

(31)

where we first take the expectation over the discrete trans-
mission powers for the typical source by considering the
independence of po and Io. The parameter δi in (31)
has been obtained in Equation 3. Given the transmission
power of the typical source as pi, the remaining expecta-
tion of (31) is taken over the aggregate interference, and it
is derived as:

A (pi)

(a)= E�s

⎧⎨
⎩∏

x∈�s

EGx ,px

[
exp

(
− γt pxGx min

(
1, x−α

)
pi min

(
1, d−α

)
)]⎫⎬
⎭

(b)= exp
{

−2πλs

∫ ∞

0

{
1 − EGx ,px

[
exp

(
− γt pxGx min

(
1, x−α

)
pi min

(
1, d−α

)
)]}

d
}

(c)= exp

⎧⎨
⎩−2πλs

N∑
j=0

δj

∫ ∞

0

{
1 − EGx

[
exp

(
− γt pjGx min

(
1, x−α

)
pi min

(
1, d−α

)
)]}

d

⎫⎬
⎭

(d)=exp

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

−2πλs

N∑
j=0

δj

∫ ∞

0

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
∫ ∞

0

[
1−exp

(
− γt pjgmin

(
1, −α

)
pimin

(
1, d−α

)
)]

d

︸ ︷︷ ︸
B( pi ,pj)

⎫⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎭
e−gdg

⎫⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎭
,

(32)

where (a) is derived by separating the point process
with the other random variables, (b) is obtained accord-
ing to the PGFL of PPP [22], (c) follows by taking
the expectation over the discrete power levels, and (d)

is obtained by exchanging the integral orders of the
channel fading and the distance. By taking the expecta-
tion over the random distance  in the intervals (0, 1)

and (1,∞), the inner integral of (32) can be derived
as:

B
(
pi, pj

) = 1
2

[
1 − exp

(
− γt pjg
pimin

(
1, d−α

)
)]

+
∫ ∞

1

[
1 − exp

(
− γt pjg−α

pimin
(
1, d−α

)
)]

d.

(33)

Substitute (33) into (32), after some mathematical
manipulations according to the proof of Theorem 1 in
[24], we can obtain:

A(pi) =
N∏
j=0

exp

⎧⎨
⎩−πλsδj

[
γt pj

pimin
(
1, d−α

)
] 2

α

×
[

2π/α

sin (2π/α)
−
∫ ∞

0
g

2
α�

(
1− 2

α
,

γt pjg
pimin

(
1, d−α

)
)

× exp(−g)dg

⎤
⎦
⎫⎬
⎭ ,

(34)

where �(a, x) = ∫∞
x e−tta−1dt is the incomplete gamma

function [25]. Substitute (34) into (31), we can obtain
the success probability of source transmission in the first
subperiod.
If the data transmission in the first subperiod is suc-

cessful, the data transmission in the second subperiod
is also deemed to be successful as the channel under-
goes block fading and the interference is almost invari-
ant. However, if the original data transmission fails, the
retransmission is performed by the source with SINR 2γo
for the MRC detection at the destination. The success
probability of data retransmission is expressed as Pnsuc2 =
Pr {γo < γt , 2γo ≥ γt}, and it can be derived as follows
after some mathematical manipulations, i.e.:

Pnsuc2 = Pr
{

γt (Io + N0)

2pomin
(
1, d−α

) ≤ Go <
γt (Io + N0)

pomin
(
1, d−α

)
}

= Epo,Io

{
exp

[
− γt (Io + N0)

2pomin
(
1, d−α

)
]}

− Epo,Io

{
exp

[
− γt (Io + N0)

pomin
(
1, d−α

)
]}

,

(35)

where the second expectation term has been derived
in (31), and the first expectation term can be similarly
derived as (31) by replacing pi with 2pi.
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4.2 Achievable area throughput
In the above subsection, we have derived the success
probabilities of data transmission and retransmission
for the non-cooperative wireless energy harvesting and
data transmission system. The area throughput with unit
bits/s/Hz/m2 represents the effective data transmission
rates per link multiplied by the average number of links
in a unit area. Based on the above analysis, we define the
achievable area throughput of the non-cooperative system
as:

Tn = max
τ∈(0,1)

λsR
(
Pnsuc1 + Pnsuc2

2

)
, (36)

where R is the transmission rate and we have the rela-
tionship γt = 2

R
1−τ − 1. The maximal area throughput of

the ad hoc network can be obtained by searching over the
time allocation factor τ in the interval (0, 1). The two suc-
cess probabilities are dependent with τ , and it is difficult
to determine a closed-form solution for this parameter.
Next, we will show the variation of the achievable area
throughput with respect to the time allocation factor τ .
Figure 5 shows the area throughput of the non-

cooperative system with respect to the time allocation
factor τ for different transmission rates R. Without stating
otherwise, the density of source nodes is set as λs = 10−3

and the power of noise is set as N0 = 10−6 W. It can
be seen that the area throughput first increases and then
decreases when the EH time τ gets longer from nearly
0 to nearly 1. With the increase of the time fraction τ ,

more energy can be harvested by the source, which is
helpful to improve the data success probability, but less
time is retained for the data transmission, which is harm-
ful to enhance the area throughput. As a compromise,
there exists an optimal time factor τ that can maximize
the system area throughput. Moreover, when the trans-
mission rate R gets larger from 0.5 to 4.0 bits/s/Hz, the
area throughput improves first and then deteriorates. In
the lower regime of R, the increase of the transmission rate
can beat against the adverse impacts of the success prob-
ability decrease, so the system performance becomes bet-
ter. However, in the higher regime of R, the increase of the
transmission rate cannot combat the severe degradation
of the data success probability, so the system performance
turns to be worse.

5 Area throughput of the cooperative system
In this section, we will analyze the data success probabil-
ities, based on which the achievable area throughput is
investigated for the cooperative WET and data relaying
system. The energy and data transmission over each link
is assisted by a fixed relay located on the line connecting
the source and its destination. This assumption is approx-
imate when the density of relay nodes is much higher and
almost surely a relay can be found in a very small area at a
certain location.

5.1 Success probability of source transmission
In each time block, using the energy harvested in the
first τ time fraction, the cooperative data transmission is
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Figure 5 Area throughput of the non-cooperative systemw.r.t. the time allocation factor τ for different transmission rates R.
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performed in the following 1 − τ time fraction, which is
divided into two equal-length subperiods. In the first sub-
period, the source broadcasts its data to both the relay and
the destination. Due to the broadcast nature of the wire-
less channel, the source data can be overheard by both the
destination and the relay at the same time. If the desti-
nation can successfully detect this data packet, the relay
will keep silent and the source will transmit a new data
packet in the second subperiod. Otherwise, if the destina-
tion erroneously receives the data, both the source and the
relay will simultaneously forward the data in the second
subperiod if the relay has correctly received the source
data in the first subperiod. However, if the relay has no
correct data copy, the source will retransmit the same data
packet alone. The original and retransmitted data pack-
ets are combined by the destination for the joint decoding
using the MRC technique.
The success probability of data transmission in the first

subperiod is denoted as Pcsuc1, and it can be similarly
derived as (31) by replacing δi and δj with μi and μj,
respectively. If the data transmission in the first subpe-
riod is successful, the new source data transmission in
the second subperiod may be unsuccessful. In the second
subperiod, the interference power from other concurrent
links is different from the first subperiod, as some relays
of other links are active for the data retransmission with
fixed power. The success probability of the data transmis-
sion in the second subperiod is denoted as Pcsuc2, and it is
expressed as:

Pcsuc2 = Pr {γo ≥ γt, γ̃o ≥ γt} , (37)

where γo given by (29) represents the SINR of the typical
destination in the first subperiod, and γ̃o represents the
SINR of the typical destination in the second subperiod,
and it is given as:

γ̃o = poGomin(1, d−α)

Ĩo + N0
, (38)

where the channel fading keeps invariant in the two suc-
cessive subperiods, and the aggregate interference caused
to the typical destination in the second subperiod is:

Ĩo =
∑

x∈�s/{xo}
pxGxmin

(
1, x−α

)
+ 1 (γx < γt, γxr ≥ γt) prGxromin

(
1, x−α

)
,
(39)

where the indicator random variable 1(γx < γt, γxr ≥ γt)
equals one if γx < γt and γxr ≥ γt, otherwise, it equals
zero. In the expression (39), the SINR between a source
node x ∈ �s/{xo} and its destination is denoted as γx, the
SINR between a source node x and its relay is denoted as
γxr , and the channel fading between the relay of source x
and the typical destination is denoted as Gxro. Since the

source nodes are sparsely distributed over the 2-D plane,
the average distance between different source-destination
pairs is far. Hence, it is appropriate to assume that the
interfering source x ∈ �/{xo} and its relay have the same
distance x towards the typical destination at the ori-
gin. Therefore, at the typical destination, the interference
from both the source x ∈ �/{xo} and its relay undergoes
the same path-loss. For a particular interfering source x,
the indicator random variable of (39) represents that the
source erroneously transmits its data to the destination
but its relay correctly receives the data in the first subpe-
riod, so the relay will join in the retransmission with power
pr in the second subperiod.
Before analyzing the data success probability of source

transmission in the second subperiod, we first study the
proportion of relays active for the data retransmission in
the second subperiod over the whole plane. Let γsr denote
the SINR between the typical source and the typical relay,
it is given as:

γsr =
poGsr min

(
1, d̃−α

)
Isr + N0

, (40)

where Gsr and d̃ represent the channel power fading and
the distance between the source and the relay, respec-
tively. The interference encountered at the typical relay in
the first subperiod is modeled as:

Isr =
∑

x∈�s/{xo}
pxGxr min

(
1, x−α

)
, (41)

where the distance between the interferer x ∈ �s/{xo}
and the relay is assumed to be the same with the dis-
tance between this interferer and the typical destination
at the origin. The channel fading between an interferer
x ∈ �s/{xo} and the typical relay is denoted as Gxr . When
γo < γt and γsr ≥ γt, the relay will be active for the data
retransmission in the second subperiod. The probability is
denoted as ζ = Pr {γo < γt, γsr ≥ γt}, and it is calculated
as:

ζ = Pr

⎧⎨
⎩Go <

γt (Io + N0)

po min
(
1, d−α

) ,Gsr ≥ γt(Isr + N0)

po min
(
1, d̃−α

)
⎫⎬
⎭

= E

⎧⎨
⎩
[
1−exp

(
− γt(Io+N0)

pomin
(
1, d−α

)
)]

exp

⎡
⎣− γt(Isr+N0)

pomin
(
1, d̃−α

)
⎤
⎦
⎫⎬
⎭

= E

⎧⎨
⎩exp

⎡
⎣− γt(Isr+N0)

pomin
(
1, d̃−α

)
⎤
⎦
⎫⎬
⎭−E

⎧⎨
⎩exp

⎡
⎣− γt (Io + N0)

po min
(
1, d−α

)

− γt (Isr + N0)

po min
(
1, d̃−α

)
⎤
⎦
⎫⎬
⎭ ,

(42)
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where the expectation is taken over the channel fading
and the interference. The distance between any interferer
and the typical relay is assumed to be the same as the
distance between this interferer and the typical destina-
tion, so the first expectation of (42) can be approximately
derived according to (31) by replacing δi and d with μi
and d̃, respectively. The other expectation of (42) can be
derived as:

E

⎧⎨
⎩exp

⎡
⎣− γt (Io + N0)

pomin
(
1, d−α

) − γt (Isr + N0)

pomin
(
1, d̃−α

)
⎤
⎦
⎫⎬
⎭

=
N∑
i=0

μiEIo,Isr

⎧⎨
⎩exp

⎡
⎣− γt(Io + N0)

pimin
(
1, d−α

)− γt(Isr+N0)

pimin
(
1, d̃−α

)
⎤
⎦
⎫⎬
⎭

=
N∑
i=0

μi exp

⎡
⎣− γt N0

pimin
(
1, d−α

) − γt N0

pimin
(
1, d̃−α

)
⎤
⎦

× EIo,Isr

{
exp

[
− γt Io
pimin(1, d−α)

− γt Isr
pimin(1, d̃−α)

]}
︸ ︷︷ ︸

D(pi)

.

(43)

In the above derivation, we first take the expectation
over the transmission power of the typical link, then
the remaining expectation is taken over the interference.
Given the transmission power of the typical source as pi,
the expectation term of (43) can be further calculated as:

D(pi) =E�s

⎧⎨
⎩∏

x∈�s

EGx,px,Gxr

{
exp

[
−γt pxGxmin(1, x−α)

pimin(1, d−α)

]

× exp
[
−γt pxGxr min(1, x−α)

pimin(1, d̃−α)

]}}

= E�s

⎧⎨
⎩∏

x∈�s

Epx

[
pimin(1, d−α)

pimin(1, d−α)+γtpxmin(1, x−α)

× pimin(1, d̃−α)

pimin(1, d̃−α) + γtpxmin(1, x−α)

]}

=
N∏
j=0

exp
{
−πλsμj

[
1 − pimin(1, d−α)

pimin(1, d−α) + γtpj

× pimin(1, d̃−α)

pimin(1, d̃−α) + γtpj
+ 2E(pi, pj)

]}

(44)

where we first take the expectation over the independent
channel fading variables Gx and Gxr , and then the expec-
tation is taken over the discrete power px and the point

process according to the PGFL. The intermediate function
of (44) is given as:

E(pi , pj)

=
∫ ∞

1

⎧⎨
⎩1−

p2i min(1, d−α)min
(
1, d̃−α

)
[
pi min

(
1, d−α

)+ γtpj−α
] [

pi min
(
1, d̃−α

)
+ γtpj−α

]
⎫⎬
⎭ d.

(45)

The above integral can be numerically calculated over
finite range of . By substituting (44) into (43), we can
derive the second expectation term of (42). Therefore, the
probability of the relay being active for the data retrans-
mission in the second subperiod has been derived as
(42).
Based on the above probability of relay being active in

the second subperiod, we then analyze the success proba-
bility (37) of source transmission in the second subperiod
as follows, i.e.:

Pcsuc2=Pr

⎧⎨
⎩Go≥

γt
(
Ĩo+N0

)
pomin

(
1, d−α

)
⎫⎬
⎭=E

{
exp

[
− γt(Ĩo+N0)

pomin
(
1, d−α

)
]}

=
N∑
i=0

μiexp
[
− γtN0

pimin
(
1, d−α

)
]
E

{
exp

[
− γtĨo
pimin

(
1, d−α

)
]}

︸ ︷︷ ︸
F(pi)

,

(46)

where the expectation over the discrete power level is first
taken and the expectation over the interference can be
derived as:

F(pi)
(a)= E

⎧⎨
⎩∏
x∈�s

exp
[
− γtmin

(
1, x−α

) [
pxGx + 1(γx < γt, γxr ≥ γt)prGxro

]
pi min(1, d−α)

]⎫⎬
⎭

(b)≈ E�s

⎧⎨
⎩∏

x∈�s

Epx ,Gx ,Gxro

{
(1 − ζ ) exp

[
− γtpxGx min(1, x−α)

pi min(1, d−α)

]

+ ζ exp
[
− γt min(1, x−α)(pxGx + prGxro)

pi min(1, d−α)

]}}

(c)= E�s

⎧⎨
⎩∏

x∈�s

Epx

{
pi min(1, d−α)

pi min(1, d−α) + γtpx min(1, x−α)

×
[
(1 − ζ ) + ζpi min(1, d−α)

pi min(1, d−α) + γtpr min(1, x−α)

]}}

(d)=
N∏
j=0

exp
{
−πλsμj

{
1 − pi min(1, d−α)

pi min(1, d−α) + γtpj

×
[
(1 − ζ ) + ζpi min(1, d−α)

pi min(1, d−α) + γtpr

]
+ 2G(pi, pj)

}}
,

(47)

where (a) is obtained by substituting the interference
Ĩo given by (39), the approximation of (b) is derived by
assuming the indicator random variable is independent
with other variables and each relay is active or not is
independent with other users, (c) is derived by taking
the expectations over the two independent channel fading
variables Gx and Gxro, and (d) is obtained by taking the
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expectation over the discrete power px and over the point
process according to the PGFL. The intermediate function
in (47) is defined as:

G(pi, pj) =
∫ ∞

1

{
1 − pimin(1, d−α)

pimin(1, d−α) + γtpj−α

×
[
(1 − ζ ) + ζpimin(1, d−α)

pimin(1, d−α) + γtpr−α

]}
d.

(48)

The intermediate function G(pi, pj) with one-dimen-
sional integral can be numerically calculated. By substitut-
ing (47) into (46), the approximate success probability of
source transmitting in the second subperiod is obtained,
where the probability of the relay being active is included
in the derivation.

5.2 Success probability of source retransmission
If the source data transmission in the first subperiod
is unsuccessful, the retransmission will be performed in
the second subperiod. When the relay does not correctly
receive the source data in the first subperiod, the data
retransmission is performed by the source, and the suc-
cess probability of this event is denoted as Pcsuc3, i.e.:

Pcsuc3 = Pr {γo < γt , γsr < γt , γo + γ̃o ≥ γt} , (49)

where γo < γt represents the data transmission in the first
subperiod fails, γsr < γt represents that the relay does not
correctly receive the source data, and γo + γ̃o ≥ γt rep-
resents that the data retransmission with MRC decoding
is successful at the destination. The SINR between source
and destination is γo given in (29), the SINR between
source and relay is γsr given in (40), the SINR of the source
retransmission is γ̃o given in (38). In the derivation, the
distance between any interferer and the relay is assumed
to be the same as that between the interferer and the
typical destination. This assumption is appropriate when
the density of the source links is small and the average
distance between any two links is far.
By substituting the related SINR values into the proba-

bility expression, we can calculate the success probability
of source retransmission as:

Pcsuc3 =Pr

⎧⎨
⎩poGomin

(
1, d−α

)
Io+N0

<γt ,
poGsrmin

(
1, d̃−α

)
Isr+N0

<γt ,

poGomin(1, d−α)

Io + N0
+ poGomin(1, d−α)

Ĩo + N0
≥ γt

}
.

(50)

The probability of (50) is not easy to analyze. Instead,
we try to derive two approximate results in the following
analysis.

By omitting the interference from the relays, i.e., replac-
ing Ĩo with Io, we can obtain an upper bound of the
approximate success probability Pcsuc3. The success proba-
bility upper bound is denoted as P̂csuc3, and it is derived as:

P̂csuc3 = Pr
{

γt (Io+N0)

2po min(1, d−α)
≤ Go <

γt (Io + N0)

po min(1, d−α)
,Gsr <

γt (Isr + N0)

po min(1, d̃−α)

}

= Epo ,Io

{
exp

[
− γt (Io + N0)

2po min(1, d−α)

]}
−Epo ,Io

{
exp

[
− γt (Io + N0)

po min(1, d−α)

]}

+ Epo ,Io ,Isr

{
exp

[
− γt (Io + N0)

po min(1, d−α)
− γt (Isr + N0)

po min(1, d̃−α)

]}

− Epo ,Io ,Isr

{
exp

[
− γt (Io + N0)

2po min(1, d−α)
− γt (Isr + N0)

po min(1, d̃−α)

]}
,

(51)

where the first two expectations can be similarly derived
according to (35) by replacing δi with μi. There are two
other similar expectations, and one expectation has been
derived in (43). Similarly to the derivation of (43), the
last expectation of (51) can be obtained by replacing
min(1, d−α) with 2min(1, d−α).
In the MRC detection process, if we assume that the

original data transmission is also interfered by the active
relay nodes, i.e., by replacing Io with Ĩo in the last term
of (50), we can derive the lower bound of the approx-
imate success probability. Denoted as P̌csuc3, the success
probability lower bound is derived as:

P̌csuc3 = Pr
{

γt(Ĩo + N0)

2po min(1, d−α)
≤ Go <

γt (Io + N0)

po min(1, d−α)
,Gsr <

γt (Isr + N0)

po min(1, d̃−α)

}

= E

{
exp

[
− γt(Ĩo + N0)

2po min(1, d−α)

]}
− E

{
exp

[
− γt(Io + N0)

po min(1, d−α)

]}

+ E

{
exp

[
− γt(Io + N0)

po min(1, d−α)
− γt(Isr + N0)

po min(1, d̃−α)

]}

− E

{
exp

[
− γt(Ĩo + N0)

2po min(1, d−α)
− γt(Isr + N0)

po min(1, d̃−α)

]}
,

(52)

where the first expectation can be derived according to
(46) by replacing po with 2po, the second expectation can
be derived as (31) by replacing δi with μi, the third expec-
tation has been derived in (43). The last expectation of
(52) is derived as:

E

{
exp

[
− γt(Ĩo + N0)

2pomin(1, d−α)
− γt(Isr + N0)

pomin(1, d̃−α)

]}

=
N∑
i=0

μiexp
[
− γtN0
2pimin(1, d−α)

]
exp

[
− γtN0

pimin(1, d̃−α)

]

× E

{
exp

[
− γtĨo
2pimin(1, d−α)

− γtIsr
pimin(1, d̃−α)

]}
︸ ︷︷ ︸

H(pi)

,

(53)
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where the expectation over the transmission power of
the typical source is taken and the remaining expec-
tation is taken over the random interference. Let R
denote the event that a certain relay is active for the
data retransmission. Given the power level of the typi-
cal source as pi, we can calculate the expectation term of
(53) as:

H(pi)
(a)= E�s

⎧⎨
⎩∏

x∈�s

EGx ,Gxr ,Gxro ,R

{
exp

[
− γtpxGxr min(1, x−α)

pi min(1, d̃−α)

]

× exp
[
− γt

[
pxGx min(1, x−α) + 1(γx < γt , γxr ≥ γt)prGxro min(1, x−α)

]
2pi min(1, d−α)

]}}

(b)≈ E�s

⎧⎨
⎩∏

x∈�s

Epx ,Gx ,Gxr ,Gxro

{
(1 − ζ ) exp

[
− γtpxGxr min(1, x−α)

pi min(1, d̃−α)

]

× exp
[
− γtpxGx min(1, x−α)

2pi min(1, d−α)

]
+ ζ exp

[
− γtpxGxr min(1, x−α)

pi min(1, d̃−α)

]

× exp
[
− γt

[
pxGx min(1, x−α) + prGxro min(1, x−α)

]
2pi min(1, d−α)

]}}

(c)= E�s

⎧⎨
⎩∏

x∈�s

Epx

{[
(1 − ζ ) + 2ζpi min(1, d−α)

2pi min(1, d−α) + γtpr min(1, x−α)

]

× 2p2i min(1, d̃−α)min(1, d−α)[
pi min(1, d̃−α) + γtpx min(1, x−α)

][
2pi min(1, d−α) + γtpx min(1, x−α)

]
⎫⎬
⎭
⎫⎬
⎭

(54)

where the approximate value is derived in (b) by taking
over the event R. After taking the expectations over the
independent channel fading random variables Gx, Gxr ,
and Gxro, we can derive the result of (c). After taking the
expectation over the discrete transmission power px and
using the PGFL, we can further derive the following result,
i.e.:

H(pi) =
N∏
j=0

exp
{

−πλsμj

{
1−
[
(1 − ζ ) + 2ζpi min(1, d−α)

2pi min(1, d−α) + γtpr

]

× 2p2i min(1, d̃−α)min(1, d−α)[
pi min(1, d̃−α) + γtpj

] [
2pi min(1, d−α) + γtpj

]

+ 2X (pi, pj)
}}

,

(55)

where the intermediate function is defined as:

X (pi , pj) =
∫ ∞

1

{
1 −

[
(1 − ζ ) + 2ζpi min(1, d−α)

2pi min(1, d−α) + γtpr−α

]

× 2p2i min(1, d̃−α)min(1, d−α)[
pi min(1, d̃−α) + γtpj−α

] [
2pi min(1, d−α) + γtpj−α

]
⎫⎬
⎭d.

(56)

The one-dimensional integral ofX (pi, pj) can be numer-
ically calculated. By substituting (55) into (53), we can
obtain the last expectation of (52), so the result of the
lower success probability P̌csuc3 can be derived finally.

5.3 Success probability of relay retransmission
In the previous subsections, we have derived the success
probability of source transmitting in the second subperiod
when the original transmission towards the destination is
successful in the first subperiod. Also, the success proba-
bility of source retransmitting is derived when the original
transmission is unsuccessful and the relay has no correct
data copy. In this subsection, we will analyze the success
probability of the relay retransmitting when the original
transmission fails in the first subperiod. Denoted as Pcsuc4,
the success probability can be expressed as:

Pcsuc4 = Pr {γo < γt , γsr ≥ γt , γo + γrd ≥ γt} , (57)

where γo < γt represents that the original data transmis-
sion fails in the first subperiod, γsr ≥ γt represents that the
relay correctly receives the source data in the first subpe-
riod, and γo + γrd ≥ γt represents that the MRC decoding
with retransmission performed by the relay is success-
ful. The SINR between the relay and the destination is
denoted as γrd, which is given as:

γrd = prGrd min(1, d̂−α)

Ĩo + N0
, (58)

where d̂ = (1 − β)d is the distance between the relay and
the destination, and pr is the data transmission power of
the relay node. The interference accumulated at the typi-
cal destination in the second subperiod is denoted as Ĩo,
and it is given in (39). Substituting the related terms into
(57) and after some mathematical manipulations, we can
obtain:

Pcsuc4 = Pr
{
Go <

γt (Io + N0)

pomin(1, d−α)
,Gsr ≥ γt (Isr + N0)

pomin(1, d̃−α)
,

poGomin
(
1, d−α

)
Io + N0

+ prGrd min(1, d̂−α)

Ĩo + N0
≥ γt

}
.

(59)

It is difficult to derive the closed-form solution for this
probability, instead we will derive the upper and lower
approximations similarly to the case of source retransmit-
ting. Through omitting the interference from the relays,
i.e., replacing Ĩo with Io in (59), we can derive an upper
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bound of the approximate success probability, which is
denoted as P̂csuc4 and given by:

P̂csuc4

= E

{
pr min(1, d̂−α)

pr min(1, d̂−α) − po min(1, d−α)
exp

[
− γt (Isr + N0)

po min(1, d̃−α)

]

× exp
[
− γt(Io + N0)

pr min(1, d̂−α)

]{
1 − exp

[
γt(Io + N0)

pr min(1, d̂−α)
− γt(Io + N0)

po min(1, d−α)

]}}

=
N∑
i=0

μi pr min(1, d̂−α)

pr min(1, d̂−α)−pi min(1, d−α)
exp

[
− γt N0

pi min(1, d̃−α)
− γt N0

pr min(1, d̂−α)

]

×
{
E

{
exp

[
− γt Isr

pi min(1, d̃−α)
− γt Io

pr min(1, d̂−α)

]}
−exp

[
γtN0

pr min(1, d̂−α)

]

× exp
[
− γtN0
pi min(1, d−α)

]
E

{
exp

[
− γt Isr

pi min(1, d̃−α)
− γtIo

pi min(1, d−α)

]}}
,

(60)

where there are two expectation terms remained after
taking the expectation over the discrete power levels of
the typical source. The first expectation of (60) can be
derived according to (44) by replacing pimin(1, d−α) with
pr min(1, d̂−α). The second expectation of (60) has been
derived in (44).
Next, we will derive a lower bound of the approximate

success probability when the relay is activated for the data
retransmission. Denoted as P̌csuc4, the success probability
lower bound is derived by replacing Io with Ĩo in the third
term of (59) for the MRC detection, then we have:

P̌csuc4

= E

{
pr min(1, d̂−α)

pr min(1, d̂−α) − po min(1, d−α)
exp

[
− γt (Isr + N0)

po min(1, d̃−α)

]

× exp
[
− γt(Ĩo + N0)

pr min(1, d̂−α)

]{
1 − exp

[
γt(Io + N0)

pr min(1, d̂−α)
− γt(Io + N0)

po min(1, d−α)

]}}

=
N∑
i=0

μi pr min(1, d̂−α)

pr min(1, d̂−α) − pi min(1, d−α)
exp

[
− γt N0

pi min(1, d̃−α)

]

× exp
[
− γt N0

pr min(1, d̂−α)

]
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
E

{
exp

[
− γt Isr

pi min(1, d̃−α)
− γt Ĩo

pr min(1, d̂−α)

]}

− exp
[

γtN0

pr min(1, d̂−α)
− γtN0

pi min(1, d−α)

]

× E

{
exp

[
− γt Isr

pi min(1, d̃−α)
− γt(Ĩo − Io)

pr min(1, d̂−α)
− γtIo

pi min(1, d−α)

]}
︸ ︷︷ ︸

W(pi)

⎫⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎭
,

(61)

where there are two expectation terms. The first expecta-
tion of (61) can be derived according to (54) by replacing

2pimin(1, d−α) with pr min(1, d̂−α). The second expecta-
tion of (61) can be derived as follows, i.e.:

W(pi) = E�s

⎧⎨
⎩∏

x∈�s

Epx ,Gx ,Gxr ,Gxro ,R

{
exp

[
− γt pxGxr min(1, x−α)

pi min(1, d̃−α)

− γt1(γx < γt , γxr ≥ γt)prGxro min(1, x−α)

pr min(1, d̂−α)
− γtpxGx min(1, x−α)

pi min(1, d−α)

]}}

≈ E�s

⎧⎨
⎩∏

x∈�s

Epx ,Gx ,Gxr ,Gxro

{
(1 − ζ ) exp

[
− γt pxGxr min(1, x−α)

pi min(1, d̃−α)

]

× exp
[
− γtpxGx min(1, x−α)

pi min(1, d−α)

]
+ ζ exp

[
− γt pxGxr min(1, x−α)

pi min(1, d̃−α)

]

× exp
[
− γtprGxro min(1, x−α)

pr min(1, d̂−α)
− γtpxGx min(1, x−α)

pi min(1, d−α)

]}}

=
N∏
j=0

exp
{

−πλsμj

{
1 −

[
(1 − ζ ) + ζ min(1, d̂−α)

min(1, d̂−α) + γt

]

× p2i min(1, d̃−α)min(1, d−α)[
pi min(1, d̃−α) + γtpj

] [
pi min(1, d−α) + γtpj

] + 2Y(pi , pj)

⎫⎬
⎭
⎫⎬
⎭ ,

(62)

where in the derivation, we first take the expectation over
the event R using the average probability of relay being
active, then the expectations are taken over the indepen-
dent channel fading variables, and finally the expectation
is taken over the discrete power and point process using
the PGFL. The intermediate function of (62) is defined as:

Y(pi, pj) =
∫ ∞

1

{
1 −

[
(1 − ζ ) + ζ min(1, d̂−α)

min(1, d̂−α) + γt−α

]

× p2i min(1, d̃−α)min(1, d−α)[
pi min(1, d̃−α)+γtpj−α

] [
pi min(1, d−α) + γtpj−α

]
⎫⎬
⎭d.

(63)

It can be seen that the intermediate function Y(pi, pj)
is a one-dimensional integral, and it can be numerically
calculated over a finite interval of .

5.4 Achievable area throughput
After deriving the success probabilities of data transmis-
sion and retransmission in the two successive subperiods
over the cooperative link, we can define in this subsec-
tion the achievable area throughput of the cooperative
network. We have totally four cases for the cooperative
data transmission: 1) the data transmissions in both the
first and second subperiods are successful; 2) the data
transmission succeeds in the first subperiod, but it fails
in the second subperiod; 3) the data transmission in the
first subperiod is unsuccessful, and the source successfully
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retransmits the data; and 4) the data transmission in the
first subperiod is unsuccessful, but the relay has the cor-
rect data copy and the relay successfully retransmits the
data. Corresponding to these four cases, the maximal area
throughput can be derived as:

Tc = max
τ

λsR
[
Pcsuc2 + Pcsuc1 − Pcsuc2

2
+ Pcsuc3

2
+ Pcsuc4

2

]

= max
τ

λs
R
2
(
Pcsuc1 + Pcsuc2 + Pcsuc3 + Pcsuc4

)
,

(64)

where the time allocation factor τ has the value in (0, 1).
Since the success probabilities are rather complex with
regards to τ , we cannot give the closed-form solutions.
Instead, we can perform the one-dimensional search to
find the optimal value of τ . The distance between the
source and the relay is given as d̃ = βd and the dis-
tance between the relay and the destination is given as
d̂ = (1 − β)d.
Figure 6 shows the area throughput of the cooperative

system with respect to the time fraction τ for different
source-relay distance factors β . The transmission rate is
fixed as R = 1.0 bits/s/Hz, and the data transmission
power of the relay is fixed as pr = 0.1 W. It can be

seen that, with the increase of τ , the system performance
improves first and then deteriorates. In each time block,
when the EH time gets longer, more energy can be har-
vested, but less time is remained for the data transmission.
Therefore, the maximal area throughput is achieved as
a trade-off between the EH amount and the data trans-
mission duration. With the increase of β , the system
performance becomes worse. When β is small, the dis-
tance between the source and the relay is short, so the
WET towards the source is of high efficiency and the data
transmission towards the relay has a good success prob-
ability. In this case, a higher transmission power can be
adopted by the source, and it is more likely for the relay to
correctly receive the source data. As a result, the relay can
more likely assist the source for the data retransmission
once the original transmission fails. Moreover, our derived
lower and upper approximations are tight to each other in
the low regime of τ , while the gap is also small in the high
regime of τ .

6 Numerical and simulation results
In this section, we first perform the Monte Carlo sim-
ulations to verify the tightness of our theoretical anal-
ysis of the success probabilities for the non-cooperative
and cooperative systems analyzed in Sections 4 and 5.
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Then, we compare the area throughput of the non-
cooperative and cooperative protocols with respect to
different parameter settings. Unless stated otherwise,
some system parameters are set as follows: the path-loss
exponent is α = 3, the noise power is N0 = 10−6 W, the
power for WET is pes = 15 dB, the distance between each
source and its destination is d = 10m, theWET efficiency
is η = 0.8, the number of power level isN = 5, the density
of active source links is λs = 10−3, the peak data trans-
mission power is p̂ = 0.1 W, the data transmission power
of each relay is pr = 0.1 W, the circuit power consump-
tion is pc = 0.01 W, and the transmission rate is R = 1.0
bits/s/Hz.

6.1 Link average throughput
The link throughput of the non-cooperative system can
be given as Ln = R

(
Pnsuc1 + Pnsuc2/2

)
, where the suc-

cess probabilities Pnsuc1 and Pnsuc2 have be obtained in (31)
and (35), respectively. Figure 7 shows the average link
throughputLn with respect to the density of sources λs for
different EH time fractions τ . It can be seen that, the aver-
age link throughput deteriorates with the increase of the
source density, because more active links will introduce
more interference which can inevitably degrade the data
success probability. In the lower regime of λs, the more
time allocated to the WET, the better performance can be
achieved. For the lower source density λs, the interference

is relatively weak and more energy can be harvested with
higher time fraction τ to combat the detrimental effect of
noise. With more energy harvested, there are also more
opportunities for each source to be active for the data
transmission. However, in the higher regime of λs, the sys-
tem performance gets better with less time allocated to the
WET. For the higher source density λs, the interference
dominates over the noise, and the more time allocated to
the WET, the less time is retained for the data transmis-
sion which is not helpful to improve the link throughput.
The theoretical and simulation results agree well with
each other, which can validate our theoretical analysis in
Section 4.
The average throughput of the cooperative link is

obtained as Lc = R
(
Pcsuc2 + Pcsuc1−Pcsuc2

2 + Pcsuc3
2 + Pcsuc4

2

)
,

where the four terms represent four cases of data trans-
mission and retransmission with or without relaying in the
two subperiods as illustrated in Subsection 5.4. The upper
approximation of the link throughput can be obtained by
using P̂csuc3 and P̂csuc4 as given in (51) and (60), respectively.
Similarly, the lower approximation of the link throughput
can be obtained by using P̌csuc3 and P̌csuc4 as given in (52)
and (61), respectively. Figure 8 shows the average through-
put of the cooperative link with respect to the EH time τ

for different source densities λs. It can be seen that the link
throughput increases first and then decreases with more
time allocated to the WET. The optimal link throughput
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represents a trade-off between the WET and the data
transmission, as more energy can be harvested with more
time allocation τ , but less time is remained for the data
transmission. When the source nodes are more densely
distributed over the 2-D plane, the average throughput
gets worse as more interference is imposed over each link.
Moreover, the simulation results are relatively tight to the
theoretical upper and lower approximations. Since several
assumptions are made in the derivations, the simulation
results may not strictly lie in-between the lower and upper
approximations.

6.2 Achievable area throughput
Figure 9 shows the achievable area throughput of the non-
cooperative and cooperative systems with respect to the
density of source nodes for different source-destination
distances. The system performance improves with the
increase of the source density in the studied region. How-
ever, with the increase of the distance between each source
and its corresponding destination, the achievable area
throughput gets smaller, because the longer the trans-
mission distance, the lower the WET efficiency and the
worse the average channel quality. The cooperative system
significantly outperforms the non-cooperative system, as
both the EH efficiency and data transmission robustness

can be greatly improved with the assistance from the relay.
For the cooperative system, the performance gap between
the lower and upper approximations is small, so both
of them can be effectively used to configure the system
parameters.
Figure 10 shows the achievable area throughput of the

non-cooperative and cooperative systems with respect
to the data transmission rate for different energy trans-
fer powers. When the transmission rate gets larger, it
becomes more difficult to support the successful data
transmissions due to the rigorous requirement of the
channel quality. Although more outages will occur for the
data transmission with a higher rate, more information
can be delivered to the destination once a data transmis-
sion is successful. Affecting by such contradictory factors,
as shown in the figure, the area throughput improves first
and then deteriorates with the increase of the transmis-
sion rate. Moreover, there are more active communication
links over the 2-D plane with a higher energy trans-
fer power pe, which is beneficial to improve the system
area throughput. The cooperative scheme can achieve a
much higher area throughput than the non-cooperative
scheme. For the cooperative system, both the lower and
upper approximations derived in Section 5 can achieve the
similar performance for various system settings.
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7 Conclusions
In this paper, we have proposed a framework for the
cooperative wireless energy transfer and data relaying in
a large-scale wireless network with the terminals ran-
domly distributed over the plane. In each time block, only
after the wireless energy transfer performed by the des-
tination alone or together with a relay could the source
transmit its data using the harvested energy. We define
a set of transmission powers and analyze the probabil-
ity of choosing each power level by averaging over the
channel fading. Considering various transmission powers
across different links, the data success probabilities are
analyzed using the stochastic geometry theory. The opti-
mal time allocation between the wireless energy transfer
and the data transmission is determined through maxi-
mizing the area throughput of the non-cooperative and
cooperative systems. Numerical and simulation results are
provided to verify the tightness of our theoretical analysis
and show the impacts of various parameter settings to the
system performance. With the assistance from a relay for
the wireless energy and data transmission, the cooperative
scheme can significantly outperform the non-cooperative
scheme.
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