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In this article, we investigate the problem of applying the parallel factor quadrilinear decomposition technique to
multidimensional target parameter estimation in a polarimetric bistatic multiple-input multiple-output (MIMO) radar
system with a uniform rectangular array at the transmitter and a cross-dipole-based uniform rectangular array at the
receiver. The signal model is developed, and a novel algorithm is proposed exploiting the quadrilinear alternating
least squares to jointly estimate the two-dimensional direction of departure (2D-DOD), two-dimensional direction of
arrival (2D-DOA), polarization parameters and Doppler frequency. Multidimensional parameters can be automatically
paired by this algorithm to avoid the performance degradation resulting from wrong pairing. The developed
algorithm requires neither multidimensional spectral peak searching nor covariance matrix estimation and several
eigen-value decompositions that may bring error accumulation. Furthermore, multiple targets having close 2D-DODs
and close 2D-DOAs or even the same 2D-DOD or 2D-DOA are distinguishable by means of polarization diversity.

The algorithm improves the performance of multi-target identification and three-dimensional localization.
Numerical simulations demonstrate the effectiveness of the proposed algorithm.

Keywords: Multidimensional parameter estimation; 2D-DOD; 2D-DOA,; Polarization diversity; PARAFAC;

1 Introduction

In recent years, joint parameter estimation in multiple-
input multiple-output (MIMO) radar [1-3] has drawn
considerable attention for target identification, local-
ization, imaging, etc. Specifically, bistatic MIMO radar
with respectively colocated transmitter and receiver array
antennas is widely investigated by many researchers for
its capability of jointly estimating the direction of depar-
ture (DOD) and direction of arrival (DOA) of targets.
Many spatial spectrum estimation approaches have been
developed for joint DOD and DOA estimation in a
bistatic MIMO radar [4-11]. In [4], a two-dimensional
(2D) Capon-based method was developed by search-
ing through all the 2D space to find the DOA and
DOD of a target. By exploiting the invariance prop-
erty of both the transmitter and receiver arrays, some
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approaches using the estimation of signal parameter via
rotational invariance techniques (ESPRIT) [5-7] have been
presented for joint DOA and DOD estimation, avoid-
ing the exhaustive peak searching. However, an addi-
tional pair matching between the DOAs and DODs
is required for ESPRIT-like methods. Besides, polyno-
mial root finding [8] and combined ESPRIT-multiple
signal classification (MUSIC) approach [9] were inves-
tigated by decomposing the 2D angle estimation into
double one-dimensional (1D) angle estimation, allowing
an automatic pairing between the DOAs and DODs. To
reduce computation load, a reduced-dimension MUSIC
method was proposed in [10]. Considering the charac-
teristics of non-stationary target signals, joint estima-
tion of DOD and DOA information of maneuvering
targets was examined in [11] exploiting spatial time-
frequency distribution. For moving targets, the literatures
in [12-14] addressed to joint DOD, DOA and Doppler
frequency estimation.
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Notably, the polarization state of a target will change
upon reflection. Polarization diversity has been proved
to be important in target identification especially when
multiple targets are so closely spaced that they cannot
be distinguished well in spatial domain. In [15,16], joint
DOD-DOA-polarization estimation and joint DOD, 2D-
DOA and polarization estimation exploiting the ESPRIT
technique were proposed for bistatic MIMO radar. The
simulations have shown that multiple targets having close
DODs or DOAs but different polarizations own differ-
ent array manifolds and are distinguishable based on their
polarization diversity.

Recently, parallel factor (PARAFAC) analysis, as an anal-
ysis method of high-dimensional data, has become a new
technology applied to signal processing and communica-
tion field [17,18]. The parallel factor model is a general-
ization of low-rank decomposition to three- or multi-way
arrays, which was first introduced as a data analysis tool
in psychometrics. Over the past decades, PARAFAC ideas
have been applied in multiple-invariance sensor array
processing with emphasis on identifiability results [18].
In recent years, PARAFAC has become a new research
means in MIMO radar [19-21]. The PARAFAC analy-
sis algorithms [19,20] and adaptive PARAFAC algorithm
[21] have been developed for the estimation of DOAs and
DODs of multiple targets.

Despite the fact that several PARAFAC-based methods
have been proposed for DOA and DOD estimation in
bistatic MIMO radars, trilinear decomposition algorithms
[17-21] with trilinear alternating least square (TALS) are
commonly used to fit PARAFAC model. In this article,
we investigate joint estimation of DOD, DOA, Doppler
frequency and polarization. The polarization can be con-
sidered as the fourth dimension and hence a four-way
description happens to fit better as long as the targets
have diverse polarizations. Thus, PARAFAC quadrilin-
ear decomposition [22,23] with quadrilinear alternat-
ing least square (QALS) is applied to multidimensional
parameter estimation in polarimetric bistatic MIMO
radar.

With the restriction that targets can only be located
on a 2D plane in previous algorithms based on 1D-
DOD and 1D-DOA estimation using uniform linear
arrays, the estimation of 2D-DOD and 2D-DOA is inves-
tigated in this article exploiting a uniform rectangular
array at the transmitter and a cross-dipole-based uni-
form rectangular array at the receiver. The signal model
for polarimetric bistatic MIMO radar is developed, and
a novel PARAFAC QALS-based algorithm is presented
for joint estimation of seven target parameters, including
the 2D-DOA, 2D-DOD, two polarization parameters and
Doppler frequency. The proposed algorithm avoids mul-
tidimensional spectral peak searching, covariance matrix
estimation and several eigen-decompositions that may
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bring error accumulation, which can enhances the accu-
racy of estimation. Multidimensional parameter pairing is
obtained automatically by this algorithm, which can avoid
the performance degradation resulting from wrong pair-
ing. Furthermore, polarization diversity of multiple target
characteristics is exploited to distinguish multiple tar-
gets having close 2D-DODs and 2D-DOAs or even the
same 2D-DOD or 2D-DOA, which can improve the res-
olution of multi-target identification and 3D localization.
The merits of the algorithm are investigated via numerical
simulations.

This paper is organized as follows: in the next
section, the signal model for polarimetric bistatic MIMO
radar is developed. A novel PARAFAC quadrilinear
decomposition-based algorithm for 2D-DOA, 2D-DOD,
polarizations and Doppler frequency estimation is pre-
sented in section 3. In section 4, the results of simula-
tion are given to verify the performance of the proposed
method. Finally, a conclusion is drawn in section 5.

2 Signal model for polarimetric MIMO radar

2.1 Received signal

As illustrated in Figure 1, consider a polarimetric bistatic
MIMO radar equipped with a uniform rectangular trans-
mit array having M = MM, sensors and a uniform
rectangular receive array having N = NjN, crossed
dipole sensors, where M;,M, and Nj,N, are the num-
bers of the transmit and receive sensors in the x-axis
and y-axis, respectively. At the receiver array, the crossed
dipoles are used to measure the polarization states of
a transverse electromagnetic (TEM) wave and exploit
polarization diversity. The antennas are of ideal, identical
isotropic sensors. The inter-sensor spacings at the trans-
mit and receive arrays are d; and d,, respectively, their
lengths being no more than half wavelength (1/2). At
the transmit site, M different coded signals with identical
bandwidth and center frequency are emitted simultane-
ously, which are temporally orthogonal. Denote s,, =
[$m(1), -+ ,8,(K)] the mth transmit waveform vector
having a code length of K and a unit norm,m =1,--- , M.
There are P targets located in the same range-bin of
the receiver site. They are assumed to be point sources.
For the pth target, p = 1,---,P, we denote 6y and
¢y its transmit elevation and azimuth angles (namely,
2D-DOD), 6,, and ¢y, its receive elevation and azimuth
angles (namely, 2D-DOA), y, and 7,, its polarization angle
and polarization phase difference, and f;, its Doppler
frequency.

Denote xﬁf},,,,p the reflected signal of the pth target from
the mth transmit sensor to the nth receive sensor in the
Ith snapshot, [ =1,---,L,m=1,--- ,M,n=1,--- ,N,
p = 1,---,P, and Xil,)l,p the reflected signal of the pth
target from the reference transmit sensor to the reference



Jiang et al. EURASIP Journal on Advances in Signal Processing 2013,2013:133

http://asp.eurasipjournals.com/content/2013/1/133

Page 3 of 14

Transmit
array 1

target

0

Receive
arra
y 1}

the receiver.

Figure 1 A polarimetric bistatic MIMO radar. With a uniform rectangular array at the transmitter and a cross-dipole uniform rectangular array at

receive sensor. The incoming signals of fully polarized
electric field TEM wave impinge on the reference receive
sensor with crossed dipole antenna. For the pth target, we
assume that it arrives at the receive array with the eleva-
tion/azimuth angles 6,, and ¢,,. Thus, the observed signal

Xy)l p consists of two polarization components in the x
direction and y direction [24], the composite of which can
be written as

X(l) _ | cosBpycosprp —singy, sin ypej”P 8 eiZNfdptz
LLp™| cosbypsingy, cos cos ¥y p

0]

X 81 + Zl,l,p’

(1)

where 8, denotes the complex amplitude proportional
to the radar cross section of the pth target. The tar-
get amplitude remains constant in the L snapshots. ¢; =
IT; is the slow time with T, being the duration of a

snapshot. Zgl)l p s the noise measured at the reference

sensor. Since the observed signal xﬁ,?,n,p coming from
the mth transmit sensor to the mth receive sensor has
the phase shifts relative to Xgl)l p» it can be described
as

X0  — COS Oy COS oy — SN Py sin ypej"P
P | oS Oy Singy,  Cos Py Cos yp
_ _ -1 _1, Japti
X &y 15”192 1527‘ Sy Bpe Tsm+ Zf(fﬂ),n,p
(2)
m=1;"’;M1 1’1=1;"':N;P=1,‘ ’P’ m; =
L, ,M;, nj=1,---,Nj, i,j=1,2,and

Etp A e—/2ﬂ(dt/)~) sin@zpcosgbtp, gtp A e—jZn(d[/A) sin Oypsindy,
(3a)
érp A e—j2ﬂ(dr/k) sin@,pcosd),p’ ;rp A e—j2ﬂ(dr/k) sin Oy singyy

(3b)

Zi,lq),n,p is the observed noise. Collect the data of xﬁ,l,),,,,p
for m=1,---,M, n=1,---,N, p=1,---,P, forming
a 2N x K complex matrix

L 2701 1]

X0 = Z ar (Orp) Drp) ® 8 (Orps iy Vo 1p) ﬁpe/ v
p=1

S1 (4')

x a/ (Oep P1p) +2",

SMm

where ® denotes the Kronecker product, and

COS Oy COS Gy — SINPpyp
cos Oyp sin gy,  COS Pyrp

sin y,e/r
x Ve
COS ¥p
isa 2 x 1 polarization vector for a crossed dipole antenna
array, 0 < y, < /2, —m =< 1, < m. The pth steering
vectors with respect to the transmit and receive uniform

rectangular arrays are written as a;(0s, ¢zp) € CMx1 and
a,(Orp, Prp) € CNx1 respectively, with

8(Orp, Drps Vps Mp) £ |:
(5)

at(gtp; ¢tp) = ayp @ Ay, ar(erpr ¢rp) =arp @ ary,

(6)
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where
T
M;—1
atlp:[l,%}p,“',é'tpl :I )
T
My—1
Ap = I:l; {[p; Tty {tpz :I (73)
T
arlp - [1; Erp; e ;g;{zl_l:l )
ap,, = [1 Crpy -+ - ;Nz—l]T (7b)
rp — ' 5rpy ’ rp .

The observed matrix in (4) can be rewritten as

X" =Ar(0,, $) 0G0y, ¢y, v, diagb®)A, 76, p)S+Z,
®)

where © represents the Khatri-Rao product (colum-
nwise Kronecker product). A;(6; ¢r), Ar(6,,¢,) and
Gy, ¢r,y,n) denote the transmit steering matrix,
receive steering matrix and polarization matrix,
respectively. Aq(0,¢r) = [ar(On, Pr1),- -, a:(Op, P2p)],

A0 0r) = [a:0r1,0r1), - ,a,(0p, ¢rp)], and G(6;,
Gry,m) = [g O, ér1,v1,m) 5+ - 5 8 (Orp, Grpy vPs nP)]'
The matrix S € CM*K contains M transmit waveforms,
S = [51 ..., sMT] T, and SS = I, due to wave-

form orthogonality and normalization. Z» e C*N*K

denotes the noise matrix, and b®¥ is the target vector,

27, 27, T
b® = I:ﬂle/ fdltl’ oo, B fdP‘l] )

2.2 Pulse compression and vectorization

The received signals are pulse-compressed using M trans-
mit waveforms, forming the output matrix X0 = x0sH,
which can be expressed by

XD = A1 6r,¢1) © GOy, ¢r, v, mdiag(bD)AT (6 ¢1)
+z0s",
©)
where ZOSH denotes the noise matrix after pulse com-

pression. Vectorizing X? in (9) yields the following 2MN
column vector:

v = vec(X®) = A, b1, 6, by, v, mB?P + 0P, (10)

where A(6, ¢1,0r, ¢, v,1) denotes the total steering
matrix with

A(et’ ¢t7 9}"; ¢r7 V> T)) = At(etr d’t)QAr(err d’r)oG(Qh ¢r: V> n)
(11)

In (10) and (11), the transformation of vec(ABC) =
(CT ® A)vec(B) has been used. Collecting all the observed
data of y¥ over L time slots yields the following 2MN x L
complex matrix

Y= A(etr ¢t; 0}” ¢r; )Z) n)BT + N (12)
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with Y = [y®,..,y®] and N = [n®,...,n®] rep-
resenting the observed matrix and noise matrix. B =
[b(l), e ,b(L)]T denotes the target matrix, which con-
tains the estimated parameter of Doppler frequency f;.
Based on the signal model of polarimetric MIMO radar
developed in (12), the problem of interest is to jointly esti-
mate the multidimensional parameters 6;, ¢, 0;, ¢y, ¥, 1)

and f;.

3 PARAFAC quadrilinear decomposition-based
algorithm for multidimensional parameter
estimation

In this section, we present the multidimensional param-

eter estimation algorithm in polarimetric MIMO radar

using PARAFAC quadrilinear decomposition.

3.1 PARAFAC quadrilinear decomposition model and
uniqueness theorem

The definition of PARAFAC quadrilinear decomposition

model can be derivatively described from the trilinear

decomposition model [19-21].

Definition 1. (Quadrilinear decomposition in tensor
format) A quadrilinear decomposition of a four-order ten-

sor X € CPJ*KxL s 3 decomposition of the type X =
M

> ay 0 by, o ¢y 0 dyy, where ay,y, by, €1, gy, are the mth
m=1

columns of the matrices A € CI*M,B ¢ C/*M, C ¢
CKM and D e CL*M, respectively, and o is the outer
product, i.e., (@ © by © ¢ © di) it = AimbjimCkmAim, for
all values of the indices i, /, k and .

Definition 2. (Quadrilinear decomposition in matrix
format) Let XV ¢ CUKXL X2 ¢ CLUXK X3 ¢ CKLIXT
and X® e CJKLX! be the four matrix representations of a
four-way array. The quadrilinear decomposition of X can
be written as four equivalent matrices X' = (Ao B o
ODT,X® = (Do AoB)CT,X® = (CoDoA)BT and
X® = (Bo CoD)AT.

Under certain conditions, X can be decomposed
uniquely into matrices A, B, C and D. These conditions
are based on the notion of Kruskal-rank [17,18].

Definition 3. (Kruskal-rank or k-rank) [18] Consider a
matrix A € C*M_ If rank(A) = r, then A contains a
collection of r linearly independent columns. Moreover, if
every k < M columns of A are linearly independent, but
this does not hold for every k + 1 columns, then A has
k-rank kp = k. Note that kg < rank(A), VA.

Theorem 1. (Uniqueness of quadrilinear decomposi-
tion) [25] Consider that a matrix representation of X is
X = (AoBoC)D7, where A € C*MB ¢ C/*M,C ¢
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CKM and D € CE*M are the four mode matrices of
X, and M denotes the common dimension. If

ka + kg + kc + kp > 2M + 3, (13)

then A, B, Cand D are unique up to permutation and scal-
ing of columns, meaning that any other quadruple A, B,
C and D that t gives rise to X is related to A, B,C,D via
A= AIIA,, B= BITA,, C= CIIAs3, D= CITA4 where
IT is a permutation matrix, A1, A2, A3 and A4 are diagonal
scaling matrices satisfying A1 Ax Az Ay = Iy

3.2 Parameter matrix estimation using QALS

In this subsection, QALS algorithm is applied to uniquely
identify the four parameter matrices A (6, ¢¢), Ay (6, ¢r),
G0, ¢r, ¥, n) and B(fy) for multidimensional parameter
estimation. We write the observed matrix Y in (12) as
follows:

Y = Ay (0, ¢0) © Ay (6, 01) © G 6y, 6, v, 1) BL(f) + N
(14)

with A0, ¢) € CMP, A, (0,,¢,) € CNP, G0, 87,7, 1)
c (C2><P,B(fd) e (CLXP.

Based on definition 2, it is clear that (14) corresponds to
one of the matrix representations of quadrilinear decom-
position of a four-way array Y € CM>*N>2xL yith p
denoting the common dimension. For clear analysis, we
express the 2MN x L matrix Y as YU, Thus, quadrilinear
decomposition can obtain an equivalent LMN x 2 matrix
representation as the following form:

Y® = B(f))oA: (6, 1) oA (0r, )G (6, br, v, 1) +N2
(15)

an equivalent 2LM x N matrix representation

Y® = G4, by, v, 1) oB(f) oA (Or, )AL 6y, ) +N3

(16)

and an equivalent 2LN x M matrix representation

Ar (0, $)0G 6y, Gy, v, OB A" (B, ¢1)+Na,
(17)

where Y, Y® | Y® and Y® denote the slice sets of
the four-way array Y along the snapshot, polarization,
reception and transmission ways, respectively.

From definition 3 and theorem I in section 3.1, it is obvi-
ous that the k-ranks of A;, A,, G and B are ka, = ka, = P,
kg = min(2,P), kg = min(L, P), respectively. If multi-
ple targets and enough snapshots are taken into account,
i.e. L = P > 2, then the following inequality is always
satisfied:

ka, + ka, + kg +kp=P+P+2+P>2P+3, (18)

which means that the four-way array Y satisfies the
Kruskal-rank Theorem. Thus, A;, A,, G and B can

YW —
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be recovered uniquely up to permutation and scaling
ambiguity.

Based on the four matrix representations Y, Y®),
Y® and Y®, the parameter matrices A;(6;, ¢¢), Ay (Or, ¢r),
G(6y, ¢r, v,n) and B(f;) can be estimated using quadri-
linear alternating least square (QALS) to fit PARAFAC
model. The basic idea behind QALS is to update one
parameter matrix using the least squares algorithm,
conditioned on previously obtained estimates for the
remaining parameter matrices that define the decompo-
sition. This process is repeated until convergence in the
least squares fit. The detailed iterative algorithm is as
follows:

i) Initialize the estimation At(@,qﬁt) A +(6r, Dr),
G, ér, v, 1) and B(fd) with random matrices,
denotmg them as AtO B¢, D), A6, br),
Go (YR 27) and Bo (f2)- The iteration number is
k=1,2,3,-

ii) Given A1) (‘9t: ¢0), Ari—1) @y, o) and
G(k—l) 6y, ¢y, v, 1), obtain the least squares solution
of the kth iteration of ﬁk (f2) according to

Y _ At(kfl) O, Pr) © Ar(kfl) ©r, &)

ﬁk(fd) = arg min
B

& G(k_l) (6> r) Vs ) ﬁl];(fd)

’

F

(19)

where ||||r denote the Frobenius norm of its matrix
argument.
iii) Update the kth iteration solution Gk(9r, br Vs 1)

based on By (fy), At(k 1) (6s, ) and A, 1 Or, &r)s
such that

Y®

Gi (6, ¢br,y,m)=argmin | Y —Bi(fy) © A1y (6, 60)

G

o Avk—1) 61, 01)GY (6, by, v, 1)

F
(20)

iv) Update the kth iteration solution Ark(G,, ¢,) based

on Gk(grr(f’r» 238 Bk(fd) and At(k 1) (0s P, such
that

Y®

A, (0, ¢r) = argmin — G 6y, by, v, 1) © Bi(fy)

A,

o As_1) 61, p)AL (6,, 0r)

F
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V) SubsEitute the estimated Ark 6y, dr), ék ©r, &r, v, 1)
and By (fy) into

Y(4) — Ark(er’ ¢r) & Gk(@r, ¢r; Y, 7})

Atk (6;, ¢:) =arg min
A
o Be(f)AL (6s 1)

’

F

(22)

acquiring the least squares solution of the kth
iteration Ay (6, ¢r).

vi) Compute the error §x = || YO — Ay 6y, dr) © A6y,
o) © Gk (7)) ﬁ[(fd) ||F at the kth iteration.
The algorithm has converged when |6 — 8x—11< ¢,
where ¢ is an error threshold.

3.3 Multidimensional parameter estimation

Upon obtaining the estimates of At(et, dr), Ar(Q,, br),
G’(@r, ér, ¥, 1) and ﬁ(fd), the following problem is to esti-
mate multidimensional parameters of P targets from these
parameter matrices. The algorithm is based on avail-
able Vandermonde structure [26] and Kronecker product
structure in the matrix blocks, also uses the polarization-
sensitive array processing technology [27].

3.3.1 2D-DOD estimation

The obtained matrix At(é?t, ¢;) contains the estimated 2D-
DOD. According to (6), the pth column of A;(6;, ¢;) for
p = 1,---,P is the Kronecker product of a;, and ag,.
Thus, A (6, ¢¢) can be further expressed as

T B as,p
§nagr o §wpay,p
A (O, @) = . S . ,  (23)
) i
%‘tl al‘zl ...... Stpl atzp
. 2 My—117 .
with a,, = [1, Stpr S 1 S ] . Equation 23 reveals

that A;(0;, ¢;) is composed of M; blocks according to
rows, each block being a My x P matrix with Vander-
monde structure. [&1,---,&p] is the ratio between the
corresponding elements of the (717 4 1)th and m; th blocks
of Ay(6s,¢¢) for my = 1,--- , My — 1, and [{g1, -+, §ep)
is the ratio between the corresponding elements of the
(my + 1)th and myth rows in each block of As(6;, ¢y),
my =1,---, My — 1. Therefore, calculating the average of
M (My — 1) ratios respectively yields

A ) M1(Mz2—1) I:At(QD ¢t)]

E _ m+Ma,p
P My (My — 1)

= [Adenen]

(24)

m,p
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M Ma—1 | A 6y, ]
1 LR [ t( t ¢t) (m1—1)Mi+ma+1,p

gt =t Ar. N N
P MG =1 = TAe 00

(m1—1)Mi+mg,p
(25)
where [A];; denotes the (i,j) element of the matrix

A, and étp and g:tp are the estimates of &; and
{ps respectively. From (24) and (25), we have

\/ angle? (ézp) + angle? <$tp) = 27 (d;/)) sin (étp), and
angle(ftp)
angle(éw)

of a complex number & and étp and $tp are the estimates of
Ogp and ¢y, respectively. Thus, the estimates of 2D-DOD

can be calculated if given étp and étp. For 0 < étp < /2

= tan (agtp>, where angle(a) denotes the phase

and —7/2 < (ﬁtp < /2, we have

Oy = sin ™! |:27jdt \/anglez (étp) + angle? (Etp>:|

(26)

angle <2tp)
angle <§tp)

3.3.2 2D-DOA estimation
Similarly, the parameters of 2D-DOA can be attained from
the matrix A, (0, ¢r). The estimates of 6,, and ¢, are
respectively calculated by

O = sin™! |:27jdr \/anglez (ér’p) + angle? (2@)]

(28)

¢A>tp = tan~ (27)

angle (Z‘,p>
angle (érp>

for0 < érp < /2 and —7m/2 < q@,p < m/2, where §rp
and 2,,, are the estimates of £, and ¢, respectively, which
can be obtained by

Qgrp = tan" ! (29)

1 Ni(N2-1) [Ar(Gr, ¢>r)]
Ni(N2 — 1)

n+Na,p

= [AGnen]

érp = (30)

np
L N [A6e0]
- - (n1—1)N1+na+1,p
Nl (N2 - 1) ni=1 ny=1 I:Ar(er; ¢r)]

;rp =
(m—1)N1+na,p

(31)
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3.3.3 Polarization parameter estimation

Upon obtaining érp and qgrp, the estimates of two polar-
ization parameters y, and 7, can be calculated based on
the polarization matrix G, ¢y, y,n). From (5), the pth
column of G(6;, ¢, ¥, n) can be rewritten as

sin y, €os Oy, cos rj)rpej"l’ —COS Y Sin Py
sin y;, cos 6y, sin ¢, 4-cos v, cos ¢y |
(32)

g(9rp, ¢rp: Yp> 7710) = |:

Define ¢, as the ratio between the second and first
elements of the polarization vector g(6,y, drp, ¥p, 1p) in
(32)

a sin y, cos Oy sin ¢, + cos y,, cos ¢y

Sp ; : - . (33)
sin y, cos Oy cos @ppe? — cos yp sin ¢y
The estimate of ¢, can be calculated by
I:G (o 77):|2
S:p = r ’ (34)

[G O, 7 77)]

1p

where &), is the estimate of ¢,. Rewriting ¢, in (33) yields

tan y, cos 6, sin ¢rpei T+ cos ¢y

= - . 35
o tan y, cos 6, cos ¢,pe"? — sin ¢, (35)
Then we have
; sin + cos
tan )/pelnp _ Sp Sin Py Prp (36)

cos Oy (gp Cos ¢yp — sin q),p) '
Since tany, > 0for 0 < y, < m/2, and cosf,, > O for

0 < 6 < m/2, the estimates of polarization parameters
¥p and 1, can be calculated by

Sp sin @y, + cos ¢y

V= tan~! - - - (37)
cos Oy <§p oS ¢y — sin d)rp)
N &, sin ¢y, + COS
flp = angle Sip qirp - qfrp . (38)
Sp COS Prp — SIN Py

3.3.4 Doppler frequency estimation
The estimate of Doppler frequency is derived from the
matrix B(f). Define w, £ ¢/ Ts, then
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ﬁla)l ...... ﬁPwP
ﬂ1w% ...... 51)0)12)

B(f)) = o (39)
prot o ﬂpw})

Since [ w1, - - - , wp] is the ratio between the (I + 1)th and

[th rows of the matrix B(f) for = 1,-- - , L, perform the
average of ratios yielding

1 I:ﬁ(fd)]l+l,p

I=1 [ﬁ(fd)] 4o

Lp

where @, is the estimate of w,. Therefore, the Doppler
frequency can be estimated by

~ 1 .
Jap = ﬁangle (&) - (41)

Upon the above analysis, multidimensional parameter
0s, &¢, 0r, dr, v, 17 and f; for the pth target can be effectively
calculated,p =1,---,P.

3.4 Discussion

Note that the proposed method can obtain unique
parametric identification even when multiple targets
have close 2D-DODs or close 2D-DOAs while they are
diversely polarized. Specifically, we consider the situation
that P targets have the same 2D-DOD or the same 2D-
DOA, while the other parameters are different. In this
case, the inequality in (18) becomes

ka,+ka, +kG+kp = 14+-P+2+P = P+14+2+P = 2P+3.
(42)

From the Kruskal-rank Theorem in section 3.1, the suf-
ficient condition is derived herein to guarantee that the
quadrilinear decomposition model is unique. Therefore,
with polarization diversity, the 2D-DODs and 2D-DOAs
of multiple closely spaced targets in MIMO radar can be
uniquely identified, and high-resolution estimation can be
achieved. It is mentioned that, based on the signal model
described in (14), the trilinear decomposition-based algo-
rithm with TALS can also be applied to identify multidi-
mensional parameters using three matrices A;, A, ¢ G and
B as the slice sets of three-way array Y. However, for trilin-
ear decomposition, the Kruskal-rank condition can not be
satisfied in the situation that P targets have the same 2D-
DOD, since the inequality ka, + ka,oGg + kB > 2P + 2 is
needed to uniquely identify the three parameter matrices.
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Besides, robust iterative fitting of multilinear approa-
ches such as linear programming (LP) or weighted median
filtering iteration [28] can also be applied here to fur-
ther yield a better solution for robust estimation in non-
Gaussian noise.

The following assumption is made in the article: (i)
The antennas are assumed to be ideal, identical isotropic
scatterers. In practical MIMO radar systems, the effect
of mutual coupling and array self-calibration methods
should be considered. (ii) The target amplitude is assu-
med to remain constant during snapshot collection
(Swerling I model). The condition can be relaxed to
Swerling II model [29] when Doppler shift is known. (iii)
The number of targets is assumed to be known. In prac-
tical situation, the detection of the number of targets,
such as the minimum description length (MDL) crite-
rion, should be investigated to obtain the rank of the
four-way array Y. (iv) The targets are assumed to be
point sources. In practical MIMO radar implementation,
distributed target models and methods can be further
considered.

4 Simulation

The simulations are conducted to verify the effectiveness
of the proposed method in this section. Consider a polari-
metric bistatic MIMO radar system with M; = M, = 3
and N1 = Ny = 3. The inter-sensor spacings are d; =
dy = 1/2. The duration of a snapshot is Ty = 50us, and
the length of transmit codes is K = 1024. The amplitudes
of P targets are 1 = B2 = ---Bp = 1. The number of
snapshots is L = 100, and Monte Carlo trials are 100.

Simulation 1. Consider P = 3 targets with 2D-DOD,
2D-DOA, polarization parameters and Doppler frequency
respectively being (6:1,60s2,0:3) = (10°,30°70°), (¢11, Pr2,
¢3) = (40°,—60°, —10°), (6y1,6r2,6r3) = (50°,80°,20%),
((prl: ¢r2) ¢r3) = (100’ 3001 600)’ (VI; Y2, VE’)) = (7[/10’ 7T/4"
97 /20), (1, 12, n3) = (70 /5,47 /5, 270 /5) and (fa1, faz, faz) =
(1,000, 3,000, 5,000) Hz.
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First, we present the simulation results of 2D-DOD, 2D-
DOA, polarizations and Doppler frequency estimation for
three targets when signal-to-noise ratio (SNR) = 10 dB.
The average of 100 Monte Carlo trials is shown in Table 1.
From Table 1, it is observed that the estimates of seven
parameters are close to their true values. The effectiveness
and accuracy of the proposed algorithm can be verified
from the simulation.

Further, the performance of the proposed algorithm is
evaluated through root-mean-square error (RMSE). For
estimating a parameter o, the RMSE of the pth target can
be calculated by

N;
1
RMSE(p) = EZ(&},‘L%)% (43)
¢ t=1
where N; is the number of Monte Carlo trials.

Figure 2a,b,c,d,e,f,g respectively show the RMSE versus
SNR for joint estimation of transmit elevation, transmit
azimuth, receive elevation, receive azimuth, two polariza-
tion parameters and Doppler frequency. From Figure 2,
we observe that the performance of multidimensional
parameter estimation has been improved gradually with
the increase of SNR. The seven parameters for each tar-
get can be efficiently obtained without peak searching,
and the parameters for multiple targets can be paired
automatically without wrong pairing. The additional pair-
ing computation is eliminated using our algorithm. Based
on the estimated multidimensional parameters, accurate
identification and 3D localization of multiple targets can
be achieved in MIMO radar.

Simulation 2. This simulation examines the estimates
of 2D-DOD and 2D-DOA when there are P = 2
closely spaced targets. SNR = 10 dB. The two tar-
gets are diversely polarized with polarization parameters
(y1,v2) = (w/10,97/20), (n1,m2) = (/5,47 /5). The

Table 1 Multidimensional parameters estimation result for three targets (SNR = 10 dB)

Parameters Target 1 Target 2 Target 3

True Estimate True Estimate True Estimate
6 10° 10.0069° 30° 29.9987° 70° 70.0012°
o} 40° 39.9739° —60° —59.9708° —10° —10.0055°
0, 50° 50.0054° 80° 80.0630° 20° 20.0075°
ér 10° 9.9985° 30° 29.9829° 60° 60.0041°
Y 01w 0.09987 0.25m 0.2493m 045w 044997
n 02m 0.20037 0.8 0.799%6m 04m 0.3996m
fa 1,000 Hz 1,000.3 Hz 3,000 Hz 2,999.8 Hz 5,000 Hz 4,999.9 Hz
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Figure 2 RMSE versus SNR for 2D-DOD, 2D-DOA, polarization parameters and Doppler frequency estimation. (a) transmit elevation 6, (b)
transmit azimuth ¢, (c) receive elevation 6;, (d) receive azimuth ¢, (e) polarization parameter y, () polarization parameter  and (g) Doppler

frequency fy.
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Doppler frequency is (f;1,f72) = (1,000, 3,000) Hz. The
following three scenarios are respectively considered.

Firstly, we assume that the two targets have close 2D-
DODs, ie. (0s1,02) = (10%11%), (9n, ¢r2) = (40%,41%)
and close 2D-DOAs, ie. (0;1,02) = (50°52°), (¢,
¢r2) = (68°,70°). The average result of 100 Monte Carlo
trials for 2D-DOD and 2D-DOA estimation is shown in
Table 2.

Secondly, we assume that the two targets have the same
2D-DOD, i.e. (641,0) = (10°,10°), (¢, Pr2) = (40°,40°)
and close 2D-DOAs, ie. (0,1,0r2) = (3028, (¢,1,
¢r2) = (57°,60°). The average result of 100 Monte Carlo
trials for 2D-DOD and 2D-DOA estimation is shown in
Table 3.

Thirdly, we assume that the two targets have close
2D-DODs, ie. (611,02) = (10%12°), (¢r1,¢r2) = (30°
32°) and the same 2D-DOA, i.e. (6,1,0,2) = (20°,20°),
(¢r1, Pr2) = (80°,80°). The average result of 100 Monte
Carlo trials for 2D-DOD and 2D-DOA estimation is
shown in Table 4.

The simulations of the above scenarios indicate that
the proposed algorithm can distinguish multiple targets
having close 2D-DODs and 2D-DOAs, or even the same
2D-DOD or 2D-DOA by polarization diversity. Therefore,
it can uniquely identify the 2D transmit/receive angles
of multiple closely spaced targets with high-resolution.
However, traditional methods only contain angle param-
eter estimation without polarization information, leading
to their performance degradation in locating multiple
closely spaced targets.

Simulation 3. In this example, the proposed QALS-
based algorithm is compared with TALS-based algorithm
and ESPRIT-based algorithm to evaluate the performance
of 2D-DOD and 2D-DOA estimation. For the other two
algorithms, we extend the conventional PARAFAC TALS-
based algorithm in [19] and the ESPRIT algorithm in [5]
from 1D-estimation version to 2D-estimation version in
order to compare them. Similarly, a uniform rectangular
transmit array and a cross-dipoled uniform rectangular
receive array are used in the two algorithms to estimate
multidimensional parameters based on the signal model
of polarimetric MIMO radar given in (12). In the extended

Table 2 2D angle estimation result when two targets have
close 2D-DODs and close 2D-DOAs (SNR = 10 dB)
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Table 3 2D angle estimation result when two targets have
the same 2D-DOD and close 2D-DOAs (SNR = 10 dB)

Target 1 Target 2
Parameters
True Estimate True Estimate
0; 10° 9.9723° 10° 10.0389°
bt 40° 39.7819° 40° 40.1559°
0, 30° 29.9974° 28° 28.0003°
o 57° 56.9936° 60° 60.0105°

TALS-based algorithm, the observed matrix Y in (12) is
written as

Y = A6 ¢0) © A by, BT () + N, (44)
where A, 0y, ¢, v, 1n) = Ay (O, ) © G(6r, P, ¥, 7). From
(44), it is shown that Y is a PARAFAC trilinear decompo-
sition model. Thus, TALS-based algorithm in [19] can be
applied to recover the three parameter matrices A;(6;, ¢;),
A, (6, ¢y, v, 1) and B(fy). Following this, 2D-DOD, 2D-
DOA as well as polarization and Doppler frequency can
be estimated exploiting the Vandermonde structure and
Kronecker matrix products in the three parameter matri-
ces. The extended ESPRIT-based algorithm employs the
shift invariance property of transmit and receive arrays,
in which both the steering vectors of transmit and receive
arrays have the form of kronecker product for the rect-
angular arrays, as shown in (6). The signal subspace can
be obtained by eigen-value decomposition of covariance
matrix of the observed matrix Y in (12). Then, mul-
tidimensional parameters can be estimated by properly
partitioning the signal subspace matrix into different sub-
matrices [16]. The procedure of pairing 2D-DODs and
2D-DOAs for multiple targets is performed similarly to
[30].

In simulation 3, we consider a scenario that there
are P = 2 targets. Their polarization parameters and
Doppler frequency are (y1,y2) = (7/10,7/4), (n1,12) =
(/5,47 /5) and (f;1,f42) = (1,000, 3,000) Hz. We firstly
evaluate these three algorithms in the condition of targets
with different 2D-DODs and 2D-DOAs. Assume that they

Table 4 2D angle estimation result when two targets have
the same 2D-DOA and close 2D-DODs (SNR = 10 dB)

Target 1 Target 2 Target 1 Target 2
Parameters Parameters
True Estimate True Estimate True Estimate True Estimate
0; 10° 10.0040° 11° 10.9966° 0; 10° 10.0125° 12° 11.9841°
bt 40° 40.0082° 41° 40.9680° b 30° 29.9970° 32° 31.9930°
0, 50° 50.0184° 52° 52.0120° 0, 20° 19.9717° 20° 20.0278°
br 68° 67.9970° 70° 69.9983° o 80° 79.9013° 80° 80.1042°
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are located at (641,0x) = (10°,20°), (¢, Pr2) = (50°,
60°), (6r1,6r2) = (30°,40°), (¢r1,¢r2) = (70°,80°). The
performance comparison of transmit elevation/azimuth
(2D-DOD) and receive elevation/azimuth (2D-DOA)
among the three algorithms is respectively shown in
Figure 3a,b,c,d, where the RMSE is the average of the
two targets. Figure 3 reveals that the three algorithms
have close estimation performance in this condition,
with QALS-based algorithm being a little better than
the other two algorithms. Next, we evaluate the three
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algorithms in the condition of targets with the same
2D-DOA. Assume that they are located at (6;1,6r2) =
(10%,20°),  (¢n1,9r2) = (50%60°),  (6r1,6r2) =
(40°,40°), (¢r1,dr2) = (80° 80°). The performance com-
parison is respectively shown in Figure 4a,b,c,d. Figure 4
demonstrates that all the three algorithms can identify
two targets with the same 2D-DOA since the receive
array manifolds for the two targets are distinguishable
by polarization diversity. However, the performance of
QALS-based algorithm outperforms that of the other two

RMSE (degree)

RMSE (degree)

[ CCCCoCCCICOCIIIoIIIICiC]—+r0As
————— TALS
A St i it —6— ESPRIT| |

RMSE (degree)

(d)

Figure 3 Performance comparison of QALS-based algorithm with TALS-based algorithm and ESPRIT-based algorithm. Two targets have
different 2D-DODs and 2D-DOAs. (@) transmit elevation 6;,(b) transmit azimuth ¢, (c) receive elevation 6, and (d) receive azimuth ¢;.
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algorithms, especially for 2D-DOA estimation. We finally
evaluate the three algorithms in the condition of targets
with the same 2D-DOD. Assume that they are located at
(011,0r2) = (10°,10°), (@1, dr2) = (50°,50°), (6r1,0r2) =
(30°,40°), (¢r1, Pr2) = (70°,80°). The performance com-
parison is respectively shown in Figure 5a,b,c,d. From
Figure 5, we can see that in this condition, TALS-based
algorithm and ESPRIT-based algorithm cannot work in
receive elevation/azimuth estimation because of the rank
deficiency. Also, for transmit elevation/azimuth estima-
tion, the RMSE of QALS-based algorithm is smaller than
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that of the other two algorithms. The reason is that for
the QALS-based method, the Kruskal-rank condition of
qudrilinear decomposition in (42) is well satisfied in the
scenario that P targets have the same 2D-DOD. Thus,
multidimensional parameters can be uniquely identified,
and the proposed algorithm still works well in this sce-
nario, whereas the TALS-based algorithm and ESPRIT-
based algorithm have severe performance deterioration.
In addition, for the ESPRIT-based algorithm, an additional
multidimensional parameter pairing for multiple targets
is needed.

-| —+— QALS
o~ ~ | —+— TALS

' _ _| —e—ESPRIT
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I
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Figure 4 Performance comparison of QALS-based algorithm with TALS-based algorithm and ESPRIT-based algorithm. Two targets have
the same 2D-DOA. (a) transmit elevation 6, (b) transmit azimuth ¢, (c) receive elevation 6, and (d) receive azimuth ¢,.
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Figure 5 Performance comparison of QALS-based algorithm with TALS-based algorithm and ESPRIT-based algorithm. Two targets have
the same 2D-DOD. (a) transmit elevation 6;, (b) transmit azimuth ¢, (c) receive elevation 6, and (d) receive azimuth ¢;.
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5 Conclusions

In this article, we investigate multidimensional target
parameter estimation in a polarimetric bistatic MIMO
radar system using PARAFAC quadrilinear decomposi-
tion. The signal model has been developed and a novel
algorithm for joint estimation of 2D-DOA, 2D-DOD,
polarization parameters and Doppler frequency has been
presented based on QALS. The algorithm has many mer-
its: (i) it requires neither multidimensional spectral peak
searching nor covariance matrix estimation and several
eigen-decompositions that may bring error accumulation,
which enhances the accuracy of estimation; (ii) multidi-
mensional parameters can be well paired automatically,

which reduces the complexity of additional pairing; (iii)
it can distinguish multiple targets having close 2D-DODs
and 2D-DOAs or even the same 2D-DOD or 2D-DOA
by exploiting polarization diversity and the uniqueness
of quadrilinear decomposition. Thus, the performance of
multi-target 2D-DOD and 2D-DOA estimation in polari-
metric MIMO radar has been greatly improved; (iv) unlike
the previous algorithms with only respect to 1D-DOD
and 1D-DOA estimation in bistatic MIMO radar, the
proposed algorithm can obtain 2D-DOA and 2D-DOD
estimation with high-resolution, which is of importance
for accurate identification and 3D localization of multiple
targets in MIMO radar.
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