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Shadow detection in color aerial images based on
HSI space and color attenuation relationship
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Abstract

Many problems in image processing and computer vision arise from shadows in a single color aerial image. This
article presents a new algorithm by which shadows are extracted from a single color aerial image. Apart from using
the ratio value of the hue over the intensity in some state-of-the-art algorithms, this article introduces another ratio
map, which is obtained by applying the saturation over the intensity. Candidate shadow and nonshadow regions
are separated by applying Otus’s thresholding method. The color attenuation relationship that describes the
relationship between the attenuation of each color channel is derived from the Planck’s blackbody irradiance law.
For each region, the color attenuation relationship and other determination conditions are performed iteratively to
segment it into smaller sub-regions and to identify whether each sub-region is a true shadow region. Compared
with previous methods, the proposed algorithm presents better shadow detection accuracy in the images that
contain some dark green lawn, river, or low brightness shadow regions. The experimental results demonstrate the
advantage of the proposed algorithm.
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1 Introduction
Shadows in digital images are either helpful or trouble-
some in image processing and pattern recognition. The
shadows in an aerial image provide visible evidence of
the existence of objects. The shadows can be used to
recognize and track object in video surveillance and esti-
mate the height and/or position of buildings. However,
the existence of shadows also causes some undesirable
problems. For example, the shadows may cause objects
to merge or shapes to distort, thus resulting in informa-
tion loss or distortion of objects [1,2]. On one hand, the
shadows attached to some detected objects will misclas-
sify the objects and their shadows as a totally erroneous
object in the image. On the other hand, the shape distor-
tion makes the segmentation method less reliable.
Therefore, it is of great practical significance to detect
shadows in an aerial image.
Shadow detection methods are classified into two

types: the method based on features and the method
based on models [3]. The first type of shadow detection
method, feature-based method, uses the intensity values,
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chromaticity information, or geometric characteristics to
detect the shadows. For example, if the intensity value of
a region is lower than that of the pixels around, the re-
gion is detected as a shadow region in gray aerial images.
Some algorithms have been presented for this kind of
images [4-6]. However, here arises the problem, for some
nonshadow regions with low-intensity surface features
may be identified as shadows, such as black cars or
buildings. Color images are thus introduced in the
shadow detection. The chromaticity information in color
aerial images is used to improve the shadow detection
accuracy. Finlayson et al. [7-10] have proposed a method
to locate the shadows in a single RGB image by using an
invariant color model. In this method, the scene is
assumed to be lit by Planckian light, the surface of the
objects in the image is assumed to be Lambertian, and
the image is regarded to be captured by a narrow-band
camera. Thus, it may not work well for color aerial
images because the condition may not be satisfied. Tsai
[11] analyzed the intensity and color properties of sha-
dows in color aerial images, based on color space such
as HSI, HSV, YCbCr, HCV, and YIQ, and brought for-
ward a method by calculating the ratio of hue over the
intensity for each pixel to build a ratio map. Then, the
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ratio map is used with thresholding method to extract
shadow regions. But, this method tends to misclassify
the dark blue and dark green color surfaces as shadow
regions. Chung et al. [1] proposed a successive thresh-
olding scheme for detecting shadows in color aerial
images. This algorithm has better shadow detection ac-
curacy compared with that of Tsai’s, because the image
segmentation is performed locally using different thresh-
olds. The second type of shadow detection method,
model-based method, needs some prior knowledge
about the scene, such as sun altitude [12], sun angle
[13], or NDVI index [14]. However, it is difficult to ob-
tain the measurement for an arbitrary scene since the
sunlight changes at different hours and at different
places. Makarau [15] and Tian [16] use a blackbody radi-
ator model for shadow detection. Their algorithms are
fully motivated by the physical process of shadow forma-
tion. They need the prior measurement of the color
temperature or the center wavelength for the sensors of
each channel.
This article is inspired by Tsai [11], Chung et al. [1],

and Tian [16]. Instead of using only one ratio map pro-
posed in their articles, we propose a novel method for
shadow detection in color aerial images, which uses two
ratio maps plus color attenuation relationship derived
from blackbody radiator model. The new ratio map is
obtained by applying the saturation over the intensity.
The color attenuation relationship describes the rela-
tionship between the value attenuation in R and B chan-
nels. And the attenuation is compared with shadow
sub-region pixels in the proposed method, rather than
compared with nonshadow sub-region pixels in Tian’s
study [16], although the proposed and the Tian’s studies
are both derived from blackbody radiator model. This is
because, in this study, we suppose a tested sub-region to
be a shadow sub-region first, and we can judge whether
this guess holds true or not by other properties. In Tian’s
study, the pixels whose values are larger than the mean
value are taken as the nonshadow pixels. However, their
study sometimes meets problems: although their algo-
rithm is automatic and simple, it depends more or less
upon the accuracy of the priori segmentation result and
the global thresholds selection. The experiment results
show subjective and objective evaluations of six tested
images, and prove that our proposed method has better
shadow detection performance than the algorithms pro-
posed by Tsai and Chung et al.
In general, the result of shadow detection is followed by

the shadow region removal process. Methods for shadow
removal in a single image can be found in [2,17-19]. In
this article, we focus on the detection of shadows.
The rest of the article is organized as follows: In

the following section, the shadow detection algorithm
proposed by Chung et al. is reviewed. In the section
“Our proposed shadow detection algorithm”, our pro-
posed HSI space and color attenuation relationship-based
algorithm is offered. In the section “Experiment results”,
the performance comparison among our proposed algo-
rithm, Chung et al.’s algorithm, and the algorithm of Tsai
is presented, and finally the article is ended with conclu-
sion section.

2 Previous shadow detection work by Chung et al.
To detect shadows in a color aerial image, Chung et al.
transform the input image from RGB color model into
HSI color model, because the HSI color model has the
best shadow detection performance among five invariant
color models [11]. Chung et al. make some changes in
the calculation of hue (H) in traditional HSI color
model, and form the following equation:
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Hence, the values of I and H are bounded in the range
[0, 255]. The ratio map RM is defined by:

RMðx; yÞ ¼ round
Hðx; yÞ

Iðx; yÞ þ 1

� �
ð2Þ

where the denominator can avoid being dividing by zero.
In order to enlarge the RM value gap between shadow
and nonshadow pixels near a threshold Ts, the modified
ratio map RM' is defined by

RM
0 ðx; yÞ ¼ e

ðRMðx; yÞ � TSÞ2
4σ2 � 255; if RMðx; yÞ < TS

255; otherwise:

8<
:

ð3Þ
In their implementation, Ts is determined when the

condition
PTs

i¼0PðiÞ ¼ PS is held, where P(i) denotes the
probability of the ratio value i in RM, and σ is calculated

by
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPTS�1

i¼0 PðiÞði� TSÞ2
q

. The value of Ps is set to 0.95,

empirically.
Based on the modified ratio map, a global thresholding

process is performed to separate the input image into
candidate shadow and nonshadow pixels. The connected
component process [20] is performed to identify the
candidate shadow regions. Then, the local thresholding
process is performed iteratively to each candidate
shadow region to detect true shadow pixels. After that, a
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fine-shadow determination process is presented to ex-
tract true shadows from candidate shadows. Further-
more, the remaining candidate shadows are enforced to
be the nonshadows.
However, such detection is not accurate in the images

that contain some dark green areas or low brightness
shadow regions.

3 Our proposed shadow detection algorithm
In this section, we propose a novel algorithm to detect
shadows from a single color aerial image. We use two
ratio maps, which are the ratio value of the hue over the
intensity and the ratio value of saturation over the inten-
sity, to obtain candidate shadow and nonshadow regions.
The two different regions are constructed by applying
Otus’s thresholding method. Color attenuation relation-
ship that describes the relationship of the attenuation
between each color channel is derived based on Planck’s
blackbody irradiance law. The color attenuation relation-
ship and other determination conditions are performed
iteratively to segment each region into smaller sub-
regions. Subsequently, whether each sub-region is a true
shadow region is identified.

A. Hue singularity and two ratio maps
In the algorithm by Chung et al., the hue (H) is defined
by (1). However, when the values of R, G, and B in a
pixel are the same or the value of R+G+B is near zero,
the value of V1 in (1) is zero or near zero. The hue sin-
gularity will occur [21]. H will change dramatically if it is
affected by noise. This may result in undesirable shadow
region detection. For instance, in Figure 1a–c, an input
color aerial image, its modified ratio map obtained by
Chung et al.’s algorithm, and its shadow detection result
are shown, respectively. Note that, in Figure 1c, the pure
white pixels are the detected shadow pixels. However,
the shadow pixels on the up-left part of the image are
not detected, because the pixels in this region have simi-
lar R, G, B values. Therefore, only a small part of the
pixels are detected as shadow pixels. Most pixels in this
region are identified as nonshadow pixels.
In order to overcome the problem mentioned above,

we use the HSI color model proposed by Gonzalez et al.
[20] to make sure that the hue singularity only occurs
Figure 1 Shadow detection results of Chung et al.’s algorithm. (a) Inp
(c) Shadow detection result of (b).
when R=G=B. The HSI space transformation of our
proposed method is defined in formula (4). We scale H
and S to the range [0, 255], and obtain He=H × 255/
360, and Se= S × 255.

H ¼
(
θ if B ≤G
360� θ if B > G
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We extract the singular pixels with R=G=B or R+
G+B<Tsum from the original image. They will be classi-
fied into shadow regions or nonshadow regions when
the other pixels in the image are identified. Tsum is set to
3, empirically.
The saturation in the shadow areas is higher than that

in the nonshadow areas due to the Rayleigh scattering
phenomenon in the atmosphere [22]. For this reason, we
propose another ratio map to identify shadow regions.
The value of each pixel in the new ratio map is defined
as its saturation over intensity. The two ratio maps ap-
plied in our method are given by (5).

RMHðx; yÞ ¼ round
Heðx; yÞ

Iðx; yÞ þ 1

� �

RMSðx; yÞ ¼ round
Seðx; yÞ

Iðx; yÞ þ 1

� � ð5Þ

We also adopt the modified ratio map defined in (3)
to calculate modified ratio maps RM

0
Hðx; yÞ and

RM
0
Sðx; yÞ in our proposed method. A denoising filter

[23] is applied to both modified ratio maps to alleviate
the noise effect and at the same time protect the edges
between shadow and nonshadow regions.
From the modified ratio map RM

0
Hðx; yÞ and

RM
0
Sðx; yÞ, Otsu’s thresholding method [24] is applied to

determine a threshold T(TRH or TRS), which separates
the pixels in RM

0
Hðx; yÞ and RM

0
Sðx; yÞ into two classes:
ut color aerial image. (b) Chung et al.’s modified ratio map of (a).
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candidate shadow and nonshadow pixels. The threshold
T is defined by:

T ¼ argmin
T

XT
i¼0

PðiÞði� μ1Þ2 þ
X255

i¼Tþ1

PðiÞði� μ2Þ2
 !

ð6Þ

where μ1 ¼
PT

i¼0 iPðiÞ=W1ð Þ , W1 ¼
PT

i¼0PðiÞ , and

μ2 ¼
P255

i¼Tþ1 iPðiÞ=W2ð Þ , W2 ¼
P255

i¼Tþ1PðiÞ , and P(i) is
the probability of pixels with gray level i in the modified
ratio map Ratio

0
Hðx; yÞ or Ratio0

Sðx; yÞ.
TRH and TRS are the thresholds for the modified ratio

maps RM
0
Hðx; yÞ and RM

0
Sðx; yÞ respectively. Based on

the thresholds, candidate shadow pixels CP ¼
CPH \ CPS are obtained, where CPH and CPS are the
candidate shadow pixels determined by

CPHðx; yÞ ¼
�
1; RM

0
Hðx; yÞ > TRH

0; otherwise

CPSðx; yÞ ¼ 1; RM
0
Sðx; yÞ > TRS

0; otherwise
ð7Þ

�

CP(x, y) = 1 indicates that the pixel at position (x, y) is
a candidate shadow pixel, while CP(x, y) = 0 means that
the pixel at that position is a candidate nonshadow pixel.
Based on the candidate shadow and nonshadow pixels,
the candidate shadow and nonshadow regions are identi-
fied by using the connecting component analysis.

B. Color attenuation relationship
The simplest way to judge a candidate region comes
from the following two basic features of shadow region:
the intensity is lower than that of the neighboring pixels
and the chromaticity in shadow region is similar to that
of its neighboring pixels [1]. However, mere consider-
ation of these two features will sometimes lead to the
misclassification of shadow regions. In this article, the
relationship between the attenuation of R component
and that of B component in shadow regions is applied to
distinguish shadow and nonshadow regions.
When the sunlight passes through the atmosphere, it

undergoes a process of being absorbed by the atmos-
phere and scattering in the air. Rayleigh scattering
occurs when the diameter of the particle is much smaller
than the wavelength of the light. Therefore, we can infer
that the blue light, whose wavelength is shorter, will
scatter in a much greater angle than red and green
lights. The main illumination of shadow regions is the
scattered blue light from the atmosphere.
The phenomenon is considered in detecting shadow

pixels whose blue component is larger than red compo-
nent and whose intensity in a color aerial image is low
[25]. However, with this consideration, only spectral
irradiance factor is considered, while surface reflecting
factor is neglected.
In this article, we derive, under some assumptions, the

relationship between the attenuation of R(ΔR) and the
attenuation of B(ΔB) in shadow regions, which satisfies
formula (8) from Planck’s blackbody irradiance law.
Here, ΔR represents the difference between the intensity
of the R channel in a candidate region when it is covered
by shadow and when it is not covered by shadow. While
ΔB represents the difference between the intensity of
the B channel in the same candidate region when it is
covered by shadow and when it is not covered by shadow.

ΔR
ΔB

¼ 1:70� ρSR
ρSB

ð8Þ

where ρSR is the R-channel intensity value and ρSB is B-
channel intensity value, in a given pixel in shadow. The re-
lationship is derived later in the Appendix.
Since the color temperature of the sunlight and the

skylight is changing from time-to-time, we set a range to
the relationship through the subsequent experiments:

1:30� ρSR
ρSB

≤
ΔR
ΔB

≤2:10� ρSR
ρSB

ð9Þ

We can also derive the relationship between ΔR and ΔG
or ΔG and ΔB, but we only use the relationship between
ΔR and ΔB in the following steps for simplicity. Now, we
do not know whether the candidate region is a shadow re-
gion or not. We can regard the tested candidate region as
a shadow region, and consider its neighboring pixels as
nonshadow region. We define the neighboring pixels as 5
pixels wide around the candidate region exclusive of the
pixels that have been detected as shadow pixels. There-
fore, we will be able to judge whether the tested candidate
region is a shadow region by using formula (9).

C. Our proposed method
Although we have separated the original image into can-
didate shadow and nonshadow regions, there are also
some shadow sub-regions in the candidate nonshadow
regions, and some nonshadow sub-regions in the candi-
date shadow regions. Therefore, we should distinguish
true shadow regions from these two candidate regions.
After extracting the hue singularity pixels from the

original image and classifying the pixels in the image as
candidate shadow and nonshadow regions, the following
two properties are useful to distinguish true shadow
regions from candidate shadow and nonshadow regions.

Property 1: A shadow region usually has lower mean
intensity values than its neighboring pixels.

Property 2: A shadow region usually has similar
chromaticity values to its neighboring pixels.
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These two properties together with the color attenu-
ation relationship can be performed iteratively to identify
whether each sub-region is a true shadow region or not.
Assume we have m candidate shadow regions and n

candidate nonshadow regions. The mean intensity value
of ith candidate shadow region is μIPi

CS
, and the mean in-

tensity value of jth candidate nonshadow region is μI
Pj
CNS

.

The mean intensity values of their neighboring pixels are
μI
Pi;N
CS

and μI
Pj;N
CNS

, respectively. In order to satisfy Property

1, the relationship of the mean intensity values can be
illustrated in Figure 2.
Since the candidate shadow regions satisfy the shadow

detection condition of the modified ratio maps, the
threshold TICS can be set to be a small value. However,
the threshold value for nonshadow regions should be
larger, because the pixels in candidate nonshadow
regions are more likely to be nonshadow pixels. In order
to get optimal threshold for shadow detection, we have
tried different thresholds for the images in the section
“Experiment results”. Figure 3 presents the difference of
the detection accuracy of the six testing images under
different thresholds for TICS and TICNS . As illustrated in
Figure 3 Optimal thresholds selection. (a) Detection accuracy with diffe
for TICNS .
Figure 3, TICS ¼ 25 and TICNS ¼ 40 will be the optimal
thresholding values for the testing images. If the thresh-
olds TICS and TICNS are too small, many nonshadow
regions will be regards as shadow regions, because the
intensity difference between them is not obvious. How-
ever, if the values of the thresholds are too large, some
true shadow regions will not be detected from candidate
nonshadows regions.
In order to satisfy Property 2, the relationship of the

chromaticity values of the candidate regions can be illu-
strated in Figure 4. where μHe

Pi
CS
and μHe

Pi;N
CS

denote the mean

He value of ith candidate shadow region and that of its
neighboring pixels, μHe

Pj
CNS

and μHe

Pj;N
CNS

denote the mean He

value of jth candidate nonshadow region and that of its
neighboring pixels; σHe

Pi
CS

and σHe

Pi;N
CS

denote the standard

deviation of He value of ith candidate shadow region and
that of its neighboring pixels, σHe

Pj
CNS

and σHe

Pj;N
CNS

denote the

standard deviation of He value of jth candidate nonsha-
dow region and that of its neighboring pixels.
The thresholds TμCSHe and TσCSHe are set as 12 and 8,

TμCNSHe and TσCNSHe are set as 9 and 6, empirically. The
selection of thresholds is based on similar experiments
as is shown in Figure 3. The application of these thresh-
olds is to determine whether the mean chromaticity
value and standard deviation of each candidate region
are similar to those of the neighboring pixels. As for
smaller thresholds, more candidate regions can be iden-
tified as nonshadow regions, but some true shadow
regions may be identified as nonshadow regions. How-
ever, if the values of the thresholds are too great, some
true shadow regions will not be detected from candidate
nonshadows regions.
If the mean intensity value and chromaticity value of a

candidate region satisfy the relationship illustrated above
and if the color attenuation relationship satisfies formula
rent thresholds for TICS . (b) Detection accuracy with different thresholds
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(9), the candidate region can be classified as a shadow
region. Otherwise, the region should be separated into
smaller sub-regions by Otsu’s thresholding method, and
then the sub-regions should be further tested under the
conditions mentioned above. The iteration is executed,
until the standard deviation of the sub-region is smaller
than a threshold Tσ, which is set to 5, empirically.
Our multi-step algorithm for detecting shadow in a

color aerial image is as follows:
Figure 5 Results of the shadow detection comparison among the conce
image. (b) Ideal shadow detection result of (a). (c) Shadow detection result b
algorithm of Chung et al. (e) Shadow detection result by the proposed algori
Step 1 Extract the hue singularity pixels that R=G=B
or R+G+B near zero from an image, and Q is a
set to store these pixels.

Step 2 Transfer the color space from RGB color model
to HSI color model by formula (4), and
construct two ratio maps by formula (5).

Step 3 Modify the ratio maps by formula (3), from
which two ratio maps are obtained: RM

0
Hðx; yÞ

and RM
0
Sðx; yÞ.
rned three algorithms for the first testing image. (a) Original
y the algorithm of Tsai. (d) Shadow detection result by the
thm.



Figure 6 Results of the shadow detection comparison among the concerned three algorithms for the second testing image. (a) Original
image. (b) Ideal shadow detection result of (a). (c) Shadow detection result by the algorithm of Tsai. (d) Shadow detection result by the
algorithm of Chung et al. (e) Shadow detection result by the proposed algorithm.
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Step 4 Apply a denoising filter [23] to both RM
0
Hðx; yÞ

and RM
0
Sðx; yÞ so as to alleviate the noise effect.

Step 5 Segment the image into candidate shadow and
nonshadow pixels by formula (6). Apply the
well-known Otsu’s thresholding method and
formula (7) to both the modified ratio maps.

Step 6 Conduct a connected component analysis to
classify the candidate shadow and nonshadow
pixels as candidate shadow regions and
candidate nonshadow regions.

Step 7 Verify each candidate region to make it clear
whether it satisfies the color attenuation
relationship (9) and the relationship described by
Figures 2 and 4. If it satisfies these conditions, the
region is identified as a shadow region; otherwise,
the standard deviation of the region should be
calculated. If the standard deviation of the region
is small enough, say, smaller than Tσ, it is
Figure 7 Results of the shadow detection comparison among the conce
image. (b) Ideal shadow detection result of (a). (c) Shadow detection result b
algorithm of Chung et al. (e) Shadow detection result by the proposed algori
identified as a nonshadow region. Otherwise, the
region classification by iteration manner from
Step 5 should be implemented, and the region
should be segmented into smaller sub-regions,
until all the regions are classified as shadow
regions or nonshadow regions.

Step 8 Calculate the number of shadow and
nonshadow pixels in the neighborhood of each
hue singularity pixel in set Q. If the number of
shadow pixels is greater than that of the
nonshadow pixels, identify the hue singularity
pixel as a shadow pixel, and vice versa.
4 Experiment results
In this section, some image results are selected from the
experiment to compare the concerned shadow detection
algorithms. Our proposed method is compared with the
rned three algorithms for the third testing image. (a) Original
y the algorithm of Tsai. (d) Shadow detection result by the
thm.



Figure 8 Results of the shadow detection comparison among the concerned three algorithms for the fourth testing image. (a) Original
image. (b) Ideal shadow detection result of (a). (c) Shadow detection result by the algorithm of Tsai. (d) Shadow detection result by the
algorithm of Chung et al. (e) Shadow detection result by the proposed algorithm.
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algorithms of Tsai’s and Chung et al.’s methods in the
shadow detection accuracy. And subjective and objective
evaluations of the three algorithms are demonstrated
as follows.

A. Subjective evaluation
Figures 5a, 6a, 7a, 8a, 9a, and 10a show six original color
aerial images containing shadow areas. Manual interpre-
tations of shadowed regions are shown in Figures 5b, 6b,
Figure 9 Results of the shadow detection comparison among the con
image. (b) Ideal shadow detection result of (a). (c) Shadow detection resul
algorithm of Chung et al. (e) Shadow detection result by the proposed alg
7b, 8b, 9b, and 10b as the ideal shadow detection
images, so that ground truth of shadow regions is cre-
ated to evaluate the shadow detection performance. The
shadow detection results of algorithms of Tsai’s, Chung
et al.’s, and our proposed method are demonstrated in
Figures 5c, 6c, 7c, 8c, 9c, and 10c, Figures 5d, 6d, 7d, 8d,
9d, and 10d, and Figures 5e, 6e, 7e, 8e, 9e, and 10e, re-
spectively. Note that the pure white pixels in each image
represent the detected shadow pixels.
cerned three algorithms for the fifth testing image. (a) Original
t by the algorithm of Tsai. (d) Shadow detection result by the
orithm.



Figure 10 Results of the shadow detection comparison among the concerned three algorithms for the sixth testing image. (a) Original
image. (b) Ideal shadow detection result of (a). (c) Shadow detection result by the algorithm of Tsai. (d) Shadow detection result by the
algorithm of Chung et al. (e) Shadow detection result by the proposed algorithm.
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For the first four image groups as shown in Figures 5, 6,
7 and 8, the shadow detection accuracy is quite similar
when either Chung et al.’s or our proposed algorithm are
used, and the both algorithms are much better than the al-
gorithm of Tsai’s. With Tsai’s algorithm, the greensward in
Figure 5c is identified as shadow region and the river and
the green lawn in Figure 6c are regarded as shadows. With
our proposed algorithm, some error shadow detection in
the green lawn in the up-right corner of the image can be
eliminated when compared with Figure 6d and 6e. In the
same way, in Figures 7 and 8, some vegetation regions are
mistakenly detected as shadows by the algorithms of Tsai’s
and Chung et al.’s. While by using our proposed method,
true shadow areas are retained and the false detected
regions are eliminated effectively.
The other two testing images in Figures 9 and 10 show

obviously that, of the three concerned algorithms, ours
has the best shadow detection accuracy. Its detection
results are close to the ideal shadow detection images, as
shown in Figures 9b and 10b. In Figure 9c, the shadows
are over detected when compared with the ideal shadow
images, while in Figure 9d, some low brightness shadow
areas are not detected. In Figures 10c and 10d, the river
is regarded as shadows by the algorithms of Tsai’s and
Chung et al.’s.
Table 1 Detection accuracy of three methods for Figure 5

Method Producer’s accuracy User’s accuracy Overall
accuracy

ηs (%) ηn (%) ps (%) pn (%) τ (%)

Proposed 74.63 97.84 36.32 99.57 97.46

Chung et al.’s 79.18 96.86 29.67 99.64 96.57

Tsai’s 70.03 73.87 4.27 99.33 73.81
The subjective evaluation demonstrates that our pro-
posed algorithm has the best accuracy among the three
concerned algorithms.

B. Objective evaluation
The performance of shadow detection algorithms is
usually assessed by several metrics objectively. In this
section, we adopt the three commonly used metrics
introduced in [11] to evaluate the three concerned
shadow detection algorithms. The three types of
evaluation, namely the producer’s accuracy, the user’s
accuracy, and the overall accuracy, are used here in
the objective evaluation.
The producer’s accuracy contains two parameters ηs

and ηn. They are defined as follows:

ηs ¼
TP

TP þ FN

ηn ¼
TN

TN þ FP

ð10Þ

where the true positive (TP) denotes the number of true
shadow pixels correctly identified; the false negative
(FN) denotes the number of true shadow pixels identi-
fied as nonshadow pixels; the false positive (FP) denotes
the number of nonshadow pixels identified as shadow
Table 2 Detection accuracy of three methods for Figure 6

Method Producer’s accuracy User’s accuracy Overall
accuracy

ηs (%) ηn (%) ps (%) pn (%) τ (%)

Proposed 94.52 95.38 94.79 95.14 94.97

Chung et al.’s 93.36 98.93 92.21 99.10 98.27

Tsai’s 99.66 27.00 15.56 98.83 35.64



Table 3 Detection accuracy of three methods for Figure 7

Method Producer’s accuracy User’s accuracy Overall
accuracy

ηs (%) ηn (%) ps (%) pn (%) τ (%)

Proposed 77.22 94.86 78.62 94.45 91.39

Chung et al.’s 82.90 88.86 64.56 95.50 87.69

Tsai’s 80.86 75.26 44.35 94.16 76.36

Table 5 Detection accuracy of three methods for Figure 9

Method Producer’s accuracy User’s accuracy Overall
accuracy

ηs (%) ηn (%) ps (%) pn (%) τ (%)

Proposed 62.79 92.88 78.54 85.74 84.05

Chung et al.’s 8.94 99.71 92.74 72.56 73.08

Tsai’s 71.86 47.07 36.05 80.12 54.35
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pixels; and the true negative (TN) denotes the number
of nonshadow pixels correctly identified. The parameters
ηs and ηn stand for the ratio of the correctly detected
true shadow and nonshadow over the total true shadow
and nonshadow, respectively.
The user’s accuracy also contains two parameters ps

and pn. They are defined as follows

ps ¼ TP
TP þ FP

pn ¼ TN
TN þ FN

ð11Þ

where the parameters ps and pn stand for the ratio of
the correctly detected true shadow and nonshadow over
the totally detected true shadow and nonshadow,
respectively.
If both producer’s accuracy and user’s accuracy are

combined, the overall accuracy τ is defined as follows

τ ¼ TP þ TN
TP þ TN þ FP þ FN

ð12Þ

where TP+TN stands for the number of the correctly
detected true shadow and nonshadow pixels, and TP+
TN+FP+ FN stands for the total number of pixels in
the image.
Tables 1, 2, 3, 4, 5 and 6 demonstrate the detection ac-

curacy comparison of the algorithms of Tsai’s, Chung
et al.’s and our proposed algorithms in Figures 5, 6,
7, 8, 9 and 10, respectively. In Tables 1, 2, and 3, the
detection accuracy of our proposed algorithm is very
close to that of Chung et al.’s algorithm, and the per-
formance of the both algorithms are better than that
of Tsai’s algorithm. Tables 4, 5, and 6 show that our
proposed algorithm has the best performance among
the three concerned algorithms.
Table 4 Detection accuracy of three methods for Figure 8

Method Producer’s accuracy User’s accuracy Overall
accuracy

ηs (%) ηn (%) ps (%) pn (%) τ (%)

Proposed 60.91 98.66 75.54 97.38 96.25

Chung et al.’s 76.35 93.81 45.61 98.31 92.70

Tsai’s 71.41 91.38 35.70 97.95 90.13
The reason for the worst performance by Tsai’s algorithm
lies in that Tsai’s algorithm uses only one threshold to sep-
arate the shadow and nonshadow regions. However,
in the ratio maps, the value of shadow pixels in one
place may equal to the value of nonshadow pixels in
another place. Therefore, the local threshold strategy
proposed in this article and Chung et al.’s study
makes more sense.
The shadow pixels in the up-left of Figure 9d are

not detected, because of the existence of the hue sin-
gularity pixels in this regions. When the hue singular-
ity pixels are separated and classified independently
by the proposed algorithm, better detection perform-
ance is achieved in Figure 9e. In Figure 10d, only one
ratio map is used for shadow detection. The detection
result in Figure 10e performs better than that in
Figure 10d, because an additional constraint, the new
ratio map of saturation over the intensity, is com-
bined with hue over the intensity. The color attenu-
ation relationship also improves the shadow detection
performance in many detail regions when compared
with Tsai’s and Chung et al.’s algorithm in Figures 5,
6, 7, 8, 9 and 10.

C. Limitation of the proposed algorithm
In the above experiments, the scenes are shown in
the daytime. However, when we use the thresholds
and color attenuation relationship for the images
taken in the evening, the shadow detection accuracy
will drop obviously. Figure 11 is such an example.
Figure 11a is the original image, and the pure white
regions in Figure 11b are the detected shadows.
Most shadow regions in Figure 11b are not detected.
This problem is caused by the following: First, the
contrast in Figure 11a is lower than those in the
Table 6 Detection accuracy of three methods for Figure
10

Method Producer’s accuracy User’s accuracy Overall accuracy

ηs (%) ηn (%) ps (%) pn (%) τ (%)

Proposed 43.06 99.37 59.13 98.80 98.19

Chung et al.’s 87.15 8.19 1.98 96.77 9.84

Tsai’s 83.81 8.50 1.91 96.11 10.07



Figure 11 Limitation of the proposed algorithm. (a) Original image. (b) Shadow detection result by the proposed algorithm.
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images taken in the daytime. Therefore, the intensity
value difference between the shadow and nonshadow
regions is smaller than that in the daytime. The threshold
for TICS and TICNS should be adjusted to a value smaller
than those in the daytime. Second, the color temperature
T in the evening is lower than that in the daytime. Hence,
the color attenuation relationship should be changed ac-
cordingly in this case. Finally, the R, G, and B values of
many shadow pixels in Figure 11a are equal to zero. These
pixels are the hue singularity pixels. However, the pixels in
the neighborhood of these hue singularity pixels are classi-
fied as nonshadow pixels. Therefore, these hue singularity
pixels are misclassified as nonshadow regions.

5 Conclusions
This article is devoted to the problem of shadow detection
in color aerial images. Hue singularity pixels are extracted.
The candidate shadow and nonshadow regions are con-
structed on the base of the modified ratio maps by using
the Otsu’s thresholding method and the connected compo-
nent analysis. The intensity property, chromaticity property
of the shadow areas, and the color attenuation relationship
derived from Planck’s blackbody irradiance law are used
iteratively to segment each candidate region into smaller
sub-regions, so that whether each sub-region is true
shadow region is identified. The extracted hue singularity
pixels are classified on the base of its neighboring pixels.
From the above experimental results, it could be concluded
that our proposed shadow detection algorithm presents
best shadow detection accuracy when compared with Tsai’s
and Chung et al.’s algorithms. Future work need to be done
to solve the auto thresholds selection problem.

Appendix
Suppose the RGB color at a pixel (x, y) in a color
aerial image is formed from illumination with spectral
power distribution E(λ, x, y) impinging on a surface
with surface spectral reflectance S(λ, x, y), and if the
Qk (λ) is the relative spectral response of the im-
aging device’s kth sensor, then the RGB color ρ(x, y)
can be deduced from an integral over the visible
wavelengths [9]:

ρkðx; yÞ ¼ σðx; yÞ
Z

Eðλ; x; yÞSðλ; x; yÞQkðλÞdλ;
k ¼ R;G;B

ð13Þ

where σ is exposure time, and λ is wavelength.
If the camera sensitivities Qk(λ) are exactly Dirac delta

functions, QkðλÞ ¼ qkδðλ� λkÞ , then formula (13)
becomes simpler:

ρk ¼ σEðλkÞSðλkÞqk ; k ¼ R;G;B ð14Þ

Denoting the spectral power distribution of the illu-
mination on nonshadow region as E1(λk) and that on
shadow region as E2(λk), we will obtain the attenuation
of each color channel:

ΔR
ΔG
ΔB

2
4

3
5 ¼

ρNSR � ρSR
ρNSG � ρSG
ρNSB � ρSB

2
4

3
5

¼ σ
E1ðλRÞ � E2ðλRÞð ÞSðλRÞqR
E1ðλGÞ � E2ðλGÞð ÞSðλGÞqG
E1ðλBÞ � E2ðλBÞð ÞSðλBÞqB

2
4

3
5 ð15Þ

where ρNSk and ρSk (k = R, G, B) are the k-channel inten-
sity values of a given pixel in nonshadow and shadow
regions, respectively.
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We analyze the relationship between ΔR and ΔB, be-
cause they have the longest and shortest wavelengths in
the three channels. From (15), we have

ΔR
ΔB

¼ E1ðλRÞ � E2ðλRÞ
E1ðλBÞ � E2ðλBÞ �

SðλRÞqR
SðλBÞqB ð16Þ

From (16), we have:

ρSR ¼ σE2ðλRÞSðλRÞqR
ρSB ¼ σE2ðλBÞSðλBÞqB

So

SðλRÞqR
SðλBÞqB ¼ E2ðλBÞ

E2ðλRÞ �
ρSR
ρSB

ð17Þ

Substituting (17) into (16), we get:

ΔR
ΔB

¼ E1ðλRÞ � E2ðλRÞ
E1ðλBÞ � E2ðλBÞ �

E2ðλBÞ
E2ðλRÞ �

ρSR
ρSB

ð18Þ

We do not take the penumbra pixels into consideration,
because the number of penumbra pixels is usually very
small in an aerial image during daytime. If Esun is denoted
as the spectral power distribution of direct sunlight illumin-
ation, and Esky as that of the scattering light from the at-
mosphere, then the nonshadow region is lighted by Esun
and Esky, and the shadow region is only lighted by Esky.
Therefore, E1ðλkÞ ¼ EsunðλkÞ þ EskyðλkÞ, E2ðλkÞ ¼ EskyðλkÞ.
We get

ΔR
ΔB

¼ EsunðλRÞ
EsunðλBÞ �

E1ðλBÞ � EsunðλBÞ
E1ðλRÞ � EsunðλRÞ �

ρSR
ρSB

ð19Þ

If the illumination is restricted to be Planckian, an illu-
minant spectral power distribution can be parameterized
by its color temperature T when the blackbody radiator
model is used

Eðλ;TÞ ¼ c1λ
�5 e

c2
Tλ � 1

� 	�1
ð20Þ

Where c1 ¼ 2πhc2 and c2 ¼ ðhcÞ=k, in which
c is the velocity of light: 3:0� 108m=s ; h is the Plank

constant: 6:63� 10�34J � s ; k is the Boltzmann constant:
1:38� 10�23J=K . Hence, c1 ¼ 3:74� 10�16W �m2 and
c2 ¼ 1:43� 10�2m � K . Substituting formula (20) into
(19), we can easily get:

ΔR
ΔB

¼ ðe
c2

TsunλB � 1Þ=ðe
c2

T1λB � 1Þ � 1

ðe
c2

TsunλR � 1Þ=ðe
c2

T1λR � 1Þ � 1
� ρSR
ρSB

ð21Þ

where Tsun is the color temperature of direct sunlight, T1 is
the color temperature of daylight. Given T1 = 6500K, which
is the standard daylight D65 [25], given Tsun ¼ 5500K ,
which represents the direct sunlight, and given the wave-
lengths λR ¼ 650nm , and λB ¼ 440nm , respectively, then
we get

ΔR
ΔB

¼ 1:70� ρSR
ρSB
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