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#### Abstract

In this paper, we study a nonlinear fractional $q$-difference equation with nonlocal boundary conditions. The existence of solutions for the problem is shown by applying some well-known tools of fixed-point theory such as Banach's contraction principle, Krasnoselskii's fixed-point theorem, and the Leray-Schauder nonlinear alternative. Some illustrating examples are also discussed. MSC: 34A08; 39A05; 39A12; 39A13 Keywords: fractional $q$-difference equations; nonlocal boundary conditions; existence; Leray-Schauder nonlinear alternative; fixed point


## 1 Introduction

In recent years, the topic of fractional differential equations has gained considerable attention and has evolved as an interesting and popular field of research. It is mainly due to the fact that several times the tools of fractional calculus are found to be more practical and effective than the corresponding ones of classical calculus in the mathematical modeling of dynamical systems associated with phenomena such as fractals and chaos. In fact, fractional calculus has numerous applications in various disciplines of science and engineering such as mechanics, electricity, chemistry, biology, economics, control theory, signal and image processing, polymer rheology, regular variation in thermodynamics, biophysics, blood flow phenomena, aerodynamics, electrodynamics of complex medium, viscoelasticity and damping, control theory, wave propagation, percolation, identification, fitting of experimental data, etc. [1-4]. The development of fractional calculus ranges from the theoretical aspects of existence and uniqueness of solutions to the analytic and numerical methods for finding solutions. For some recent work on fractional differential equations, we refer to [5-13] and the references therein.

The pioneer work on $q$-difference calculus or quantum calculus dates back to Jackson's papers [14, 15], while a systematic treatment of the subject can be found in [16, 17]. For some recent existence results on $q$-difference equations, see [18-20] and the references therein.

There has also been a growing interest on the subject of discrete fractional equations on the time scale $\mathbb{Z}$. Some interesting results on the topic can be found in a series of papers [21-29].

Fractional $q$-difference equations have recently attracted the attention of several researchers. For some earlier work on the topic, we refer to [30] and [31], whereas some recent work on the existence theory of fractional $q$-difference equations can be found in [32-36]. However, the study of boundary value problems of fractional $q$-difference equations is at its infancy and much of the work on the topic is yet to be done.
In this paper, we discuss the existence and uniqueness of solutions for the nonlocal boundary value problem of fractional $q$-difference equations given by

$$
\begin{align*}
& { }^{c} D_{q}^{\alpha} x(t)=f(t, x(t)), \quad 0 \leq t \leq 1,1<\alpha \leq 2,  \tag{1.1}\\
& \alpha_{1} x(0)-\beta_{1} D_{q} x(0)=\gamma_{1} x\left(\eta_{1}\right), \quad \alpha_{2} x(1)+\beta_{2} D_{q} x(1)=\gamma_{2} x\left(\eta_{2}\right), \tag{1.2}
\end{align*}
$$

where $f \in C([0,1] \times \mathbb{R}, \mathbb{R}),{ }^{c} D_{q}^{\alpha}$ is the fractional $q$-derivative of the Caputo type, and $\alpha_{i}, \beta_{i}, \gamma_{i}, \eta_{i} \in \mathbb{R}(i=1,2)$.

## 2 Preliminaries on fractional $q$-calculus

In this section, we cite some definitions and fundamental results of the $q$-calculus as well as of the fractional $q$-calculus $[37,38]$. We also give a lemma that will be used in obtaining the main results of the paper.

Let $q \in(0,1)$ and define

$$
[a]_{q}=\frac{q^{a}-1}{q-1}, \quad a \in \mathbb{R} .
$$

The $q$ analogue of the power $(a-b)^{n}$ is

$$
(a-b)^{(0)}=1, \quad(a-b)^{(n)}=\prod_{k=0}^{n-1}\left(a-b q^{k}\right), \quad a, b \in \mathbb{R}, n \in \mathbb{N} .
$$

The $q$-gamma function is defined by

$$
\Gamma_{q}(x)=\frac{(1-q)^{(x-1)}}{(1-q)^{x-1}}, \quad x \in \mathbb{R} \backslash\{0,-1,-2, \ldots\}, 0<q<1
$$

and satisfies $\Gamma_{q}(x+1)=[x]_{q} \Gamma_{q}(x)$ (see, [38]).
For $0<q<1$, we define the $q$-derivative of a real valued function $f$ as

$$
D_{q} f(t)=\frac{f(t)-f(q t)}{(1-q) t}, \quad t \in I_{q}-\{0\}, \quad D_{q} f(0)=\lim _{t \rightarrow 0} D_{q} f(t) .
$$

The higher order $q$-derivatives are given by

$$
D_{q}^{0} f(t)=f(t), \quad D_{q}^{n} f(t)=D_{q} D_{q}^{n-1} f(t), \quad n \in \mathbb{N} .
$$

For $x \geq 0$, we set $J_{x}=\left\{x q^{n}: n \in \mathbb{N} \cup\{0\}\right\} \cup\{0\}$ and define the definite $q$-integral of a function $f: J_{x} \rightarrow \mathbb{R}$ by

$$
I_{q} f(x)=\int_{0}^{x} f(s) d_{q} s=\sum_{n=0}^{\infty} x(1-q) q^{n} f\left(x q^{n}\right)
$$

provided that the series converges.

For $a, b \in J_{x}$, we set

$$
\int_{a}^{b} f(s) d_{q} s=I_{q} f(b)-I_{q} f(a)=(1-q) \sum_{n=0}^{\infty} q^{n}\left[b f\left(b q^{n}\right)-a f\left(a q^{n}\right)\right],
$$

provided that the series exist. Throughout the paper, we will assume that the series in the $q$-integrals converge.
Note that for $a, b \in J_{x}$, we have $a=x q^{n_{1}}, b=x q^{n_{2}}$ for some $n_{1}, n_{2} \in \mathbb{N}$, thus the definite integral $\int_{a}^{b} f(s) d_{q} s$ is just a finite sum, so no question about convergence is raised.

We note that

$$
D_{q} I_{q} f(x)=f(x),
$$

while if $f$ is continuous at $x=0$, then

$$
I_{q} D_{q} f(x)=f(x)-f(0) .
$$

For more details of the basic material on $q$-calculus, see the book [38].

Definition 2.1 ([31]) Let $\alpha \geq 0$ and $f$ be a function defined on [ 0,1$]$. The fractional $q$ integral of the Riemann-Liouville type is $\left(I_{q}^{0} f\right)(t)=f(t)$ and

$$
\left(I_{q}^{\alpha} f\right)(t)=\int_{0}^{t} \frac{(t-q s)^{(\alpha-1)}}{\Gamma_{q}(\alpha)} f(s) d_{q}(s), \quad \alpha>0, t \in[0,1] .
$$

Definition 2.2 ([39]) The fractional $q$-derivative of the Riemann-Liouville type of order $\alpha \geq 0$ is defined by $\left(D_{q}^{0} f\right)(t)=f(t)$ and

$$
\left(D_{q}^{\alpha} f\right)(t)=\left(D_{q}^{[\alpha]} I_{q}^{[\alpha]-\alpha} f\right)(t), \quad \alpha>0,
$$

where $[\alpha]$ is the smallest integer greater than or equal to $\alpha$.

Definition 2.3 ([39]) The fractional $q$-derivative of the Caputo type of order $\alpha \geq 0$ is defined by

$$
\left({ }^{c} D_{q}^{\alpha} f\right)(t)=\left(I_{q}^{[\alpha]-\alpha} D_{q}^{[\alpha]} f\right)(t), \quad \alpha>0,
$$

where $[\alpha]$ is the smallest integer greater than or equal to $\alpha$.
Lemma 2.4 Let $\alpha, \beta \geq 0$ and let $f$ be a function defined on $[0,1]$. Then the next formulas hold:
(i) $\left(I_{q}^{\beta} I_{q}^{\alpha} f\right)(t)=\left(I_{q}^{\alpha+\beta} f\right)(t)$,
(ii) $\left(D_{q}^{\alpha} I_{q}^{\alpha} f\right)(t)=f(t)$.

Lemma 2.5 ([33]) Let $\alpha \geq 0$ and $n \in \mathbb{N}$. Then the following equality holds:

$$
\left(I_{q}^{\alpha} D_{q}^{n} f\right)(t)=D_{q}^{n} I_{q}^{\alpha} f(t)-\sum_{k=0}^{[\alpha]-1} \frac{t^{\alpha-n+k}}{\Gamma_{q}(\alpha-n+k)}\left(D_{q}^{k} f\right)(0) .
$$

Lemma 2.6 ([39]) Let $\alpha>0$. Then the following equality holds:

$$
\left(I_{q}^{\alpha c} D_{q}^{\alpha} f\right)(t)=f(t)-\sum_{k=0}^{[\alpha]-1} \frac{t^{k}}{\Gamma_{q}(k+1)}\left(D_{q}^{k} f\right)(0) .
$$

Lemma 2.7 ([40]) For $\alpha \in \mathbb{R}^{+}, \lambda \in(-1, \infty)$, the following is valid:

$$
I_{q}^{\alpha}\left((x-a)^{(\lambda)}\right)=\frac{\Gamma_{q}(\lambda+1)}{\Gamma(\alpha+\lambda+1)}(x-a)^{(\alpha+\lambda)}, \quad 0<a<x<b .
$$

In particular, for $\lambda=0, a=0$, using $q$-integration by parts, we have

$$
\begin{aligned}
\left(I_{q}^{\alpha} 1\right)(x) & =\frac{1}{\Gamma_{q}(\alpha)} \int_{0}^{x}(x-q t)^{(\alpha-1)} d_{q} t=\frac{1}{\Gamma_{q}(\alpha)} \int_{0}^{x} \frac{D_{q}\left((x-t)^{(\alpha)}\right)}{-[\alpha]_{q}} d_{q} t \\
& =\frac{-1}{\Gamma_{q}(\alpha+1)} \int_{0}^{x} D_{q}\left((x-t)^{(\alpha)}\right) d_{q} t=\frac{1}{\Gamma_{q}(\alpha+1)} x^{(\alpha)} .
\end{aligned}
$$

In order to define the solution for the problem (1.1)-(1.2), we need the following lemma.

Lemma 2.8 For a given $g \in C([0,1], \mathbb{R})$ the unique solution of the boundary value problem

$$
\left\{\begin{array}{l}
{ }^{c} D_{q}^{\alpha} x(t)=g(t), \quad t \in[0,1],  \tag{2.1}\\
\alpha_{1} x(0)-\beta_{1} D_{q} x(0)=\gamma_{1} x\left(\eta_{1}\right), \\
\alpha_{2} x(1)+\beta_{2} D_{q} x(1)=\gamma_{2} x\left(\eta_{2}\right),
\end{array}\right.
$$

is given by

$$
\begin{align*}
x(t)= & \int_{0}^{t} \frac{(t-q s)^{(\alpha-1)}}{\Gamma_{q}(\alpha)} g(s) d_{q} s \\
& +\frac{\gamma_{1}}{\Delta}\left[\left(\alpha_{2}-\gamma_{2}\right) t-\left(\alpha_{2}+\beta_{2}-\gamma_{2} \eta_{2}\right)\right] \int_{0}^{\eta_{1}} \frac{\left(\eta_{1}-q s\right)^{(\alpha-1)}}{\Gamma_{q}(\alpha)} g(s) d_{q} s \\
& -\frac{\gamma_{2}}{\Delta}\left[\left(\alpha_{1}-\gamma_{1}\right) t+\left(\beta_{1}+\gamma_{1} \eta_{1}\right)\right] \int_{0}^{\eta_{2}} \frac{\left(\eta_{2}-q s\right)^{(\alpha-1)}}{\Gamma_{q}(\alpha)} g(s) d_{q} s \\
& +\frac{\alpha_{2}}{\Delta}\left[\left(\alpha_{1}-\gamma_{1}\right) t+\beta_{1}+\gamma_{1} \eta_{1}\right] \int_{0}^{1} \frac{(1-q s)^{(\alpha-1)}}{\Gamma_{q}(\alpha)} g(s) d_{q} s \\
& +\frac{\beta_{2}}{\Delta}\left[\left(\alpha_{1}-\gamma_{1}\right) t+\beta_{1}+\gamma_{1} \eta_{1}\right] \int_{0}^{1} \frac{(1-q s)^{(\alpha-2)}}{\Gamma_{q}(\alpha-1)} g(s) d_{q} s, \tag{2.2}
\end{align*}
$$

where

$$
\begin{equation*}
\Delta=\left(\gamma_{2}-\alpha_{2}\right)\left(\beta_{1}+\gamma_{1} \eta_{1}\right)+\left(\gamma_{1}-\alpha_{1}\right)\left(\alpha_{2}+\beta_{2}-\gamma_{2} \eta_{2}\right) \neq 0 . \tag{2.3}
\end{equation*}
$$

Proof In view of Lemmas 2.4 and 2.6, integrating equation in (2.1), we have

$$
\begin{equation*}
x(t)=\int_{0}^{t} \frac{(t-q s)^{(\alpha-1)}}{\Gamma_{q}(\alpha)} g(s) d_{q} s+c_{0} t+c_{1}, \quad t \in[0,1] . \tag{2.4}
\end{equation*}
$$

Using the boundary conditions of (2.1) in (2.4), we have

$$
\begin{aligned}
& -\left(\beta_{1}+\gamma_{1} \eta_{1}\right) c_{0}+\left(\alpha_{1}-\gamma_{1}\right) c_{1}=\gamma_{1} \int_{0}^{\eta_{1}} \frac{\left(\eta_{1}-q s\right)^{(\alpha-1)}}{\Gamma_{q}(\alpha)} g(s) d_{q} s, \\
& \left(\alpha_{2}+\beta_{2}-\gamma_{2} \eta_{2}\right) c_{0}+\left(\alpha_{2}-\gamma_{2}\right) c_{1} \\
& \quad=\gamma_{2} \int_{0}^{\eta_{2}} \frac{\left(\eta_{2}-q s\right)^{(\alpha-1)}}{\Gamma_{q}(\alpha)} g(s) d_{q} s-\alpha_{2} \int_{0}^{1} \frac{(1-q s)^{(\alpha-1)}}{\Gamma_{q}(\alpha)} g(s) d_{q} s \\
& \quad-\beta_{2} \int_{0}^{1} \frac{(1-q s)^{(\alpha-2)}}{\Gamma_{q}(\alpha-1)} g(s) d_{q} s .
\end{aligned}
$$

Solving the above system of equations for $c_{0}, c_{1}$, we get

$$
\begin{aligned}
c_{0}= & \frac{1}{\Delta}\left\{\gamma_{1}\left(\alpha_{2}-\gamma_{2}\right) \int_{0}^{\eta_{1}} \frac{\left(\eta_{1}-q s\right)^{(\alpha-1)}}{\Gamma_{q}(\alpha)} g(s) d_{q} s\right. \\
& -\left(\alpha_{1}-\gamma_{1}\right) \gamma_{2} \int_{0}^{\eta_{2}} \frac{\left(\eta_{2}-q s\right)^{(\alpha-1)}}{\Gamma_{q}(\alpha)} g(s) d_{q} s \\
& \left.+\alpha_{2}\left(\alpha_{1}-\gamma_{1}\right) \int_{0}^{1} \frac{(1-q s)^{(\alpha-1)}}{\Gamma_{q}(\alpha)} g(s) d_{q} s+\beta_{2}\left(\alpha_{1}-\gamma_{1}\right) \int_{0}^{1} \frac{(1-q s)^{(\alpha-2)}}{\Gamma_{q}(\alpha-1)} g(s) d_{q} s\right\}, \\
c_{1}= & \frac{1}{\Delta}\left\{-\gamma_{1}\left(\alpha_{2}+\beta_{2}-\gamma_{2} \eta_{2}\right) \int_{0}^{\eta_{1}} \frac{\left(\eta_{1}-q s\right)^{(\alpha-1)}}{\Gamma_{q}(\alpha)} g(s) d_{q} s\right. \\
& -\gamma_{2}\left(\beta_{1}+\gamma_{1} \eta_{1}\right) \int_{0}^{\eta_{2}} \frac{\left(\eta_{2}-q s\right)^{(\alpha-1)}}{\Gamma_{q}(\alpha)} g(s) d_{q} s \\
& +\beta_{2}\left(\beta_{1}+\gamma_{1} \eta_{1}\right) \int_{0}^{1} \frac{(1-q s)^{(\alpha-2)}}{\Gamma_{q}(\alpha-1)} g(s) d_{q} s \\
& \left.+\alpha_{2}\left(\beta_{1}+\gamma_{1} \eta_{1}\right) \int_{0}^{1} \frac{(1-q s)^{(\alpha-1)}}{\Gamma_{q}(\alpha)} g(s) d_{q} s\right\} .
\end{aligned}
$$

Substituting the values of $c_{0}, c_{1}$ in (2.4), we obtain (2.2).

In view of Lemma 2.8, we define an operator $F: C([0,1], \mathbb{R}) \rightarrow C([0,1], \mathbb{R})$ as

$$
\begin{align*}
(F x)(t)= & \int_{0}^{t} \frac{(t-q s)^{(\alpha-1)}}{\Gamma_{q}(\alpha)} f(s, x(s)) d_{q} s \\
& +\frac{\gamma_{1}}{\Delta}\left[\left(\alpha_{2}-\gamma_{2}\right) t-\left(\alpha_{2}+\beta_{2}-\gamma_{2} \eta_{2}\right)\right] \int_{0}^{\eta_{1}} \frac{\left(\eta_{1}-q s\right)^{(\alpha-1)}}{\Gamma_{q}(\alpha)} f(s, x(s)) d_{q} s \\
& -\frac{\gamma_{2}}{\Delta}\left[\left(\alpha_{1}-\gamma_{1}\right) t+\left(\beta_{1}+\gamma_{1} \eta_{1}\right)\right] \int_{0}^{\eta_{2}} \frac{\left(\eta_{2}-q s\right)^{(\alpha-1)}}{\Gamma_{q}(\alpha)} f(s, x(s)) d_{q} s \\
& +\frac{\alpha_{2}}{\Delta}\left[\left(\alpha_{1}-\gamma_{1}\right) t+\left(\beta_{1}+\gamma_{1} \eta_{1}\right)\right] \int_{0}^{1} \frac{(1-q s)^{(\alpha-1)}}{\Gamma_{q}(\alpha)} f(s, x(s)) d_{q} s \\
& +\frac{\beta_{2}}{\Delta}\left[\left(\alpha_{1}-\gamma_{1}\right) t+\left(\beta_{1}+\gamma_{1} \eta_{1}\right)\right] \int_{0}^{1} \frac{(1-q s)^{(\alpha-2)}}{\Gamma_{q}(\alpha-1)} f(s, x(s)) d_{q} s . \tag{2.5}
\end{align*}
$$

Observe that problem (1.1)-(1.2) has a solution if the operator equation $F x=x$ has a fixed point, where $F$ is given by (2.5).

## 3 Main results

Let $\mathcal{C}:=C([0,1], \mathbb{R})$ denote the Banach space of all continuous functions from $[0,1] \rightarrow \mathbb{R}$ endowed with the norm defined by $\|x\|=\sup \{|x(t)|: t \in[0,1]\}$.
For the sake of convenience, we set

$$
\begin{equation*}
k:=\left(1+\left|\alpha_{2}\right| \delta_{2}\right)\left(I_{q}^{\alpha} L\right)(1)+\left|\gamma_{1}\right| \delta_{1}\left(I_{q}^{\alpha} L\right)\left(\eta_{1}\right)+\left|\gamma_{2}\right| \delta_{2}\left(I_{q}^{\alpha} L\right)\left(\eta_{2}\right)+\left|\beta_{2}\right| \delta_{2}\left(I_{q}^{\alpha-1} L\right)(1), \tag{3.1}
\end{equation*}
$$

where

$$
\begin{equation*}
\delta_{1}:=\frac{\left|\alpha_{2}-\gamma_{2}\right|+\left|\alpha_{2}+\beta_{2}-\gamma_{2} \eta_{2}\right|}{|\Delta|}, \tag{3.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\delta_{2}:=\frac{\left|\alpha_{1}-\gamma_{1}\right|+\left|\beta_{1}+\gamma_{1} \eta_{1}\right|}{|\Delta|} . \tag{3.3}
\end{equation*}
$$

Theorem 3.1 Assume that $f:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ is continuous and that there exists a $q$ integrable function $L:[0,1] \rightarrow \mathbb{R}$ such that
( $A_{1}$ ) $|f(t, x)-f(t, y)| \leq L(t)|x-y|, t \in[0,1], x, y \in \mathbb{R}$.
Then the boundary value problem (1.1)-(1.2) has a unique solution provided

$$
\begin{equation*}
k<1, \tag{3.4}
\end{equation*}
$$

where $k$ is given by (3.1).

Proof Let us fix $\sup _{t \in[0,1]}|f(t, 0)|=M$ and choose

$$
\rho \geq \frac{M A}{1-k},
$$

where

$$
\begin{equation*}
A=\frac{1}{\Gamma_{q}(\alpha+1)}\left(1+\left|\gamma_{1}\right| \delta_{1} \eta_{1}^{(\alpha-1)}+\left|\gamma_{2}\right| \delta_{2} \eta_{2}^{(\alpha-1)}+\left|\alpha_{2}\right| \delta_{2}\right)+\frac{\left|\beta_{2}\right| \delta_{2}}{\Gamma_{q}(\alpha)} . \tag{3.5}
\end{equation*}
$$

We define $B_{\rho}=\{x \in \mathcal{C}:\|x\| \leq \rho\}$ and show that $F B_{\rho} \subset B_{\rho}$, where $F$ is defined by (2.5). For $x \in B_{\rho}$, observe that

$$
|f(t, x(t))| \leq|f(t, x(t))-f(t, 0)|+|f(t, 0)| \leq L(t)|x(t)|+|f(t, 0)| \leq L(t) \rho+M .
$$

Then $x \in B_{\rho}, t \in[0,1]$, we have

$$
\begin{aligned}
|(F x)(t)| \leq & \int_{0}^{t} \frac{(t-q s)^{(\alpha-1)}}{\Gamma_{q}(\alpha)}[L(s) \rho+M] d_{q} s \\
& +\left|\gamma_{1}\right| \delta_{1} \int_{0}^{\eta_{1}} \frac{\left(\eta_{1}-q s\right)^{(\alpha-1)}}{\Gamma_{q}(\alpha)}[L(s) \rho+M] d_{q} s \\
& +\left|\gamma_{2}\right| \delta_{2} \int_{0}^{\eta_{2}} \frac{\left(\eta_{2}-q s\right)^{(\alpha-1)}}{\Gamma_{q}(\alpha)}[L(s) \rho+M] d_{q} s
\end{aligned}
$$

$$
\begin{aligned}
& +\left|\alpha_{2}\right| \delta_{2} \int_{0}^{1} \frac{(1-q s)^{(\alpha-1)}}{\Gamma_{q}(\alpha)}[L(s) \rho+M] d_{q} s \\
& +\left|\beta_{2}\right| \delta_{2} \int_{0}^{1} \frac{(1-q s)^{(\alpha-2)}}{\Gamma_{q}(\alpha-1)}[L(s) \rho+M] d_{q} s \\
& \leq M\left\{\int_{0}^{1} \frac{(1-q s)^{(\alpha-1)}}{\Gamma_{q}(\alpha)} d_{q} s+\left|\gamma_{1}\right| \delta_{1} \int_{0}^{\eta_{1}} \frac{\left(\eta_{1}-q s\right)^{(\alpha-1)}}{\Gamma_{q}(\alpha)} d_{q} s\right. \\
& +\left|\gamma_{2}\right| \delta_{2} \int_{0}^{\eta_{2}} \frac{\left(\eta_{2}-q s\right)^{(\alpha-1)}}{\Gamma_{q}(\alpha)} d_{q} s \\
& \left.+\left|\alpha_{2}\right| \delta_{2} \int_{0}^{1} \frac{(1-q s)^{(\alpha-1)}}{\Gamma_{q}(\alpha)} d_{q} s+\left|\beta_{2}\right| \delta_{2} \int_{0}^{1} \frac{(1-q s)^{(\alpha-2)}}{\Gamma_{q}(\alpha-1)} d_{q} s\right\} \\
& +\rho\left\{\int_{0}^{1} \frac{(1-q s)^{(\alpha-1)}}{\Gamma_{q}(\alpha)} L(s) d_{q} s+\left|\gamma_{1}\right| \delta_{1} \int_{0}^{\eta_{1}} \frac{\left(\eta_{1}-q s\right)^{(\alpha-1)}}{\Gamma_{q}(\alpha)} L(s) d_{q} s\right. \\
& +\left|\gamma_{2}\right| \delta_{2} \int_{0}^{\eta_{2}} \frac{\left(\eta_{2}-q s\right)^{(\alpha-1)}}{\Gamma_{q}(\alpha)} L(s) d_{q} s \\
& \left.+\left|\alpha_{2}\right| \delta_{2} \int_{0}^{1} \frac{(1-q s)^{(\alpha-1)}}{\Gamma_{q}(\alpha)} L(s) d_{q} s+\left|\beta_{2}\right| \delta_{2} \int_{0}^{1} \frac{(1-q s)^{(\alpha-2)}}{\Gamma_{q}(\alpha-1)} L(s) d_{q} s\right\} \\
& \leq M\left\{\frac{1}{\Gamma_{q}(\alpha+1)}\left(1+\left|\gamma_{1}\right| \delta_{1} \eta_{1}^{(\alpha-1)}+\left|\gamma_{2}\right| \delta_{2} \eta_{2}^{(\alpha-1)}+\left|\alpha_{2}\right| \delta_{2}\right)+\frac{\left|\beta_{2}\right| \delta_{2}}{\Gamma_{q}(\alpha)}\right\} \\
& +\rho\left\{\int_{0}^{1} \frac{(1-q s)^{(\alpha-1)}}{\Gamma_{q}(\alpha)} L(s) d_{q} s+\left|\gamma_{1}\right| \delta_{1} \int_{0}^{\eta_{1}} \frac{\left(\eta_{1}-q s\right)^{(\alpha-1)}}{\Gamma_{q}(\alpha)} L(s) d_{q} s\right. \\
& +\left|\gamma_{2}\right| \delta_{2} \int_{0}^{\eta_{2}} \frac{\left(\eta_{2}-q s\right)^{(\alpha-1)}}{\Gamma_{q}(\alpha)} L(s) d_{q} s+\left|\alpha_{2}\right| \delta_{2} \int_{0}^{1} \frac{(1-q s)^{(\alpha-1)}}{\Gamma_{q}(\alpha)} L(s) d_{q} s \\
& \left.+\left|\beta_{2}\right| \delta_{2} \int_{0}^{1} \frac{(1-q s)^{(\alpha-2)}}{\Gamma_{q}(\alpha-1)} L(s) d_{q} s\right\},
\end{aligned}
$$

which, in view of (3.1) and (3.5), implies that

$$
\|F x\| \leq M A+\rho k \leq \rho .
$$

This shows that $F B_{\rho} \subset B_{\rho}$.
Now, for $x, y \in \mathcal{C}$, we obtain

$$
\begin{aligned}
& \|(F x)-(F y)\| \\
& \qquad \begin{array}{l}
\leq \sup _{t \in[0,1]}\left\{\int_{0}^{t} \frac{(t-q s)^{(\alpha-1)}}{\Gamma_{q}(\alpha)}|f(s, x(s))-f(s, y(s))| d_{q} s\right. \\
\quad+\left|\gamma_{1}\right| \delta_{1} \int_{0}^{\eta_{1}} \frac{\left(\eta_{1}-q s\right)^{(\alpha-1)}}{\Gamma_{q}(\alpha)}|f(s, x(s))-f(s, y(s))| d_{q} s \\
\quad+\left|\gamma_{2}\right| \delta_{2} \int_{0}^{\eta_{2}} \frac{\left(\eta_{2}-q s\right)^{(\alpha-1)}}{\Gamma_{q}(\alpha)}|f(s, x(s))-f(s, y(s))| d_{q} s \\
\quad+\left|\alpha_{2}\right| \delta_{2} \int_{0}^{1} \frac{(1-q s)^{(\alpha-1)}}{\Gamma_{q}(\alpha)}|f(s, x(s))-f(s, y(s))| d_{q} s \\
\left.\quad+\left|\beta_{2}\right| \delta_{2} \int_{0}^{1} \frac{(1-q s)^{(\alpha-2)}}{\Gamma_{q}(\alpha-1)}|f(s, x(s))-f(s, y(s))| d_{q} s\right\}
\end{array}
\end{aligned}
$$

$$
\begin{aligned}
\leq & \|x-y\| \sup _{t \in[0,1]}\left\{\int_{0}^{t} \frac{(t-q s)^{(\alpha-1)}}{\Gamma_{q}(\alpha)} L(s) d s\right. \\
& +\left|\gamma_{1}\right| \delta_{1} \int_{0}^{\eta_{1}} \frac{\left(\eta_{1}-q s\right)^{(\alpha-1)}}{\Gamma_{q}(\alpha)} L(s) d_{q} s+\left|\gamma_{2}\right| \delta_{2} \int_{0}^{\eta_{2}} \frac{\left(\eta_{2}-q s\right)^{(\alpha-1)}}{\Gamma_{q}(\alpha)} L(s) d_{q} s \\
& \left.+\left|\alpha_{2}\right| \delta_{2} \int_{0}^{1} \frac{(1-q s)^{(\alpha-1)}}{\Gamma_{q}(\alpha)} L(s) d_{q} s+\left|\beta_{2}\right| \delta_{2} \int_{0}^{1} \frac{(1-q s)^{(\alpha-2)}}{\Gamma_{q}(\alpha-1)} L(s) d_{q} s\right\}
\end{aligned}
$$

which, in view of (3.1), yields

$$
\|(F x)(t)-(F y)(t)\| \leq k\|x-y\| .
$$

Since $k \in(0,1)$ by assumption (3.4), therefore, $F$ is a contraction. Hence, it follows by Banach's contraction principle that the problem (1.1)-(1.2) has a unique solution.

In case $L(t)=L$ ( $L$ is a constant), the condition (3.4) becomes $L A<1$ and Theorem 3.1 takes the form of the following result.

Corollary 3.2 Assume that $f:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ is a continuous function and that
there exists a constant $L \in(0,1 / A)$ with $|f(t, x)-f(t, y)| \leq L|x-y|, t \in[0,1], x, y \in \mathbb{R}$, where $A$ is given by (3.5).

Then the boundary value problem (1.1)-(1.2) has a unique solution.

Our next existence results is based on Krasnoselskii's fixed-point theorem [41].

Lemma 3.3 (Krasnoselskii) Let $M$ be a closed, bounded, convex, and nonempty subset of a Banach space X. Let A, B be two operators such that:
(i) $A x+B y \in M$ whenever $x, y \in M$;
(ii) $A$ is compact and continuous;
(iii) $B$ is a contraction mapping.

Then there exists $z \in M$ such that $z=A z+B z$.

Theorem 3.4 Let $f:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ be a continuous function satisfying $\left(A_{1}\right)$. In addition, we assume that
$\left(A_{2}\right)$ there exists a function $\mu \in C\left([0,1], \mathbb{R}^{+}\right)$and a nondecreasing function $\phi \in C\left([0,1], \mathbb{R}^{+}\right)$ with

$$
|f(t, x)| \leq \mu(t) \phi(|x|), \quad(t, x) \in[0,1] \times \mathbb{R} ;
$$

$\left(A_{3}\right)$ there exists a constant $\bar{r}$ with

$$
\begin{align*}
\bar{r} \geq & {\left[\frac{1}{\Gamma_{q}(\alpha+1)}+\left|\gamma_{1}\right| \delta_{1} \frac{\eta_{1}^{(\alpha-1)}}{\Gamma_{q}(\alpha+1)}+\left|\gamma_{2}\right| \delta_{2} \frac{\eta_{2}^{(\alpha-1)}}{\Gamma_{q}(\alpha+1)}\right.} \\
& \left.+\frac{\left|\alpha_{2}\right| \delta_{2}}{\Gamma_{q}(\alpha+1)}+\frac{\left|\beta_{2}\right| \delta_{2}}{\Gamma_{q}(\alpha)}\right] \phi(\bar{r})\|\mu\|, \tag{3.6}
\end{align*}
$$

where $\|\mu\|=\sup _{t \in[0, T]}|\mu(t)|$.

$$
\begin{align*}
& \left|\gamma_{1}\right| \delta_{1} \int_{0}^{\eta_{1}} \frac{\left(\eta_{1}-q s\right)^{(\alpha-1)}}{\Gamma_{q}(\alpha)} L(s) d_{q} s+\left|\gamma_{2}\right| \delta_{2} \int_{0}^{\eta_{2}} \frac{\left(\eta_{2}-q s\right)^{(\alpha-1)}}{\Gamma_{q}(\alpha)} L(s) d_{q} s \\
& \quad+\left|\alpha_{2}\right| \delta_{2} \int_{0}^{1} \frac{(1-q s)^{(\alpha-1)}}{\Gamma_{q}(\alpha)} L(s) d_{q} s+\left|\beta_{2}\right| \delta_{2} \int_{0}^{1} \frac{(1-q s)^{(\alpha-2)}}{\Gamma_{q}(\alpha-1)} L(s) d_{q} s<1, \tag{3.7}
\end{align*}
$$

then the boundary value problem (1.1)-(1.2) has at least one solution on $[0,1]$.

Proof Consider the set $B_{\bar{r}}=\{x \in \mathcal{C}:\|x\| \leq \bar{r}\}$, where $\bar{r}$ is given in (3.6) and define the operators $\mathcal{P}$ and $\mathcal{Q}$ on $B_{\bar{r}}$ as

$$
\begin{aligned}
(\mathcal{P} x)(t)= & \int_{0}^{t} \frac{(t-q s)^{(\alpha-1)}}{\Gamma_{q}(\alpha)} f(s, x(s)) d_{q} s, \quad t \in[0,1], \\
(\mathcal{Q} x)(t)= & \frac{\gamma_{1}}{\Delta}\left[\left(\alpha_{2}-\gamma_{2}\right) t-\left(\alpha_{2}+\beta_{2}-\gamma_{2} \eta_{2}\right)\right] \int_{0}^{\eta_{1}} \frac{\left(\eta_{1}-q s\right)^{(\alpha-1)}}{\Gamma_{q}(\alpha)} f(s, x(s)) d_{q} s \\
& -\frac{\gamma_{2}}{\Delta}\left[\left(\alpha_{1}-\gamma_{1}\right) t+\left(\beta_{1}+\gamma_{1} \eta_{1}\right)\right] \int_{0}^{\eta_{2}} \frac{\left(\eta_{2}-q s\right)^{(\alpha-1)}}{\Gamma_{q}(\alpha)} f(s, x(s)) d_{q} s \\
& +\frac{\alpha_{2}}{\Delta}\left[\left(\alpha_{1}-\gamma_{1}\right) t+\beta_{1}+\gamma_{1} \eta_{1}\right] \int_{0}^{1} \frac{(1-q s)^{(\alpha-1)}}{\Gamma_{q}(\alpha)} f(s, x(s)) d_{q} s \\
& +\frac{\beta_{2}}{\Delta}\left[\left(\alpha_{1}-\gamma_{1}\right) t+\beta_{1}+\gamma_{1} \eta_{1}\right] \int_{0}^{1} \frac{(1-q s)^{(\alpha-2)}}{\Gamma_{q}(\alpha-1)} f(s, x(s)) d_{q} s, \quad t \in[0,1] .
\end{aligned}
$$

For $x, y \in B_{\bar{r}}$, we find that

$$
\begin{aligned}
|(\mathcal{P} x+\mathcal{Q} y)(t)| \leq & \int_{0}^{t} \frac{(t-q s)^{(\alpha-1)}}{\Gamma_{q}(\alpha)} \mu(s) \phi(|x(s)|) d_{q} s \\
& +\left|\gamma_{1}\right| \delta_{1} \int_{0}^{\eta_{1}} \frac{\left(\eta_{1}-q s\right)^{(\alpha-1)}}{\Gamma_{q}(\alpha)} \mu(s) \phi(|x(s)|) d_{q} s \\
& +\gamma_{2} \delta_{2} \int_{0}^{\eta_{2}} \frac{\frac{\left(\eta_{2}-q s\right)^{(\alpha-1)}}{\Gamma_{q}(\alpha)} \mu(s) \phi(|x(s)|) d_{q} s}{} \\
& +\left|\alpha_{2}\right| \delta_{2} \int_{0}^{1} \frac{(1-q s)^{(\alpha-1)}}{\Gamma_{q}(\alpha)} \mu(s) \phi(|x(s)|) d_{q} s \\
& +\left|\beta_{2}\right| \delta_{2} \int_{0}^{1} \frac{(1-q s)^{(\alpha-2)}}{\Gamma_{q}(\alpha-1)} \mu(s) \phi(|x(s)|) d_{q} s \\
\leq & \phi(\bar{r})\|\mu\|\left\{\frac{1}{\Gamma_{q}(\alpha+1)}+\left|\gamma_{1}\right| \delta_{1} \frac{\eta_{1}^{(\alpha-1)}}{\Gamma_{q}(\alpha+1)}+\left|\gamma_{2}\right| \delta_{2} \frac{\eta_{2}^{(\alpha-1)}}{\Gamma_{q}(\alpha+1)}\right. \\
& \left.+\left|\alpha_{2}\right| \delta_{2} \frac{1}{\Gamma_{q}(\alpha+1)}+\left|\beta_{2}\right| \delta_{2} \frac{1}{\Gamma_{q}(\alpha)}\right\}
\end{aligned}
$$

$$
\leq \bar{r} .
$$

Thus, $\mathcal{P} x+\mathcal{Q} y \in B_{\bar{r}}$. From $\left(\mathrm{A}_{1}\right)$ and (3.7) it follows that $\mathcal{Q}$ is a contraction mapping. Continuity of $f$ implies that the operator $\mathcal{P}$ is continuous. Also, $\mathcal{P}$ is uniformly bounded on $B_{\bar{r}}$

$$
\|\mathcal{P} x\| \leq \frac{\phi(\bar{r})}{\Gamma_{q}(\alpha+1)}\|\mu\| .
$$

Now, for any $x \in B_{\bar{r}}$, and $t_{1}, t_{2} \in[0,1]$ with $t_{1}<t_{2}$, we have

$$
\begin{aligned}
& \left|(\mathcal{P} x)\left(t_{2}\right)-(\mathcal{P} x)\left(t_{1}\right)\right| \\
& =\left|\int_{0}^{t_{2}} \frac{\left(t_{2}-q s\right)^{(\alpha-1)}}{\Gamma_{q}(\alpha)} f(s, x(s)) d_{q} s-\int_{0}^{t_{1}} \frac{\left(t_{1}-q s\right)^{(\alpha-1)}}{\Gamma_{q}(\alpha)} f(s, x(s)) d_{q} s\right| \\
& \leq\left|\int_{0}^{t_{1}} \frac{\left(t_{2}-q s\right)^{(\alpha-1)}-\left(t_{1}-q s\right)^{(\alpha-1)}}{\Gamma_{q}(\alpha)} f(s, x(s)) d_{q} s\right| \\
& \quad+\left|\int_{t_{1}}^{t_{2}} \frac{\left(t_{2}-q s\right)^{(\alpha-1)}}{\Gamma_{q}(\alpha)} f(s, x(s)) d_{q} s\right| \\
& \leq \phi(\bar{r})\|\mu\|\left[\int_{0}^{t_{1}} \frac{\left(t_{2}-q s\right)^{(\alpha-1)}-\left(t_{1}-q s\right)^{(\alpha-1)}}{\Gamma_{q}(\alpha)} d_{q} s+\int_{t_{1}}^{t_{2}} \frac{\left(t_{2}-q s\right)^{(\alpha-1)}}{\Gamma_{q}(\alpha)} d_{q} s\right]
\end{aligned}
$$

which is independent of $x$ and tends to zero as $t_{2} \rightarrow t_{1}$. Thus, $\mathcal{P}$ is equicontinuous. So $\mathcal{P}$ is relatively compact on $B_{\bar{r}}$. Hence, by the Arzelá-Ascoli theorem, $\mathcal{P}$ is compact on $B_{\bar{r}}$. Thus, all the assumptions of Lemma 3.3 are satisfied. So the conclusion of Lemma 3.3 implies that the boundary value problem (1.1)-(1.2) has at least one solution on $[0,1]$.

In the special case when $\phi(u) \equiv 1$, we see that there always exists a positive $r$ so that (3.6) holds true, thus we have the following corollary.

Corollary 3.5 Let $:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ be a continuous function satisfying $\left(A_{1}\right)$. In addition, we assume that

$$
|f(t, x)| \leq \mu(t), \quad \forall(t, x) \in[0,1] \times \mathbb{R}, \text { and } \mu \in C\left([0,1], \mathbb{R}^{+}\right) .
$$

If (3.7) holds, then the boundary value problem (1.1)-(1.2) has at least one solution on $[0,1]$.
The next existence result is based on Leray-Schauder nonlinear alternative.

Lemma 3.6 (Nonlinear alternative for single valued maps [42]) Let $E$ be a Banach space, $C$ a closed, convex subset of $E, U$ an open subset of $C$ with $0 \in U$. Suppose that $F: \bar{U} \rightarrow C$ is a continuous, compact (that is, $F(\bar{U})$ is a relatively compact subset of $C$ ) map. Then either
(i) $F$ has a fixed point in $\bar{U}$, or
(ii) there is a $u \in \partial U$ (the boundary of $U$ in $C$ ) and $\lambda \in(0,1)$ with $u=\lambda F(u)$.

Theorem 3.7 Let $:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ be a continuous function. Assume that:
$\left(A_{4}\right)$ there exist functions $p_{1}, p_{2} \in L^{1}\left([0,1], \mathbb{R}^{+}\right)$, and a nondecreasing function $\psi: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$ such that $|f(t, x)| \leq p_{1}(t) \psi(|x|)+p_{2}(t)$, for $(t, x) \in[0,1] \times \mathbb{R}$;
$\left(A_{5}\right)$ there exists a number $M>0$ such that

$$
\begin{equation*}
\frac{M}{\psi(M) \omega_{1}+\omega_{2}}>1, \tag{3.8}
\end{equation*}
$$

where

$$
\begin{aligned}
\omega_{i}:= & \left(1+\left|\alpha_{2}\right| \delta_{2}\right)\left(I_{q}^{\alpha} p_{i}\right)(1)+\left|\gamma_{1}\right| \delta_{1}\left(I_{q}^{\alpha} p_{i}\right)\left(\eta_{1}\right)+\left|\gamma_{2}\right| \delta_{2}\left(I_{q}^{\alpha} p_{i}\right)\left(\eta_{2}\right) \\
& +\left|\beta_{2}\right| \delta_{2}\left(I_{q}^{\alpha-1} p_{i}\right)(1), \quad i=1,2 .
\end{aligned}
$$

Then the boundary value problem (1.1)-(1.2) has at least one solution on $[0,1]$.

Proof Consider the operator $F: \mathcal{C} \rightarrow \mathcal{C}$ defined by (2.5). It is easy to show that $F$ is continuous. Next, we show that $F$ maps bounded sets into bounded sets in $C([0,1], \mathbb{R})$. For a positive number $\rho$, let $B_{\rho}=\{x \in C([0,1], \mathbb{R}):\|x\| \leq \rho\}$ be a bounded set in $C([0,1], \mathbb{R})$. Then we have

$$
\begin{aligned}
& |(F x)(t)| \\
& \leq \int_{0}^{t} \frac{(t-q s)^{(\alpha-1)}}{\Gamma_{q}(\alpha)}|f(s, x(s))| d_{q} s+\left|\gamma_{1}\right| \delta_{1} \int_{0}^{\eta_{1}} \frac{\left(\eta_{1}-q s\right)^{(\alpha-1)}}{\Gamma_{q}(\alpha)}|f(s, x(s))| d_{q} s \\
& +\left|\gamma_{2}\right| \delta_{2} \int_{0}^{\eta_{2}} \frac{\left(\eta_{2}-q s\right)^{(\alpha-1)}}{\Gamma_{q}(\alpha)}|f(s, x(s))| d_{q} s \\
& +\left|\alpha_{2}\right| \delta_{2} \int_{0}^{1} \frac{(1-q s)^{(\alpha-1)}}{\Gamma_{q}(\alpha)}|f(s, x(s))| d_{q} s+\left|\beta_{2}\right| \delta_{2} \int_{0}^{1} \frac{(1-q s)^{(\alpha-2)}}{\Gamma_{q}(\alpha-1)}|f(s, x(s))| d_{q} s \\
& \leq \int_{0}^{t} \frac{(t-q s)^{(\alpha-1)}}{\Gamma_{q}(\alpha)}\left[p_{1}(s) \psi(\|x\|)+p_{2}(s)\right] d_{q} s \\
& +\left|\gamma_{1}\right| \delta_{1} \int_{0}^{\eta_{1}} \frac{\left(\eta_{1}-q s\right)^{(\alpha-1)}}{\Gamma_{q}(\alpha)}\left[p_{1}(s) \psi(\|x\|)+p_{2}(s)\right] d_{q} s \\
& +\left|\gamma_{2}\right| \delta_{2} \int_{0}^{\eta_{2}} \frac{\left(\eta_{2}-q s\right)^{(\alpha-1)}}{\Gamma_{q}(\alpha)}\left[p_{1}(s) \psi(\|x\|)+p_{2}(s)\right] d_{q} s \\
& +\left|\alpha_{2}\right| \delta_{2} \int_{0}^{1} \frac{(1-q s)^{(\alpha-1)}}{\Gamma_{q}(\alpha)}\left[p_{1}(s) \psi(\|x\|)+p_{2}(s)\right] d_{q} s \\
& +\left|\beta_{2}\right| \delta_{2} \int_{0}^{1} \frac{(1-q s)^{(\alpha-2)}}{\Gamma_{q}(\alpha-1)}\left[p_{1}(s) \psi(\|x\|)+p_{2}(s)\right] d_{q} s \\
& \leq \psi(\rho)\left\{\int_{0}^{1} \frac{(1-q s)^{(\alpha-1)}}{\Gamma_{q}(\alpha)} p_{1}(s) d_{q} s+\left|\gamma_{1}\right| \delta_{1} \int_{0}^{\eta_{1}} \frac{\left(\eta_{1}-q s\right)^{(\alpha-1)}}{\Gamma_{q}(\alpha)} p_{1}(s) d_{q} s\right. \\
& +\left|\gamma_{2}\right| \delta_{2} \int_{0}^{\eta_{2}} \frac{\left(\eta_{2}-q s\right)^{(\alpha-1)}}{\Gamma_{q}(\alpha)} p_{1}(s) d_{q} s+\left|\alpha_{2}\right| \delta_{2} \int_{0}^{1} \frac{(1-q s)^{(\alpha-1)}}{\Gamma_{q}(\alpha)} p_{1}(s) d_{q} s \\
& \left.+\left|\beta_{2}\right| \delta_{1} \int_{0}^{1} \frac{(1-q s)^{(\alpha-2)}}{\Gamma_{q}(\alpha-1)} p_{1}(s) d_{q} s\right\} \\
& +\left\{\int_{0}^{1} \frac{(1-q s)^{(\alpha-1)}}{\Gamma_{q}(\alpha)} p_{2}(s) d_{q} s+\left|\gamma_{1}\right| \delta_{1} \int_{0}^{\eta_{1}} \frac{\left(\eta_{1}-q s\right)^{(\alpha-1)}}{\Gamma_{q}(\alpha)} p_{2}(s) d_{q} s\right. \\
& +\left|\gamma_{2}\right| \delta_{2} \int_{0}^{\eta_{2}} \frac{\left(\eta_{2}-q s\right)^{(\alpha-1)}}{\Gamma_{q}(\alpha)} p_{2}(s) d_{q} s+\left|\alpha_{2}\right| \delta_{2} \int_{0}^{1} \frac{(1-q s)^{(\alpha-1)}}{\Gamma_{q}(\alpha)} p_{2}(s) d_{q} s \\
& \left.+\left|\beta_{2}\right| \delta_{2} \int_{0}^{1} \frac{(1-q s)^{(\alpha-2)}}{\Gamma_{q}(\alpha-1)} p_{2}(s) d_{q} s\right\} .
\end{aligned}
$$

Thus, for any $x \in B_{\rho}$ it holds

$$
\|F x\| \leq \psi(\rho) \omega_{1}+\omega_{2}
$$

which proves our assertion.
Now we show that $F$ maps bounded sets into equicontinuous sets of $C([0,1], \mathbb{R})$. Let $t_{1}, t_{2} \in[0,1]$ with $t_{1}<t_{2}$ and $x \in B_{\rho}$, where $B_{\rho}$ is a bounded set of $C([0,1], \mathbb{R})$. Then taking into consideration the inequality $\left(t_{2}-q s\right)^{(\alpha-1)}-\left(t_{1}-q s\right)^{(\alpha-1)} \leq\left(t_{2}-t_{1}\right)$ for $0<t_{1}<t_{2}$ (see, [33, p.4]), we have

$$
\begin{aligned}
&\left|(F x)\left(t_{2}\right)-(F x)\left(t_{1}\right)\right| \\
& \leq\left|\int_{0}^{t_{2}} \frac{\left(t_{2}-q s\right)^{(\alpha-1)}}{\Gamma_{q}(\alpha)} f(s, x(s)) d_{q} s-\int_{0}^{t_{1}} \frac{\left(t_{1}-q s\right)^{(\alpha-1)}}{\Gamma_{q}(\alpha)} f(s, x(s)) d_{q} s\right| \\
&+\frac{1}{\Delta}\left\{\left|\gamma_{1}\left(\alpha_{2}-\gamma_{2}\right)\right|\left(t_{2}-t_{1}\right) \int_{0}^{\eta_{1}} \frac{\left(\eta_{1}-q s\right)^{(\alpha-1)}}{\Gamma_{q}(\alpha)}|f(s, x(s))| d_{q} s\right. \\
&+\gamma_{2}\left|\alpha_{1}-\gamma_{1}\right|\left(t_{2}-t_{1}\right) \int_{0}^{\eta_{2}} \frac{\left(\eta_{2}-q s\right)^{(\alpha-1)}}{\Gamma_{q}(\alpha)}|f(s, x(s))| d_{q} s \\
&+\left|\alpha_{2}\right|\left|\alpha_{1}-\gamma_{1}\right|\left(t_{2}-t_{1}\right) \int_{0}^{1} \frac{(1-q s)^{(\alpha-1)}}{\Gamma_{q}(\alpha)}|f(s, x(s))| d_{q} s \\
&\left.\quad+\left|\beta_{2}\right|\left|\alpha_{1}-\gamma_{1}\right| \int_{0}^{1} \frac{(1-q s)^{(\alpha-2)}}{\Gamma_{q}(\alpha-1)}|f(s, x(s))| d_{q} s\right\} \\
& \leq\left|\int_{0}^{t_{1}}\left(t_{2}-t_{1}\right)\left[p_{1}(s) \psi(\rho)+p_{2}(s)\right] d_{q} s+\int_{t_{1}}^{t_{2}}\left(t_{2}-q s\right)^{(\alpha-1)}\left[p_{1}(s) \psi(\rho)+p_{2}(s)\right] d_{q} s\right| \\
&+\frac{1}{\Delta}\left\{\left|\gamma_{1}\left(\alpha_{2}-\gamma_{2}\right)\right|\left(t_{2}-t_{1}\right) \int_{0}^{\eta_{1}} \frac{\left(\eta_{1}-q s\right)^{(\alpha-1)}}{\Gamma_{q}(\alpha)}\left[p_{1}(s) \psi(\rho)+p_{2}(s)\right] d_{q} s\right. \\
&+\gamma_{2}\left|\alpha_{1}-\gamma_{1}\right|\left(t_{2}-t_{1}\right) \int_{0}^{\eta_{2}} \frac{\left(\eta_{2}-q s\right)^{(\alpha-1)}}{\Gamma_{q}(\alpha)}\left[p_{1}(s) \psi(\rho)+p_{2}(s)\right] d_{q} s \\
&+\left|\alpha_{2}\right|\left|\alpha_{1}-\gamma_{1}\right|\left(t_{2}-t_{1}\right) \int_{0}^{1} \frac{(1-q s)^{(\alpha-1)}}{\Gamma_{q}(\alpha)}\left[p_{1}(s) \psi(\rho)+p_{2}(s)\right] d_{q} s \\
&\left.\quad+\left|\beta_{2}\right|\left|\alpha_{1}-\gamma_{1}\right|\left(t_{2}-t_{1}\right) \int_{0}^{1} \frac{(1-q s)^{(\alpha-2)}}{\Gamma_{q}(\alpha-1)}\left[p_{1}(s) \psi(\rho)+p_{2}(s)\right] d_{q} s\right\} .
\end{aligned}
$$

Obviously, the right-hand side of the above inequality tends to zero independently of $x \in B_{\rho}$ as $t_{2}-t_{1} \rightarrow 0$. Therefore, it follows by the Arzelá-Ascoli theorem that $F$ : $C([0,1], \mathbb{R}) \rightarrow C([0,1], \mathbb{R})$ is completely continuous.
Thus, the operator $F$ satisfies all the conditions of Lemma 3.6, and hence by its conclusion, either condition (i) or condition (ii) holds. We show that the conclusion (ii) is not possible.

Let $U=\{x \in C([0,1], \mathbb{R}):\|x\|<M\}$ with $\psi(M) \omega_{1}+\omega_{2}<M$ (by (3.8)). Then it can be shown that $\|F x\|<M$. Indeed, in view of $\left(\mathrm{A}_{4}\right)$, we have

$$
\begin{aligned}
\|F x\| \leq & \psi(\|x\|)\left\{\int_{0}^{1} \frac{(1-q s)^{(\alpha-1)}}{\Gamma_{q}(\alpha)} p_{1}(s) d_{q} s+\left|\gamma_{1}\right| \delta_{1} \int_{0}^{\eta_{1}} \frac{\left(\eta_{1}-q s\right)^{(\alpha-1)}}{\Gamma_{q}(\alpha)} p_{1}(s) d_{q} s\right. \\
& +\left|\gamma_{2}\right| \delta_{2} \int_{0}^{\eta_{2}} \frac{\left(\eta_{2}-q s\right)^{(\alpha-1)}}{\Gamma_{q}(\alpha)} p_{1}(s) d_{q} s+\left|\alpha_{2}\right| \delta_{2} \int_{0}^{1} \frac{(1-q s)^{(\alpha-1)}}{\Gamma_{q}(\alpha)} p_{1}(s) d_{q} s
\end{aligned}
$$

$$
\begin{aligned}
& \left.+\left|\beta_{2}\right| \delta_{2} \int_{0}^{1} \frac{(1-q s)^{(\alpha-2)}}{\Gamma_{q}(\alpha-1)} p_{1}(s) d_{q} s\right\} \\
& +\left\{\int_{0}^{1} \frac{(1-q s)^{(\alpha-1)}}{\Gamma_{q}(\alpha)} p_{2}(s) d_{q} s+\left|\gamma_{1}\right| \delta_{1} \int_{0}^{\eta_{1}} \frac{\left(\eta_{1}-q s\right)^{(\alpha-1)}}{\Gamma_{q}(\alpha)} p_{2}(s) d_{q} s\right. \\
& +\left|\gamma_{2}\right| \delta_{2} \int_{0}^{\eta_{2}} \frac{\left(\eta_{2}-q s\right)^{(\alpha-1)}}{\Gamma_{q}(\alpha)} p_{2}(s) d_{q} s+\left|\alpha_{2}\right| \delta_{2} \int_{0}^{1} \frac{(1-q s)^{(\alpha-1)}}{\Gamma_{q}(\alpha)} p_{2}(s) d_{q} s \\
& \left.+\left|\beta_{2}\right| \delta_{2} \int_{0}^{1} \frac{(1-q s)^{(\alpha-2)}}{\Gamma_{q}(\alpha-1)} p_{2}(s) d_{q} s\right\} \\
& \leq \psi(M) \omega_{1}+\omega_{2}<M .
\end{aligned}
$$

Suppose there exists a $x \in \partial U$ and a $\lambda \in(0,1)$ such that $x=\lambda F x$. Then for such a choice of $x$ and $\lambda$, we have

$$
M=\|x\|=\lambda\|F x\|<\psi(\|x\|) \omega_{1}+\omega_{2}=\psi(M) \omega_{1}+\omega_{2}<M
$$

which is a contradiction. Consequently, by the Leray-Schauder alternative (Lemma 3.6), we deduce that $F$ has a fixed point $x \in \bar{U}$ which is a solution of the problem (1.1)-(1.2). This completes the proof.

Remark 3.8 If $p_{1}, p_{2}$ in $\left(\mathrm{A}_{4}\right)$ are continuous, then $\omega_{i} \leq A\left\|p_{i}\right\|, i=1,2$, where $A$ is defined by (3.5).

Example 3.9 Consider the fractional $q$-difference nonlocal boundary value problem

$$
\begin{align*}
& { }^{c} D_{q}^{3 / 2} x(t)=\frac{L}{2}\left(x+\tan ^{-1} x+\sin t\right), \quad 0 \leq t \leq 1,  \tag{3.9}\\
& x(0)-1 / 2 D_{q} x(0)=x(1 / 3), \quad \frac{1}{4} x(1)+\frac{3}{4} D_{q} x(1)=x(2 / 3) . \tag{3.10}
\end{align*}
$$

Here, $\alpha_{1}=1, \beta_{1}=1 / 2, \alpha_{2}=1 / 4, \beta_{2}=3 / 4, \gamma_{1}=1=\gamma_{2}, \eta_{1}=1 / 3, \eta_{2}=2 / 3$, and $L$ is a constant to be fixed later on. Moreover, $\Delta=5 / 8, \delta_{1}=26 / 15, \delta_{2}=4 / 3,|f(t, x)-f(t, y)| \leq L|x-y|$, and

$$
k=\frac{L}{\Gamma_{1 / 2}(3 / 2)}\left(\frac{2 \sqrt{2}(13+10 \sqrt{2}+15 \sqrt{3})}{15 \sqrt{3}(2 \sqrt{2}-1)}+1\right) .
$$

Choosing

$$
L<\left[\frac{1}{\Gamma_{1 / 2}(3 / 2)}\left(\frac{2 \sqrt{2}(13+10 \sqrt{2}+15 \sqrt{3})}{15 \sqrt{3}(2 \sqrt{2}-1)}+1\right)\right]^{-1}
$$

all the assumptions of Theorem 3.1 are satisfied. Therefore, by Theorem 3.1, problem (3.9)(3.10) has a unique solution.

Example 3.10 Consider the problem

$$
\begin{align*}
& { }^{c} D_{q}^{3 / 2} x(t)=\frac{1}{4} \cos t^{2} \sin (|x| / 2)+\frac{e^{-x^{2}}\left(t^{2}+1\right)}{1+\left(t^{2}+1\right)}+\frac{1}{3}, \quad 0 \leq t \leq 1,  \tag{3.11}\\
& x(0)-1 / 2 D_{q} x(0)=x(1 / 3), \quad \frac{1}{4} x(1)+\frac{3}{4} D_{q} x(1)=x(2 / 3), \tag{3.12}
\end{align*}
$$

where $\alpha_{1}=1, \beta_{1}=1 / 2, \alpha_{2}=1 / 4, \beta_{2}=3 / 4, \gamma_{1}=1=\gamma_{2}, \eta_{1}=1 / 3, \eta_{2}=2 / 3$. In a straightforward manner, it can be found that $\Delta=5 / 8, \delta_{1}=26 / 15, \mathrm{f} \delta_{2}=4 / 3$, and

$$
|f(t, x)|=\left|\frac{1}{4} \cos t^{2} \sin (|x| / 2)+\frac{e^{-x^{2}}\left(t^{2}+1\right)}{1+\left(t^{2}+1\right)}+\frac{1}{3}\right| \leq \frac{1}{8}|x|+1 .
$$

Clearly, $p_{1}=1 / 8, p_{2}=1, \psi(M)=M$. Consequently, $\omega_{1}=0.567120414, \omega_{2}=4.536963312$, and the condition (3.8) implies that $M>10.48055997$. Thus, all the assumptions of Theorem 3.7 are satisfied. Therefore, the conclusion of Theorem 3.7 applies to the problem (3.11)-(3.12).
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