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Abstract

Itis well known that each kernel function defines an interior-point algorithm. In this
paper we propose new classes of kernel functions whose form is different from
known kernel functions and define interior-point methods (IPMs) based on these
functions whose barrier term is exponential power of exponential functions for
P.(k)-horizontal linear complementarity problems (HLCPs). New search directions and
proximity measures are defined by these kernel functions. We obtain so far the best
known complexity results for large- and small-update methods.

1 Introduction
In this paper we consider P, (k)-horizontal linear complementarity problem (HLCP) as
follows.

Given {M, N}, a P,(k)-pair, M,N € R, g € R", and k > 0, find a pair (x;s) € R*” such
that

-Mx+ Ns =gq, xs =0, (x;8) > 0. 1)

Note that {M, N} is called a P, (x)-pair if —Mx + Ns = 0 implies that

1+ 4x) Z Xx;8; + Z x;8; >0,

iel, (x) iel_(x)

where I, (x):={i €l :x;5,> 0}, [_(x) :={i € [ : x;5; < 0}, and [ := {1,2,...,n}.

P, (x)-HLCPs have many applications in economic equilibrium problems, noncooper-
ative games, traffic assignment problems, and optimization problems [1, 2]. P, (x)-HLCP
(1) includes the standard linear complementarity problem (LCP), linear, and quadratic op-
timization problems. Indeed, when N is nonsingular, then P, (x)-HLCP reduces to P, (k)-
LCP. Furthermore, when « = 0, P,(0)-HLCP is monotone LCP.

Recently, Bai et al. [3] defined the concept of eligible kernel functions which require
four conditions and proposed primal-dual IPMs for linear optimization (LO) problems
based on these functions, and some of these methods achieved the best known complex-
ity results for both large- and small-update methods. Cho [4] and Cho et al. [5] extended
these algorithms for LO to P, (k)-linear complementarity problems (LCPs) and obtained
the similar complexity results as LO problems for large-update methods. Amini et al. [6, 7]
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introduced new IPMs based on parametric versions of kernel functions in [3] and obtained
the better iteration bounds than the bound of the algorithm in [3] with numerical tests.
Wang et al. [2] generalized polynomial IPMs for LO problem to P, («x)-HLCP based on
a finite kernel function, which was first defined in [8], and obtained the same iteration
bounds for large- and small-update methods as an LO problem. Ghami et al. [9] extended
IPMs for LO problems to the P, (x)-LCPs based on eligible kernel functions, which were
defined in 3], and proposed large- as well as small-update methods. Lesaja et al. [10] also
proposed IPMs for P, («k)-LCPs based on ten kernel functions which were defined for LO
problems. Ghami et al. [11] proposed IPM for an LO problem based on a kernel function
whose barrier term is a trigonometric function. However, this method does not have the
best known iteration bound for a large-update method. Cho et al. [12] defined a new ker-
nel function, whose barrier term is the exponential power of the exponential function for
LO problems, and obtained the best known iteration bounds for large- and small-update
methods.

Motivated by these works, we introduce new classes of eligible kernel functions, which
are different from known kernel functions in [3, 6, 7] and have the exponential power
of exponential barrier term, and propose a complexity analysis of the IPMs for P, («)-
HLCP based on these kernel functions. We show that these algorithms have O((1 +
2k)/nlognlog "ELO) and O((1 + 2k)/nlog @) iteration bounds for large- and small-
update methods, respectively, which are currently the best known iteration bounds for
such methods.

The paper is organized as follows. In Section 2 we propose some basic concepts and a
generic interior point algorithm for P, («)-HLCP. In Section 3 we introduce new classes of
eligible kernel functions and their technical properties. Finally, we derive the framework
for analyzing the iteration bounds and the complexity results of the algorithms based on
these kernel functions in Section 4.

Notational conventions: R} and R’, denote the sets of n-dimensional nonnegative vec-
tors and positive vectors, respectively. For x,s € R”, Xmin, 5, and (x;s) denote the smallest
component of the vector x, the componentwise product of the vectors x and s, and the
column vector (x7,s7)7, respectively. We denote by D the diagonal matrix from a vector
d, i.e., D = diag(d). e denotes the n-dimensional vector of ones. For f(x), g(x) : R,, = R,,,
fx) = O(gx)) if f(x) < c1g(x) for some positive constant ¢; and f(x) = O(g(x)) if cg(x) <
f(x) < c3g(x) for some positive constants ¢, and cs.

2 Preliminaries
In this section we recall some basic definitions and introduce a generic interior point al-
gorithm for P, (x)-HLCP.

Definition 2.1 [13] Let M € R"™*", x € R”, and x > 0.
(i) M is called a positive semidefinite matrix if 7 (Mx) > 0.
(if) M is called a Py-matrix if there exists an index i € I such that x; # 0 and x;[Mx]; > 0.
(iii) M is called a P, («)-matrix if

(1 +4x) Z x; [ Mx]; + Z x;[Mx]; > 0,

iel, (x) iel-(x)

where [Mx]; denotes the ith component of the vector Mx,
I, (x) ={i el:x;[Mx]; >0}, and I_(x) = {i € [ : x;[Mx]; < 0}.
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Definition 2.2 [14] Let M,N € R"*" x,s € R", and « > 0.
(i) {M,N} is called a monotone pair if —Mx + Ns = 0 implies x”s > 0.
(ii) {M, N} is called a Py-pair if -Mx + Ns = 0 and (x;s) # 0 implies that there exists an
index i € I such that x; # 0 or s; #0, and x;s; > 0.
(iii) {M, N} is called a P,(x)-pair if —~Mzx + Ns = 0 implies that x7s > —4« Zieh XiSi,
where I, (x) = {i € I : x;s; > 0}.

Lemma 2.3 If{M,N} is a Py-pair, then

(™M N
s X

is a nonsingular matrix for any positive diagonal matrices X,S € R"™".

Proof Assume that the matrix M’ is singular. Then M'¢ = 0 for some nonzero ¢ = (§;1) €
R*, ie., —-ME + Nn =0 and s;& +x;n; = 0, i € I. Hence (£;71) # 0, and we have an index
i €Isuchthat§; #0 orn; #0, and &;n; > 0, since {M, N} is a Py-pair. On the other hand,
£m; = —x;(n;)%/s; < 0. This is a contradiction. This completes the proof. O

Since the class of Py-pairs includes the class of P, («)-pairs, we obtain the following corol-
lary.

Corollary 2.4 Let {M,N} be a P.(k)-pair and x,s € R"},. Then all c € R" the system
-MAx+NAs=0, SAx+XAs=c
has a unique solution (Ax; As).

The basic idea of generic IPMs is to replace the second equation of (1) by the parame-
terized equation xs = e with u > 0, i.e., we consider the following system:

—Mx + Ns = q, xs = e, (x;8) > 0. (2)

Without loss of generality, we assume that (1) satisfies the interior-point condition (IPC),
i.e., there exists (x°;s°) > 0 such that —Mx® + N5° = g [15]. Since {M, N} is a P, («)-pair and
(1) satisfies IPC, the system (2) has a unique solution (x(u);s(u)) for each u > 0, which is
called the p-center. The set of p-centers is called the central path of (1). The limit of the
central path exists, and since the limit point satisfies (1), it naturally yields the solution for
(1) [16]. IPMs follow this central path approximately and approach the solution of (1) as
u— 0.

For given (x;s) := (x%5°), by applying Newton’s method to the system (2), we have the
Newton-system as follows:

-MAx+NAs=0, SAx + XAs = pe —xs. (3)

By taking a step along the search direction (Ax; As), we define a new iteration (x,;s,),
where for some « > 0,

Xy =X+ o Ax, Sy =S+ aASs. (4)
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To have the motivation of a new algorithm, we define the following scaled vectors:

V= E, d:= \/E, dx = VA_x, ds = V_AS (5)
V s x s

Using (5), we can rewrite the Newton-system (3) as follows:
-Md, + Nd, =0, det+ds=v?t-v, (6)

where M := DMD, N := DND, and D := diag(d). Note that the right-hand side of the second
equation of (6) equals the negative gradient of the logarithmic barrier function ¥;(v) :=
Y0 n(vi) and ¥y(8) = S5 ~ logt, e,

d, +d; = -V¥(v). (7)

The interior-point algorithm works as follows. Assume that we are given a strictly fea-
sible point (x;s) which is in a t-neighborhood of the given p-center. Then we update u
to ny = (1 — 6)u for some fixed 6 € (0,1) and solve the system (3) to obtain the search
direction. The positivity condition of a new iteration is ensured with the right choice of
the step size «. This procedure is repeated until we find a new iteration (x,;s,) thatis in a
7-neighborhood of the . -center and then we let v := u, and (x;5) := (x,;s,). We repeat

the process until nu < ¢ (see Algorithm 1).

Algorithm 1 Generic interior-point algorithm for P, (x)-HLCP

Input:

A threshold parameter t > 0;

an accuracy parameter € > 0;

a fixed barrier update parameter 6,0 <6 < 1;

(x%;5%) > 0 and p° > 0 such that ¥;(x%;s%, %) < 7.
begin

x:=x%5:=5% = ul

while nu > € do

begin
we=(1-0)u;
while ¥;(v) >  do
begin

solve the system (3) for Ax and As;
determine a step size o;
X=X+ aAx;

s: =S+ aAs;
—— XS,
Vvi= ;,
end

end
end
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If t = O(n) and 6 = B(1), then the algorithm is called a large-update method. When
t=0(1)and b = @(ﬁ), we call the algorithm a small-update method.

3 New kernel function

In this section we define new classes of kernel functions and give their essential properties.
¥ : R,, — R, is called a kernel function if v is twice differentiable and satisfies the

following conditions:

y')=y@®=0, ¥"(®>0, V>0, Jim 4 (2) = lim 4 (£) = oo. (8)

We define new classes of kernel functions v;(¢), j € {1,2}, in Table 1 and give the first three
derivatives of ¥;(t), j € {1,2}, in Table 2 and Table 3.
In the following lemma, we show that v (¢) := v;(¢), j € {1, 2}, are eligible [3].

Lemma 3.1 Let ¥/ (t) := ¥;(¢), j € {1,2}, be defined as in Table 1. Then s;, j € {1,2}, satisfy
the following eligible conditions:

(@) ty"(&) +¥'(t)>0,¢t>0, ie, ¥ is exponential convex,

(b) ty"(t)—¥'(t)>0,¢>0,

© ¥ <0,£>0,

@ 20" @)* - ¥' O, (©)>0,£>0.

Proof From Table 4, Table 3, and Table 5, we show that v;(¢), j € {1,2}, satisfy eligible
conditions (a)-(d). O

Remark 3.2 For y;(2), j € {1,2}, let 3, (£) = ¥1(£) — 452, Wi (t) = ¥ (t) - 552

Table 1 Kernel functions

j kernel functions l/fj(f)

W - +%g‘m:eﬁ,pz1,r21
2 0)-1 -
2 S = p2 12
Table 2 The first two derivatives of the kernel functions
yjt) VAU
1 et—ePailt %1 O’ e4+eP10e )g Ot2 (p@ O+r++Nt"
2 -0 Mg, 1 +eP20 gy (022 (prga (0 + 1+ (r + DY)
Table 3 The third derivative of the kernel functions
i ¥
1 =P 0-9g,(033(p2 g2 (1) + 3pr2 g (O + 2 + (r+ 1)t"h (1),

where h; ( ) =3r(pg (t) + ) (r+2)t
2 =00 N g, ()33 (p? P g0 + 3pr’ga (O + 12 + (r + 1)t o (1),
where hy(t) = 3r(pga () + 1) + (r + 2)t”

Table 4 Conditions (a) and (b)

i tyjm+yi ty ] () - ¥j(t)
1 2et+eP910-Eg, (2 (prg, (t) +r+rt') P10 e)g (t )t’z’ Yprgi1(O) +r+ (r+ 2t
2 24P RO Vg 02 prgy () +r+1rth) P92 g ()2 (prgy(t) + 1 + (r + 2)t7)

Page 5 of 15
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Table 5 Condition (d)

i 2 -yjey P

1 267 + eyl (1) —e) — ety D () + P91 0= 2 (1) -4y, 1),
where y; (1) = p?r’ g} (0) + pr’g (@) + r* + r(r + D' (pg1 (O + 1 + 1)

2 2+405 0 - 1) -t 0 + e2P920-D gl (4 yy ),
where yo(t) = p2r2g3(t) + pri g2 (0) + 7 + r(r + D' (pga (1) + 1 + 1)
From Table 2,
Uit)=e  YI@)=1, t>0. ©)

Since wéj(t) <0,j € {1,2}, from Table 2, y,;(t), j € {1,2}, are monotonically decreasing with
respect to ¢ > 0.

Let p; : [0,00) — (0,1] and g; : [0,00) — [1,00) denote the inverse functions of the re-
striction of —%wj/(t) for 0 < £ <1 and y;(¢) for ¢ > 1, respectively, j € {1,2}. Then

z= —%w;(t) & t=pi(2), 0<t<l, (10)
and
u=yit) & t=90jm), t=>1 (11)

Lemma 3.3 Let pj(z), j € {1,2}, be defined as in (10). Then we have, forp > 1,r > 1,
() pi(2) > (log(e + p™ log(e +22))) 7, 2> 0,
(i) pa(z) > (1 +log(l +p log(1 +22)))7, 2> 0.
Proof For (i), using (10) and Table 2, we have the equation
—et + @O (7 =22, g(t)=€ ,0<t <L
Since0<t <1,

P@Og ()" et 42z <e+2z, gi(t) =€ . 12)

By taking the natural logarithm on both sides of (12), we have e <e+pllogle + 22).
Hence we have

_1
01(z) > (log(e +ptlog(e + 22))) r,
By the same way as (i), we obtain the result (ii). This completes the proof. O

Lemma 3.4 Let ¥;(t), j € {1,2}, be defined as in Table 1. Then we have
(i) -1 <yn() < £ (Y{(®)* >0,
(i) 3(£—1)* <¥(t) < 3(¥3(2)% ¢ > 0.

Page 6 of 15
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Proof For (i), using the first condition of (8) and (9), we have

wl<t)=[/fw{’(;>dcdsze[/f de dg =S¢ -17,

which proves the first inequality. The second inequality is obtained as follows:

wl(t)=/ltflsw{’( )de de < - // YW () de de

1 [ /
-2 [wewed = [ vedie - uo).
€)1 eJi 2e
For (ii), by the same way as above, we obtain the result. This completes the proof. O

Lemma 3.5 Let 0j(u), j € (1,2}, be defined as in (11). Then we have

() o) <1+ /%, u>0,

(i) 02(u) <1++/2u,u>0.

Proof For (i), using the first inequality in Lemma 3.4, we have u = y(¢) > (¢ - 1)%. Then

we have
2u
t=01(u) <1+,/—, u=0.
e
Similarly, we obtain the result (ii). This completes the proof. d

In this paper we replace the logarithmic barrier function W;(v) in (7) by a strictly convex

function W (v) as follows:

de +ds, =-VU(v), (13)
where
W)= W0) =Y i), jell2), (14)

i=1

and ¥;(¢), j € {1,2}, are defined in Table 1. Since W(v) is strictly convex and minimal at
v = e, we have

Yp)=0 < v=e < x=x(u) s=s(u).
Using (5) and (13), we modify the Newton-system (3) as follows:
-MAx+NAs=0, SAx + XAs = —uvV¥ (v). (15)

By Corollary 2.4, the system (15) has a unique solution (Ax; As) which is the modified

Newton search direction. Consequently, we use W (v) as the proximity function to find
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a search direction and to measure the proximity between the current iteration and the

p-center. We also define the norm-based proximity measure §;(v), j € {1,2}, as follows:

1 1
8i(v) = 3 [vw,m| = 3 ldy + ds|. (16)
The following lemma gives a relation between two proximity measures.

Lemma 3.6 Let §;(v) and W;(v), j € (1,2}, be defined as in (16) and (14), respectively. Then
we have
(i) 8i(v) = /4,

(if) 82(v) = /421

Proof For (i), using (16) and the second inequality in Lemma 3.4, we have

“ )
520 = 1 [V - Zl(wl(l)) R

Hence we have §;(v) > %(V)

For (ii), by the same way as above, we obtain the result. This completes the proof. O
Using the eligible conditions (b) and (c) in Lemma 3.1, we obtain the following lemma.

Lemma 3.7 (Theorem 3.2 in [3]) Let g}, j € {1,2}, be defined as in (11). Then we have

W (v)
q”](ﬁ")f””ﬂ(ﬁ@](T))) V€R++,ﬁ21'

In the following lemma, we give upper bounds of W;(v), j € {1,2}, after a j1-update.

Lemma 3.8 Let V;(v), ] € {1,2}, be defined as in (14),0 <6 <1,and v, = ﬁ Ifyv) <r,
j €{1,2}, then we have

//
(1) \Ijl(V+) < en9+21('+2«/23m' or ‘Iﬁ(v.,_) < ¥ «/1 9;0\/_ ,

. 2z (1)(v27+0
(11) ‘-I—’z(VJr) < W or “IJZ(V+) S 2(1_Tg+) i .

Proof For the first inequality of (i), using Remark 3.2 with y;(1) = 0 and ¥, (£) < 0, we get

e(t> 1)
2

V() < , t=1 (17)

Using Lemma 3.7, (17), and Lemma 3.5(i), we have
(1+,/%)2
W) < (AR ) e arysr |
2 \1- 9 2 1-6

end + 2t + 2+/2ent
2(1-6) ’

Page 8 of 15
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For the second inequality of (i), using Taylor’s theorem, v (1) = ¥{(1) = 0 and wl(g)(t) <0,
we have

10 = a0 + {1+ S OE 12 + 9P @) -1)
= W OE-17 P -1)

1 )(t 1)? (18)

for some &,1 < & < t. Since # >1and oi(5) > 1, we have \/i 1. Using Lemma 3.7,

(18), and Lemma 3.5(i), we hav

3

\Ijl (V+) =

mb{’(l)( oi(5) _1>2

2 J1-6
—J1-0\2

=)

<nw<l>(@+9>2_ {0 (\F o).
-2 1-6 2(1-9)

where the last inequality holds from 1 - +/1-6 = «/7 <6,0<0<1.
By the same way as the proof of (i), we obtain the result (ii). This completes the proof.

IA

nyy (1) (1t
- (

O
Define
= enf +2t +2+/2ent < (1) \/>
W0 i= 20-6) o W gaT 9)< 9[) (19)
and
= nf+21+24/2n7 = 5 (1) 9
U0 := W’ 2,0 := 20— 9)(x/_+9«/_) (20)

We will use \flj,o and \ilj,o for the upper bounds of W;(v) from (14) for large- and small-
update methods, respectively, j € {1,2}.

Remark 3.9 For the large-update method with 7 = O(x) and 6 = O(1), ¥;p = O(n), j €
{1,2}, and for the small-update method with ¢ = O(1) and 6 = ®(ﬁ), Uiy = O(l/fj”(l)),

jef{1,2}.

For fixed u, if we take a step size «, using (4) and (5), we have new iterations

A

x4 =x<e+oz—x> =x<e+a%> = f(v+ozdx)
x v v
A di

Sy :S<e+a—s> :S<e+a—> = f(v+otds).
s v v

and
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For fixed u > 0,

voi= |25 Sy ad)(v+ ads).
"w

For notational convenience, let W(v) := W;(v) and ¥ (¢) := ¥;(2), j € {1,2}.
For a > 0, we define

fl@)=W(v,) - W),

where f(«) is the difference of proximities between a new iteration and a current iteration
for fixed u. By the condition (a) in Lemma 3.1, we have

Y(v,)= \IJ(\/ v+ ady)(v+ ads)) <

Hence we have f(«) < fi(«), where

(\If(v +oady) + V(v + ads)).

N =

file) = %(\Il(v +oady) + V(v + ads)) - ().

Then, we have f(0) = £(0) = 0. Differentiating f («) with respect to «, we have

n

@) =5 30 (v el [l + ¥ (v + ) [4:1),

i=1
where [d,]; and [d;]; denote the ith components of the vectors d, and d;, respectively.
Using (13) and (16), we have
/ 1 T 1 T 2
fi(0) = EV\IJ(V) (dy +ds) = —EV\I/(V) VU (v) = -25(v).
By taking the derivative of f] («) with respect to «, we have

fle) = % S (W (v + aldd) [l + " (v + aldl) dJ2).

i=1

Since f"(«) > 0, fi(e) is strictly convex in « unless d, = d; = 0. Since {M, N} is a P, (k)-pair
and —MAx + NAs = 0 from (15), for (Ax; As) € R,

(1+46) ) [Axli[As]i + Y _[Ax]i[As]; > 0,

iel, iel_

where I, = {i € I : [Ax];[As]; > 0}, I_ =1 — I,. Since d,d; = vAxAs _ AxTAS and u > 0, we

XS
have

(1+4K) Y [dJild)i + ) _[dJild]i = 0.

iely iel_

For notational convenience, we denote W := W;(v) and § := §;(v), j € {1,2}.
In the following lemmas, we state same technical properties in [5].

Page 10 of 15
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Lemma 3.10 (Lemma 4.4 in [5]) f{() <0 if o satisfies

oo "o 28
¥ (Vimin — 2084/1 + 2i) + ¥ (Vimin) < m (21)

Lemma 3.11 (Lemma 4.5 in [5]) Let p := p;(8), j € {1,2}, be defined as in (10). Then, in the
worst case, the largest step size « satisfying (21) is given by

oo )

Lemma 3.12 (Lemma 4.6 in [5]) Let p and & be defined as in Lemma 3.11. Then

o> 1 .
T (209 (p((+ ﬂ%)a))
Define
a: 1 (22)

= " 1 :
I+ 209" (p((+ )9)
Then we have @ < &.
Lemma 3.13 Let & be defined as in (22). Then for k > 0, we have

52
@209 (p((1+ ZE5)8)

fl@) <

Lemma 3.14 (Lemma 4.10 in [5]) The right-hand sides in Lemma 3.13 are monotonically

decreasing with respect to 8.

Lemma 3.15 (Proposition 1.3.2 in [17]) Let to, t,...,tx be a sequence of positive numbers
such that

ta<t—-Ary 7, k=0,1,...K,

Y
where A >0and 0 <y <1. Thenl(f{/% .

We define the value of W(v) after the p-update as Wy, and the subsequent values in the
same outer iteration are denoted as Wy, k =1,2,.... Then we have

Vrg>t, 0<WYx=<r.

Theorem 3.16 Leta P, («x)-HLCP be given. If t > 1, then the upper bound of a total number

of iterations is given by

\IJV 0
(_olog ”L—‘
ory €
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Table 6 Framework for analyzing the iteration bounds

Step0  Define the kernel function ¥ (t) and input initial values: T > 1,€ >0,0< 6 < 1, (x%:59 > 0,and /,LO >0
such that W(x%;s% u0) < 7.

Step1  Solve the equation —%w’(r) =zto find p(2), the inverse function of -3 s¥'(0,0 <t < 1.If the equation is
hard to solve, compute a lower bound for p(z).

Step2  Solve the equation ¥ (t) = u to find o(u), the inverse function of ¥ (1), t > 1. If the equation is hard to
solve, compute an upper bound for o(u).

Step3  Compute a lower bound for § with respect to W.

Step4  Compute the upper bound Wy for W (v).

Step5  Using Step 3, Step 4 and the default step size @ in (22), find A >0and y,0<y <1, as small as
possible such that f(&) < -AW ()Y

0
Step 6  Derive an upper bound for the total number of iterations from “ Iog oR

Step7 Lett =0O(n)and O = O(1) to compute an iteration bound for \arge update method, and let T = O(1)
and @ = ()(I) to get an iteration bound for small-update method.

Proof From Lemma 3.15 and Lemma II. 17 in [18], the number of inner and outer iter-

. - 174
ations is given by (ﬁ} and {% log = nul 1, respectively. For the total number of iterations,
we multiply the number of inner iteratlons by that of outer iterations. Hence we have the

desired results. This completes the proof. d

4 Application to new kernel functions
For the complexity analysis, we follow a similar framework in [3] for LO problems.
We apply the framework in Table 6 to the specific kernel function

2_-1 p@10)-e) _ 1 .
llfl(t):e( )+e , o= ,p>1r>1
pr

2

Step 1: Using Lemma 3.3, p1(z) > (log(e + p~* log(e + 2z)))‘% ,z2>0.
Step 2: By Lemma 3.5, the inverse function of ¥ (¢) for £ > 1 satisfies
2u

o1(w) <1+,/—, u=>0.
e

Step 3: Using Lemma 3.6, we obtain

&1(v) =/ %I(V), v>0.

Step 4: Using (19) and ¢, (1) = e(pre + 2r + 2) from Table 2, we have the following:

(i) For the large-update method, ¥y < ”’9”2?1*729 32”” .

(i) For the small-update method, ¥y < o re+2r+§(l\é)_+0f =W.

Step 5: Define L1 (¥1, p) := e+ p~log(e + 2+/2e¥;). Using l/f1 (t) <0,Stepl, 1+ —— 1
and Table 2, we have

" 1 1

(e m== WD)
< 1//1//<(10g (e +p! log(

< w{’((log (e +p! log(

2% =2

1

(2= NT)) )
4/7 )))) (log Ly (%, )

-

~li=

)
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2(r+1) r+1
=e+(e+2y/2eW) L1 (W1, p)(log L1 (W1, p)) © <prL1(\P1,p) T+ 7>
log L (W1, p)

<2(e++/2eW)L, (¥, p)(long(\IJI, p)) (prLl(\Ill, p)+2r+1)

< 4ey/ ULy, p) (l0g Li(W1,p)) 7 (pria(Wn,p) + 27 +1), (23)

where the last inequality follows from the assumption ¥; > 7 > 1. Using Lemma 3.13,
Lemma 3.14, Lemma 3.6, and (23), we have

52
(1+2)97 (o1 (1 + 752)9))

el
2

(1 +26)91 (o (1 +

fl@) <-

T )

eV
2

41 + 2K)eJ_L1(W1,p)(logL1(\Ill,p)) (prLl(\Ill,p) +2r+1)
\/Vl
8(1 +2«)L1 (W1, p )(IOng(‘I/hP) (PVLr(“I’hP) +2r+1)
VAT
8(1+ 20)L1 (W10, p)(l0g L (W10,0)) 7 (prLy(Wy0,p) +2r +1)

1+2K

=-

S_

where the last inequality follows from L;(W1,p) := e + p~log(e + 2,/2e¥1 o) and the as-
sumption ¥, o > ;.

Step 6: Using Theorem 3.16, Step 4 with W < < \fll 0, and W14 < \ill 0, and Step 5 with
y=: and 1 =8(1 + 2x)L1 (Y10, p)(log Ly (¥, o,p)) (prLl(\Ill 0,p) + 2r + 1), we have the
upper bounds of the total number of iterations for large- and small-update methods as
follows.

(i) For large-update methods,

_ _ 2(r+1) _ _% 1 n/'LO
8(1+26)L1(W1,0,p) (log L1(W10,p)) 7 (prLi(Wio,p) +2r + 1)W1 5 og—— |

where L1 (W, 0,p) := e + p~tlog(e + 2,/2eW1 ).
(i) For small-update methods,

np

- - 2(r+1) - 11 0
’78(1+2/<)L1(\Ill,o,p)(long(\llLo,p)) r (prLl(lIJLo,p)+2r+1)‘~Il 51 g?—‘,

where Ly (Wy0,p) := e + plog(e + 2,/ 2eW, o).
Step 7: Using Step 6 and Remark 3.9, for the large-update method with p = log(e +

2,/2eW ) = O(log n) and r = 1, the algorithm has O((1 + 2«)+/nlog nlog ”ELO) complexity.

For the small-update method with p = 1and r = 1, the algorithm has O((1 + 2«)/nlog “2~
complexity. These are currently the best known complexity results.

Remark 4.1 For the kernel function v,(£) in Table 1 by applying the framework, the algo-
rithms have [8(1 + 2« )Ly (Wa,0, p)(log Lo (W5, O,p)) (prLz(\Ilz 0,P) +2r + 1)‘1’22061) log ”“ ]
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2(r+1)

- - - Z1
and [8(1 + 2«)La(Wa0,p)(10g Ly (W20,p) 7 (pria(Wag,p) + 2r + 1)W5 % log HGLOW iter-
ation bounds for large- and small-update methods, respectively, where Ly(W50,p) :=

1+ ptlog(l +2,/2W,0) and Ly(Wap,p) := 1 + ptlog(l + 2,/2W, ). By taking p = log(1 +

2,/2W,0) = O(logn) and r = 1, the algorithm has O((1 + 2«)+/nlognlog @) complex-
ity for large-update methods. Choosing p = 1 and r = 1, the algorithm has O((1 +
2ic)+/nlog @) for small-update methods. In conclusion, we obtain so far the best known
iteration bounds of large- and small-update methods for kernel functions s, j € {1,2}, in
Table 1.
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