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We first introduce an iterative sequence for finding fixed points of relatively nonexpansive
mappings in Banach spaces, and then prove weak and strong convergence theorems by
using the notion of generalized projection. We apply these results to the convex feasibility
problem and a proximal-type algorithm for monotone operators in Banach spaces.

1. Introduction

Let E be a real Banach space and let A be a maximal monotone operator from E to E∗,
where E∗ is the dual space of E. It is well known that many problems in nonlinear analysis
and optimization can be formulated as follows: find

u∈ E such that 0∈ Au. (1.1)

A well-known method for solving (1.1) in a Hilbert space H is the proximal point algo-
rithm: x0 ∈H and

xn+1 = Jrnxn, n= 0,1,2, . . . , (1.2)

where {rn} ⊂ (0,∞) and Jr = (I + rA)−1 for all r > 0. This algorithm was first introduced
by Martinet [9]. In [16], Rockafellar proved that if liminfn→∞ rn > 0 and A−10 �= ∅, then
the sequence {xn} defined by (1.2) converges weakly to an element of solutions of (1.1).
On the other hand, Kamimura and Takahashi [4] considered an algorithm to generate a
strong convergent sequence in a Hilbert space. Further, Kamimura and Takahashi’s re-
sult was extended to more general Banach spaces by Kohsaka and Takahashi [7]. They
introduced and studied the following iteration sequence: x = x0 ∈ E and

xn+1 = J−1
(
αnJx+

(
1−αn

)
JJrnxn

)
, n= 0,1,2, . . . , (1.3)

where J is the duality mapping on E and Jr = (J + rA)−1J for all r > 0. Kohsaka and Taka-
hashi [7] proved that if A−10 �= ∅, limn→∞αn = 0,

∑∞
n=0αn =∞, and limn→∞ rn =∞, then

the sequence generated by (1.3) converges strongly to an element of A−10.
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On the other hand, Reich [13] studied an iteration sequence of nonexpansive map-
pings in a Banach space which was first introduced by Mann [8]: x0 ∈ C and

xn+1 = αnxn +
(
1−αn

)
Sxn, n= 0,1,2, . . . , (1.4)

where S is a nonexpansive mapping from a closed convex subset C of E into itself and
{αn} ⊂ [0,1]. He proved that if F(T) is nonempty and

∑∞
n=0αn(1− αn) = ∞, then the

sequence generated by (1.4) converges weakly to some fixed point of S.
Motivated by Kohsaka and Takahashi [7], and Reich [13], our purpose in this paper is

to prove weak and strong convergence theorems for relatively nonexpansive mappings in
Banach spaces which were first introduced by Butnariu et al. [3] and further studied by
the authors [10]. For this purpose, we consider the following iterative sequence: x0 ∈ C
and

xn+1 =ΠCJ
−1(αnJxn +

(
1−αn

)
JTxn

)
, n= 0,1,2, . . . , (1.5)

where T is a relatively nonexpansive mapping from C into itself andΠC is the generalized
projection onto C. Notice that if E is a Hilbert space and S= T , then the sequences (1.4)
and (1.5) are equivalent. We prove that if F(T) is nonempty and the duality mapping
J is weakly sequentially continuous, then the sequence {xn} converges weakly to a fixed
point of T and if the interior of F(T) is nonempty, then {xn} converges strongly to a
fixed point of T . Using these results, we also consider the convex feasibility problem and
a proximal-type algorithm for monotone operators in Banach spaces.

2. Preliminaries

Let E be a Banach space with norm ‖ · ‖ and let E∗ be the dual of E. Then we denote by
〈x,x∗〉 the pairing between x ∈ E and x∗ ∈ E∗. When {xn} is a sequence in E, we denote
the strong convergence and the weak convergence of {xn} to x ∈ E by xn→ x and xn⇀ x,
respectively.

A Banach space E is said to be strictly convex if ‖(x+ y)/2‖ < 1 for all x, y ∈ E with
‖x‖ = ‖y‖ = 1 and x �= y. It is also said to be uniformly convex if limn→∞‖xn− yn‖ = 0
for any two sequences {xn}, {yn} in E such that ‖xn‖=‖yn‖=1 and limn→∞‖(xn + yn)/2‖=
1. The following result was proved by Xu [19].

Proposition 2.1 [19]. Let r > 0 and let E be a Banach space. If E is uniformly convex, then
there exists a continuous, strictly increasing, and convex function g : [0,∞)→ [0,∞) with
g(0)= 0 such that

∥∥λx+ (1− λ)y
∥∥2 ≤ λ‖x‖2 + (1− λ)‖y‖2− λ(1− λ)g

(‖x− y‖) (2.1)

for all x, y ∈ Br = {z ∈ E : ‖z‖ ≤ r} and λ with 0≤ λ≤ 1.

Let U = {x ∈ E : ‖x‖ = 1} be the unit sphere of E. The norm of E is said to be Gâteaux
differentiable if for each x, y ∈U , the limit

lim
t→0

‖x+ ty‖−‖x‖
t

(2.2)
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exists. In this case, E is called smooth. The norm of E is said to be Fréchet differentiable if
for each x ∈ U , the limit is attained uniformly for y ∈ U . It is also said to be uniformly
smooth if the limit is attained uniformly for x, y ∈U . The (normalized) duality mapping
J from E to E∗ is defined by

Jx =
{
x∗ ∈ E∗ :

〈
x,x∗

〉= ‖x‖2 = ∥∥x∗∥∥2
}

(2.3)

for x ∈ E. We say that J is weakly sequentially continuous if for a sequence {xn} ⊂ E, xn⇀
x, then Jxn

∗⇀ Jx, where
∗⇀ denotes the weak∗ convergence. We list several well-known

properties of the duality mapping:

(1) if E is smooth, then J is single valued and norm-to-weak∗ continuous;
(2) if E is Fréchet differentiable, then J is norm-to-norm continuous;
(3) if E is uniformly smooth, then J is uniformly norm-to-norm continuous on each

bounded subset of E.

For more details, see [17]. Assume that E is smooth. Then the function V : E×E→R is
defined by

V(x, y)= ‖x‖2− 2〈x, J y〉+‖y‖2 (2.4)

for x, y ∈ E. From the definition of V , we have that

(‖x‖−‖y‖)2 ≤V(x, y)≤ (‖x‖+‖y‖)2 (2.5)

for x, y ∈ E. The function V also has the following property:

V(y,x)=V(z,x) +V(y,z) + 2〈z− y, Jx− Jz〉 (2.6)

for x, y,z ∈ E. The following result was proved by Kamimura and Takahashi [5].

Proposition 2.2 (Kamimura and Takahashi [5]). Let r > 0 and let E be a uniformly convex
and smooth Banach space. Then

g
(‖y− z‖)≤V(y,z) (2.7)

for all y,z ∈ Br = {w ∈ E : ‖w‖ ≤ r}, where g : [0,∞)→ [0,∞) is a continuous, strictly
increasing, and convex function with g(0)= 0.

Let C be a nonempty closed convex subset of E. Suppose that E is reflexive, strictly
convex, and smooth. Then, for any x ∈ E, there exists a unique point x0 ∈ C such that

V
(
x0,x

)=min
y∈C

V(y,x). (2.8)

Following Alber [1], we denote such an x0 by ΠCx. The mapping ΠC is called the gen-
eralized projection from E onto C. It is easy to see that in a Hilbert space, the mapping
ΠC is coincident with the metric projection. Concerning the generalized projection, the
following are well known.
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Proposition 2.3 (Alber [1]; see also Kamimura and Takahashi [5]). Let C be a nonempty
closed convex subset of a smooth Banach space E and x ∈ E. Then

x0 =ΠCx⇐⇒
〈
x0− y, Jx− Jx0

〉≥ 0 for each y ∈ C. (2.9)

Proposition 2.4 (Alber [1]; see also Kamimura and Takahashi [5]). Let E be a reflexive,
strictly convex, and smooth Banach space, let C be a nonempty closed convex subset of E, and
let x ∈ E. Then

V
(
y,ΠCx

)
+V

(
ΠCx,x

)≤V(y,x) for each y ∈ C. (2.10)

Let T be a mapping from C into itself. We denote by F(T) the set of fixed points of T .
A point p in C is said to be an asymptotic fixed point of T [12] if C contains a sequence
{xn} which converges weakly to p such that the strong limn→∞(xn−Txn)= 0. The set of
asymptotic fixed points of T is denoted by F̂(T). We say that the mapping T is called
relatively nonexpansive [3, 10] if F(T)= F̂(T) and

V(p,Tx)≤V(p,x) for each x ∈ C, p ∈ F(T). (2.11)

3. Main results

In this section, we discuss the weak and strong convergence of (1.5). To prove our results,
we need the following proposition.

Proposition 3.1. Let E be a uniformly convex and smooth Banach space, let C be a non-
empty closed convex subset of E, and let T be a relatively nonexpansive mapping from C
into itself such that F(T) is nonempty. Let {αn} be a sequence of real numbers such that
0 ≤ αn ≤ 1. Suppose {xn} is the sequence generated by x0 ∈ C and xn+1 = ΠCJ−1(αnJxn +
(1− αn)JTxn), n = 0,1,2, . . . . Then {ΠF(T)xn} converges strongly to some fixed point of T ,
where ΠF(T) is the generalized projection from C onto F(T).

Proof. We know that F(T) is closed and convex (see [10]). So, we can define the general-
ized projection ΠF(T) onto F(T). Let p ∈ F(T). From Proposition 2.4 and the convexity
of ‖ · ‖2, we have
V
(
p,xn+1

)=V
(
p,ΠCJ

−1(αnJxn +
(
1−αn

)
JTxn

))

≤V
(
p, J−1

(
αnJxn +

(
1−αn

)
JTxn

))

= ‖p‖2− 2
〈
p,αnJxn +

(
1−αn

)
JTxn

〉
+
∥∥αnJxn +

(
1−αn

)
JTxn

∥∥2

≤ ‖p‖2− 2αn
〈
p, Jxn

〉− 2
(
1−αn

)〈
p, JTxn

〉
+αn

∥∥xn
∥∥2 + (1−αn

)∥∥Txn
∥∥2

= αn
(
‖p‖2− 2

〈
p, Jxn

〉
+
∥∥xn
∥∥2)+ (1−αn

)(‖p‖2− 2
〈
p, JTxn

〉
+
∥∥Txn

∥∥2)

= αnV
(
p,xn

)
+
(
1−αn

)
V
(
p,Txn

)

≤ αnV
(
p,xn

)
+
(
1−αn

)
V
(
p,xn

)

=V
(
p,xn

)
.

(3.1)
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Hence, limn→∞V(p,xn) exists and, in particular, {V(p,xn)} is bounded. Then, by (2.5),
{xn} is also bounded. This implies that {Txn} is bounded. Let un = ΠF(T)xn for each
n∈N∪{0}. Then, we have

V
(
un,xn+1

)≤V
(
un,xn

)
. (3.2)

It follows from (2.10) that

V
(
un+1,xn+1

)=V
(
ΠF(T)xn+1,xn+1

)≤V
(
un,xn+1

)−V
(
un,ΠF(T)xn+1

)
. (3.3)

Combining this with (3.2), we obtain

V
(
un+1,xn+1

)≤V
(
un,xn

)
. (3.4)

It follows that {V(un,xn)} converges. Then, from (3.3),

V
(
un,un+1

)≤V
(
un,xn

)−V
(
un+1,xn+1

)
. (3.5)

By induction, we have

V
(
un,un+m

)≤V
(
un,xn

)−V
(
un+m,xn+m

)
(3.6)

for eachm∈N. Using Proposition 2.2, we have, form, n with n >m,

g
(∥∥um−un

∥∥)≤V
(
um,un

)≤V
(
um,xm

)−V
(
un,xn

)
, (3.7)

where g : [0,∞)→ [0,∞) is a continuous, strictly increasing, and convex function with
g(0)= 0. Then the properties of g yield that {un} is a Cauchy sequence. Since E is com-
plete and F(T) is closed, {un} converges strongly to some point u in F(T). �

Now, we can prove a weak convergence theorem.

Theorem 3.2. Let E be a uniformly convex and uniformly smooth Banach space, let C be
a nonempty closed convex subset of E, let T be a relatively nonexpansive mapping from C
into itself such that F(T) is nonempty, and let {αn} be a sequence of real numbers such that
0≤ αn ≤ 1 and liminfn→∞αn(1−αn) > 0. Suppose {xn} is the sequence generated by (1.5).
If J is weakly sequentially continuous, then {xn} converges weakly to some fixed point of T .

Proof. As in the proof of Proposition 3.1, we know that {xn} and {Txn} are bounded. Put
r = supn∈N∪{0}{‖xn‖,‖Txn‖}. Since E is a uniformly smooth Banach space, E∗ is a uni-
formly convex Banach space (see [17, 18] for more details). Therefore, by Proposition 2.1,
there exists a continuous, strictly increasing, and convex function g : [0,∞)→ [0,∞) with
g(0)= 0 such that

∥∥λx∗ + (1− λ)y∗
∥∥2 ≤ λ

∥∥x∗
∥∥2 + (1− λ)

∥∥y∗
∥∥2− λ(1− λ)g

(∥∥x∗ − y∗
∥∥) (3.8)
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for each x∗, y∗ ∈ Br = {z∗ ∈ E∗ : ‖z∗‖ ≤ r} and λ with 0≤ λ≤ 1. Let p ∈ F(T). We have

V
(
p,xn+1

)=V
(
p,ΠCJ

−1(αnJxn +
(
1−αn

)
JTxn

))

≤V
(
p, J−1

(
αnJxn +

(
1−αn

)
JTxn

))

= ‖p‖2− 2
〈
p,αnJxn +

(
1−αn

)
JTxn

〉
+
∥∥αnJxn +

(
1−αn

)
JTxn

∥∥2

≤ ‖p‖2− 2αn
〈
p, Jxn

〉− 2
(
1−αn

)〈
p, JTxn

〉

+αn
∥∥xn
∥∥2 + (1−αn

)∥∥Txn
∥∥2−αn

(
1−αn

)
g
(∥∥Jxn− JTxn

∥∥)

= αnV
(
p,xn

)
+
(
1−αn

)
V
(
p,Txn

)−αn
(
1−αn

)
g
(∥∥Jxn− JTxn

∥∥)

≤V
(
p,xn

)−αn
(
1−αn

)
g
(∥∥Jxn− JTxn

∥∥),

(3.9)

and hence

αn
(
1−αn

)
g
(∥∥Jxn− JTxn

∥∥)≤V
(
p,xn

)−V
(
p,xn+1

)
. (3.10)

Since {V(p,xn)} converges and liminfn→∞αn(1−αn) > 0, it follows that

lim
n→∞g

(∥∥Jxn− JTxn
∥∥)= 0. (3.11)

Then the properties of g yield that

lim
n→∞

∥∥Jxn− JTxn
∥∥= 0. (3.12)

Since J−1 is uniformly norm-to-norm continuous on bounded sets, we obtain

lim
n→∞

∥∥xn−Txn
∥∥= lim

n→∞
∥∥J−1(Jxn

)− J−1
(
JTxn

)∥∥= 0. (3.13)

This implies that if there exists a subsequence {xni} of {xn} such that xni ⇀ v for some
v ∈ E, then, by the definition of T , v is a fixed point of T .

Let un =ΠF(T)xn for each n∈N∪{0}. It follows from (2.9) that

〈
un− z, Jxn− Jun

〉≥ 0 (3.14)

for each z ∈ F(T). Let {xni} be a subsequence of {xn} such that {xni} converges weakly
to v. Then we have v ∈ F(T). By (3.14), we have

〈
uni − v, Jxni − Juni

〉≥ 0. (3.15)

From Proposition 3.1, we know that {un} converges strongly to some u ∈ F(T) and J is
weakly sequentially continuous. Letting i→∞, we have

〈u− v, Jv− Ju〉 ≥ 0. (3.16)

On the other hand, from the monotonicity of J , we have

〈u− v, Ju− Jv〉 ≥ 0. (3.17)
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Combining this with (3.16), we have

〈u− v, Ju− Jv〉 = 0. (3.18)

Using the strict convexity of E, we obtain u = v. Therefore, {xn} converges weakly to
u= limn→∞ΠF(T)xn. This completes the proof. �

Next, we also consider the strong convergence of (1.5). We can prove the following
theoremwithout the assumption of “weakly sequentially continuous” in the duality map-
ping J .

Theorem 3.3. Let E be a uniformly convex and uniformly smooth Banach space, let C be a
nonempty closed convex subset of E, let T be a relatively nonexpansive mapping from C into
itself, and let {αn} be a sequence of real numbers such that 0≤ αn ≤ 1 and liminfn→∞αn(1−
αn) > 0. Suppose {xn} is the sequence generated by (1.5). If the interior of F(T) is nonempty,
then {xn} converges strongly to some fixed point of T .

Proof. Since the interior of F(T) is nonempty, there exist p ∈ F(T) and r > 0 such that

p+ rh∈ F(T) (3.19)

whenever ‖h‖ ≤ 1. By (2.6), we have, for any u∈ F(T),

V
(
u,xn

)=V
(
xn+1,xn

)
+V

(
u,xn+1

)
+2
〈
xn+1−u, Jxn− Jxn+1

〉
. (3.20)

This implies

〈
xn+1−u, Jxn− Jxn+1

〉
+
1
2
V
(
xn+1,xn

)= 1
2

(
V
(
u,xn

)−V
(
u,xn+1

))
. (3.21)

We also have
〈
xn+1− p, Jxn− Jxn+1

〉= 〈xn+1− (p+ rh) + rh, Jxn− Jxn+1
〉

= 〈xn+1− (p+ rh), Jxn− Jxn+1
〉
+ r
〈
h, Jxn− Jxn+1

〉
.

(3.22)

On the other hand, since p+ rh∈ F(T), as in the proof of Proposition 3.1, we have that

V
(
p+ rh,xn+1

)≤V
(
p+ rh,xn

)
. (3.23)

From (3.21), this inequality is equivalent to

0≤ 〈xn+1− (p+ rh), Jxn− Jxn+1
〉
+
1
2
V
(
xn+1,xn

)
. (3.24)

Then, by (3.21), we have

r
〈
h, Jxn− Jxn+1

〉≤ 〈xn+1− p, Jxn− Jxn+1
〉
+
1
2
V
(
xn+1,xn

)

= 1
2

(
V
(
p,xn

)−V
(
p,xn+1

))
,

(3.25)
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and hence

〈
h, Jxn− Jxn+1

〉≤ 1
2r

(
V
(
p,xn

)−V
(
p,xn+1

))
. (3.26)

Since h with ‖h‖ ≤ 1 is arbitrary, we have

∥∥Jxn− Jxn+1
∥∥≤ 1

2r

(
V
(
p,xn

)−V
(
p,xn+1

))
. (3.27)

So, if n >m, then
∥∥Jxm− Jxn

∥∥= ∥∥Jxm− Jxm+1 + Jxm+1−···− Jxn−1 + Jxn−1− Jxn
∥∥

≤
n−1∑

i=m

∥∥Jxi− Jxi+1
∥∥≤ 1

2r

n−1∑

i=m

(
V
(
p,xi

)−V
(
p,xi+1

))

= 1
2r

(
V
(
p,xm

)−V
(
p,xn

))
.

(3.28)

We know that {V(p,xn)} converges. So, {Jxn} is a Cauchy sequence. Since E∗ is complete,
{Jxn} converges strongly to some point in E∗. Since E∗ has a Fréchet differentiable norm,
then J−1 is continuous on E∗. Hence, {xn} converges strongly to some point u in C. As in
the proof of Theorem 3.2, we also have that ‖xn−Txn‖→ 0. So, we have u∈ F(T), where
u= limn→∞ΠF(T)xn. �

4. Applications

In this section, using Theorems 3.2 and 3.3, we give some applications. We first consider
the problem of weak convergence concerning nonexpansive mappings in a Hilbert space.

Theorem 4.1 (Browder and Petryshyn [2]). Let C be a nonempty closed convex subset of
a Hilbert space H , let T be a nonexpansive mapping from C into itself such that F(T) is
nonempty, and let λ be a real number such that 0 < λ < 1. Suppose that {xn} is given by
x0 ∈ C and

xn+1 = λxn + (1− λ)Txn, n= 0,1,2, . . . . (4.1)

Then {xn} converges weakly to u in F(T), where u= limn→∞PF(T)xn and PF(T) is the metric
projection from C onto F(T).

Proof. Let αn=λ for each n∈N∪{0}. It is clear that liminfn→∞αn(1−αn)=λ(1− λ) > 0.
We show that if T is nonexpansive, then T is relatively nonexpansive. It is obvious that
F(T)⊂ F̂(T). If u∈ F̂(T), then there exists {xn} ⊂ C such that xn⇀ u and xn−Txn→ 0.
Since T is nonexpansive, T is demiclosed. So, we have u= Tu. This implies F(T)= F̂(T).
Further, in a Hilbert space H , we know that

V(x, y)= ‖x− y‖2 (4.2)

for every x, y ∈H . So, ‖Tx−Ty‖ ≤ ‖x− y‖ is equivalent toV(Tx,Ty)≤V(x, y). There-
fore, T is relatively nonexpansive. Using Theorem 3.2, we obtain the desired result. �
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We also consider the strong convergence concerning nonexpansive mappings in a
Hilbert space. For related results, see Moreau [11], and Kirk and Sims [6].

Theorem 4.2. Let C be a nonempty closed convex subset of a Hilbert space H , let T be a
nonexpansive mapping from C into itself, and let λ be a real number such that 0 < λ < 1.
Suppose that {xn} is given by x0 ∈ C and

xn+1 = λxn + (1− λ)Txn, n= 0,1,2, . . . . (4.3)

If the interior of F(T) is nonempty, then {xn} converges strongly to u in F(T), where u =
limn→∞PF(T)xn and PF(T) is the metric projection from C onto F(T).

Next, we apply Theorems 3.2 and 3.3 to the convex feasibility problem. Before giving
them, we introduce the following lemma which was proved by Reich [12].

Lemma 4.3 (Reich [12]). Let E be a uniformly convex Banach space with a uniformly
Gâteaux-differentiable norm, let {Ci}mi=1 be a finite family of closed convex subsets of E, and
let Πi be the generalized projection from E onto Ci for each i= 1,2, . . . ,m. Then

V
(
p,ΠmΠm−1 ···Π2Π1x

)≤V(p,x) (4.4)

for each p ∈ F̂(ΠmΠm−1 ···Π2Π1), x ∈ E, and F̂(ΠmΠm−1 ···Π2Π1)=∩m
i=1Ci.

As direct consequences of Lemma 4.3 and Theorems 3.2 and 3.3, we can prove the
following two results.

Theorem 4.4. Let E be a uniformly convex and uniformly smooth Banach space, let {Ci}mi=1
be a finite family of closed convex subsets of E such that ∩m

i=1Ci is nonempty, let Πi be the
generalized projection from E onto Ci for each i = 1,2, . . . ,m, and let {αn} be a sequence of
real numbers such that 0≤ αn ≤ 1 and liminfn→∞αn(1−αn) > 0. Suppose that {xn} is given
by x0 ∈ E and

xn+1 = J−1
(
αnJxn +

(
1−αn

)
JΠmΠm−1 ···Π2Π1xn

)
, n= 0,1,2, . . . . (4.5)

If J is weakly sequentially continuous, then {xn} converges weakly to u in ∩m
i=1Ci, where

u= limn→∞Π∩m
i=1Cixn and Π∩m

i=1Ci is the generalized projection from E onto ∩m
i=1Ci.

Proof. Put T = ΠmΠm−1 ···Π2Π1. It is clear that F(T) ⊂ F̂(T) and ∩m
i=1Ci ⊂ F(T). By

Lemma 4.3, we have that T is a relatively nonexpansive mapping and F(T) = ∩m
i=1Ci.

Applying Theorem 3.2, {xn} converges weakly to u= limn→∞Π∩m
i=1Cixn. �

Theorem 4.5. Let E be a uniformly convex and uniformly smooth Banach space, let {Ci}mi=1
be a finite family of closed convex subsets of E, letΠi be the generalized projection from E onto
Ci for each i = 1,2, . . . ,m, and let {αn} be a sequence of real numbers such that 0 ≤ αn ≤ 1
and liminfn→∞αn(1−αn) > 0. Suppose that {xn} is given by x0 ∈ E and

xn+1 = J−1
(
αnJxn +

(
1−αn

)
JΠmΠm−1 ···Π2Π1xn

)
, n= 0,1,2, . . . . (4.6)

If the interior of ∩m
i=1Ci is nonempty, then {xn} converges strongly to u in ∩m

i=1Ci, where
u= limn→∞Π∩m

i=1Cixn and Π∩m
i=1Ci is the generalized projection from E onto ∩m

i=1Ci.
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Let A be a multivalued operator with the domain D(A) = {x ∈ E : Ax �= ∅} and the
graph G(A)= {(x,x∗)∈ E×E∗ : x∗ ∈Ax}. The operator A is said to bemonotone if

〈
x− y,x∗ − y∗

〉≥ 0 for each
(
x,x∗

)
,
(
y, y∗

)∈G(A). (4.7)

The operatorA is maximalmonotone ifA is monotone, and for anymonotone operator B
from E to E∗ withG(A)⊂G(B), we haveA= B. We know that ifA is maximal monotone,
then A−10 is closed and convex. The following result is also well known.

Theorem 4.6 (Rockafellar [15]). Let E be a reflexive, strictly convex, and smooth Banach
space and let A be a monotone operator from E to E∗. Then A is maximal if and only if
R(J + rA)= E∗ for all r > 0.

Let E be a reflexive, strictly convex, and smooth Banach space and let A be a maximal
monotone operator from E to E∗. Using Theorem 4.6 and the strict convexity of E, we
obtain that for every r > 0 and x ∈ E, there exists a unique xr ∈D(A) such that

Jx ∈ Jxr + rAxr . (4.8)

If Jrx = xr , then we can define a single-valued mapping Jr : E→D(A) by Jr = (J + rA)−1J .
Such a Jr is called the resolvent of A. We know that Jr is relatively nonexpansive (see
[10, 12, 14]), and A−10 = F(Jr) for all r > 0 (see [17, 18]). As direct consequences of
Theorems 3.2 and 3.3, we also have the following two results.

Theorem 4.7. Let E be a uniformly convex and uniformly smooth Banach space, let A be a
maximal monotone operator from E to E∗ such that A−10 is nonempty, let Jr be the resolvent
of A, where r > 0, and let {αn} be a sequence of real numbers such that 0 ≤ αn ≤ 1 and
liminfn→∞αn(1−αn) > 0. Suppose the sequence {xn} is given by x0 ∈ E and

xn+1 = J−1
(
αnJxn +

(
1−αn

)
JJrxn

)
, n= 0,1,2, . . . . (4.9)

If J is weakly sequentially continuous, then {xn} converges weakly to u in A−10, where u =
limn→∞ΠA−10xn and ΠA−10 is the generalized projection from E onto A−10.

Theorem 4.8. Let E be a uniformly convex and uniformly smooth Banach space, let A be
a maximal monotone operator from E to E∗, let Jr be the resolvent of A, where r > 0, and
let {αn} be a sequence of real numbers such that 0≤ αn ≤ 1 and liminfn→∞αn(1−αn) > 0.
Suppose the sequence {xn} is given by x0 ∈ E and

xn+1 = J−1
(
αnJxn +

(
1−αn

)
JJrxn

)
, n= 0,1,2, . . . . (4.10)

If the interior of A−10 is nonempty, then {xn} converges strongly to u in A−10, where u =
limn→∞ΠA−10xn and ΠA−10 is the generalized projection from E onto A−10.
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