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Abstract In the late 1990’s, observations of two directionally-skewed samples of, in total, 93 Type Ia
supernovae were analysed in the framework of the Friedmann–Lemâıtre–Robertson–Walker (FLRW) cos-
mology. Assuming these to be ‘standard(isable) candles’ it was inferred that the Hubble expansion rate is
accelerating as if driven by a positive Cosmological Constant Λ in Einstein’s theory of gravity. This is still
the only direct evidence for the ‘dark energy’ that is the dominant component of today’s standard ΛCDM
cosmological model. Other data such as baryon acoustic oscillations (BAO) in the large-scale distribution
of galaxies, temperature fluctuations in the cosmic microwave background (CMB), measurement of stellar
ages, the rate of growth of structure, etc are all ‘concordant’ with this model but do not provide indepen-
dent evidence for accelerated expansion. The recent discussions about whether the inferred acceleration is
real rests on analysis of a larger sample of 740 SNe Ia which shows that these are not quite standard can-
dles, and more importantly highlights the ‘corrections’ that are applied to analyse the data in the FLRW
framework. The latter holds in the reference frame in which the CMB is isotropic, whereas observations
are carried out in our heliocentric frame in which the CMB has a large dipole anisotropy. This is assumed
to be of kinematic origin i.e. due to our non-Hubble motion driven by local inhomogeneity in the matter
distribution which has grown under gravity from primordial density perturbations traced by the CMB
fluctuations. The ΛCDM model predicts how this peculiar velocity should fall off as the averaging scale is
raised and the universe becomes sensibly homogeneous. However observations of the local ‘bulk flow’ are
inconsistent with this expectation and convergence to the CMB frame is not seen. Moreover, the kinematic
interpretation implies a corresponding dipole in the sky distribution of high redshift quasars, which is
rejected by observations at 4.9σ. Hence the peculiar velocity corrections employed in supernova cosmology
are inconsistent and discontinuous within the data. The acceleration of the Hubble expansion rate is in
fact anisotropic at 3.9σ and aligned with the bulk flow. Thus dark energy could be an artefact of analysing
data assuming that we are idealised observers in an FLRW universe, when in fact the real universe is
inhomogeneous and anisotropic out to distances large enough to impact on cosmological analyses.

1 Introduction

In the past two decades, a ‘concordance ΛCDM model’
of cosmology has emerged, in which data are interpreted
assuming that the Universe is isotropic and homoge-
neous, and General Relativity (GR) is the true theory of
gravity. In this framework, spacetime is modelled by the
maximally-symmetric Friedman–Lemâıtre–Robertson–
Walker class of solutions to the Einstein field equa-
tions, obtained by requiring the stress-energy tensor
to be exactly isotropic and homogeneous on all scales.
In the best-fit ΛCDM model [1] the energy density
of the Universe today consists of 4.9% baryonic mat-
ter, 26.8% dark (gravitating) matter and 68.3% ‘dark
energy’ which has come to dominate the Universe at
redshift z < 1 and is causing its expansion rate to

a e-mail: subir.sarkar@physics.ox.ac.uk (corresponding
author)

accelerate—in its most economical form Einstein’s Cos-
mological Constant Λ.

The Cosmological Constant can also be interpreted
as the energy density of fluctuations of the vacuum in
the quantum field theories that describe the energy-
momentum tensor. Thus the effective Λ appearing in
the Friedmann-Lemâıtre equations is the sum of the
arbitrary classical contribution (from geometry), and
the quantum contribution (from matter) which cannot
be rigorously calculated, even its sign. That these unre-
lated terms should conspire together so as to make Λ
tiny enough to allow the Universe to have lasted for over
10 billion years—rather than gone into perpetual infla-
tion or simply recollapsed at a very early age—is the as
yet unsolved Cosmological Constant problem [2].1

1 It has been suggested [3,4], building on previous string-
theoretic considerations, that S-matrix formulation of grav-
ity excludes de Sitter vacuua (i.e. Λ) at the quantum level.
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As is well-documented [5,6], Λ has had a chequered
history with claims for its presence which were sub-
sequently found to be unjustified because of system-
atic uncertainties (in particular the evolution of ‘stan-
dard candles’, ‘standard rods’, galaxy number counts
etc). Its recent reincarnation was initiated by indirect
arguments [7] arising of a desire to get diverse cos-
mological datasets to be concordant with the FLRW
model, rather than any compelling physical argument
why Λ should have a value of O(H2

0 ), where H0 ≡
100h km s−1Mpc−1 ∼ 10−42GeV is the present expan-
sion rate and the only dimensionful parameter in the
model.2 It was not until observations of 93 Type Ia
supernova in the late 1990s claimed direct evidence for
an accelerating Universe [9,10], that Λ was taken seri-
ously and ΛCDM came to be canonised as the ‘standard
model’ of cosmology. It was therefore surprising when
some years later a principled statistical analysis of a big-
ger sample of 740 uniformly analysed SNe Ia in the Joint
Lightcurve Analysis (JLA) catalogue [11] demonstrated
that the evidence for acceleration is rather marginal i.e.
< 3σ [12]. In response, it was argued [13] that doing
the analysis differently, and in particular taking into
account other cosmological data such as on BAO and
CMB anisotropies analysed in the FLRW framework,
firmly reinstates the acceleration of the universe. To
assist the reader in assessing these discussions and to
place the history in context, we briefly review supernova
cosmology in Sect. 3.

The observed Universe is not quite isotropic. It is also
manifestly inhomogeneous. The interpretation of data
from the real Universe in terms of the FLRW model
has proceeded under the weaker assumptions of sta-
tistical isotropy and homogeneity, the modern version
of the Cosmological Principle. Since the CMB actually
exhibits a large dipole anisotropy, this is assumed to
be due to our motion with respect to the cosmic rest
frame in which the Universe looks FLRW, and data can
be analysed according to the Friedman–Lemâıtre equa-
tions. Hence cosmological data are corrected for this
motion using a special relativistic boost. However as
we show in Sect. 2, this assumption is no longer ten-
able. Several independent data sets now argue against
the existence of such a frame in the real Universe. At
low redshift (z < 0.1), all local matter appears to have
a coherent ‘bulk flow’ aligned with the direction of the
CMB dipole. At higher redshift (z > 1) the matter
dipole is far larger than is expected from the kinematic
interpretation of the CMB dipole.

2 This follows from examination of the Friedmann–
Lemâıtre equation rewritten as the ‘cosmic sum rule’ for the
fractional energy densities in matter, curvature and Cosmo-
logical Constant: Ωm + Ωk + ΩΛ = 1. Only Ωm and Ωk

are directly measured (also the supernova Hubble diagram
determines: ∼ 0.8Ωm − 0.6ΩΛ) and ΩΛ is inferred from the
sum rule. Thus any uncertainties in these measurements
translate into a non-zero value for ΩΛ [8]. Whether such a
Λ of O(H2

0 ) actually exists relies therefore crucially on the
validity of this sum rule, i.e. ultimately on the underlying
assumptions of exact homogeneity and isotropy.

The peculiar Raychaudhury equation [16] has been
employed to show [17] that the acceleration of the
expansion of space as inferred by an observer embedded
within such a bulk flow should show a scale-dependent
dipolar modulation. We have tested this hypothesis
[18](hereafter: CMRS19) and find that the inferred
acceleration of the expansion rate is indeed directional
and its dipole component is 50 times larger than and
statistically far more significant (at 3.9σ) than the
isotropic component which is non-zero at only 1.4σ,
suggesting that the inferred acceleration cannot be due
to Λ. We also showed (Figure 2 of CMRS19 [18]) that
SNe Ia data as disseminated publicly and thus employed
by many authors in fitting for concordance cosmology,
not only acknowledge the existence of this bulk flow,
but ‘correct’ the observations towards an assumed cos-
mic rest frame in an unrealistic manner using unreliable
data sets [19]. The methodology in CMRS19 [18] has
been subjected to further criticism [20] (RH19) which
we have rebutted seriatim [21].

General Relativity (GR), as expressed in the Einstein
Field Equations and the Geodesic Equation, is a geo-
metric description of gravity in which spacetime is mod-
elled as a pseudo-Riemannian manifold warped locally
by the presence of matter and energy. The real Universe
contains structure over a vast range of scales. While any
volume element in the FLRW model expands at the
same rate as all others, as described by a single scale
factor a, the expansion of the real Universe in GR is an
average effect arising from the coarse-graining of small
scales and is thus locally different everywhere [23]. This
is properly described by the Raychaudhury equation—
which reduces to the Friedmann-Lemâıtre equation as
a limiting case [24].3 Due to these cardinal differences
between the real Universe and its simplified description
in the FLRW model, even as the ‘precision cosmol-
ogy’ programme has in the past two decades focused
on measuring the ΛCDM cosmological parameters as
precisely as possible, there is an ongoing theoretical
debate as to whether this really makes physical sense
[26,27]. We emphasize that the ‘fitting problem’ in cos-
mology [28,29] is at the heart of the problem and ded-
icate Sect. 4 to a discussion of how this relates to the
corrections employed in supernova cosmology. We con-
clude in Sect. 5 that the evidence for the acceleration
of the Hubble expansion rate from supernovae remains
marginal.

2 The universe is anisotropic

The ‘Cosmological Principle’ began as an assumption
[30] but is now said to be supported by the smoothness

3 The freedom to add an arbitrary ‘Cosmological constant’
(multiplied by the metric tensor) to the field equation arises
from general covariance [25], essentially the notion that
there are no preferred (either inertial or accelerating) frames
in GR. Hence if Λ is indeed driving the acceleration then this
acceleration must be the same in all directions.
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of the cosmic microwave background (CMB), which
has temperature fluctuations of only about 1 part in
100,000 on small angular scales. These high multipoles
in the CMB angular power spectrum are attributed
to Gaussian density fluctuations created in the early
universe with a nearly scale-invariant spectrum which
have grown through gravitational instability to cre-
ate the large-scale structure in the present Universe.4
The observed dipole anisotropy of the CMB is however
∼ 100 times larger and is believed to be due to our
motion with respect to the ‘CMB frame’ in which it
would look isotropic [32,33], so is called the kinematic
dipole. This motion was attributed to the gravitational
effect of the inhomogeneous distribution of matter on
local scales, dubbed the “Great Attractor” [35]. In sub-
sequent studies however this ‘bulk flow’ has been seen
to be significantly faster and extend deeper than the
expectation in the ΛCDM model [36–39]. In fact it
extends up to and beyond the Shapley supercluster, i.e.
out to > 300 Mpc [14,15], which is well beyond the scale
of ∼ 100 Mpc on which the universe is supposedly sen-
sibly homogeneous according to galaxy counts in large-
scale surveys [40,41]. A consistency check would be to
measure the concommitant effects on higher multipoles
of the CMB anisotropy [42], however, the significance
of the detection of these is < 3σ even in the precise
measurements by the Planck satellite [43], which allows
up to 40% of the observed dipole to be due to effects
other than our motion [31].

Yet another probe is to examine the directional
behaviour of the X-ray luminosity-temperature corre-
lation of galaxy clusters which have been mapped out
to several hundred Mpc. Examination of the ROSAT
catalogue of several hundred clusters too reveals an
anisotropy in roughly the same direction at high sig-
nificance > 5σ [53,54].

An independent test would be to check if the refer-
ence frame of matter at still greater distances converges
to that of the CMB, i.e. the dipole in the distribution of
cosmologically distant sources, induced by our motion
via special relativistic aberration and Doppler shifting
effects, should align both in direction and in amplitude
with that inferred from the CMB dipole [44]. However,
this test when done with the NVSS catalogue of radio
sources yielded an anomalously high result [45]. This
was criticised as it was not an all-sky survey, also since
the redshifts are not directly measured there is potential
for contamination by a ‘clustering dipole’ due to a local
inhomogeneity. However the anomaly persists even after
such concerns are addressed [46–49] and is present in
many such studies done with different radio catalogues
[50,51]. Recently the CatWISE catalogue of 1.36 mil-
lion quasars (with median redshift of 1.2) was analysed
in this context and the kinematic expectation for the
quasar dipole rejected at 4.9σ—the highest significance
achieved to date [52]. Knowing the redshift distribution

4 There are however ‘low-� anomalies’ in the CMB anisotr-
pies, viz. the anomalously small and (planar) aligned
quadrupole and octupole, as well as a ‘hemispherical asym-
metry’ [31].

of the quasars, the expected clustering dipole according
to the ΛCDM model [46] could be explicitly calculated
and shown to be negligible.

Figure 1 shows the directions of the anisotropies
reported—in the local bulk flow traced out to z ∼ 0.1,
in X-ray clusters and SNe Ia out to z ∼ 1, and in radio
sources and quasars at z > 1.

3 Supernova cosmology

Type Ia Supernovae (SNe Ia) are believed to be ther-
monuclear explosions in low-mass stars, e.g. triggered
when the mass of a white dwarf is driven by the accre-
tion of material from a companion over the maximum
that can be supported by electron degeneracy pres-
sure. Since this happens at a critical mass, the Chan-
drasekhar limit of ∼ 1.4M�, all Type Ia supernovae
are taken to have the same intrinsic luminosity, i.e.
a ‘standard candle’. In practice the intrinsic magni-
tudes of nearby SNe Ia (to which distances are known
via independent means) exhibit a rather large scat-
ter. However by exploiting the observed linear correla-
tion of the (colour-dependent) luminosity decline rate
with the peak magnitude [55], this scatter can be con-
siderably reduced. This makes SNe Ia ‘standardisable’
candles, i.e. the intrinsic magnitude can be inferred
with relatively low scatter (0.1–0.2 mag) by measuring
the lightcurves in different (colour) bands [56]. Further
assuming that the intrinsic properties themselves do
not evolve with redshift, observations of SNe Ia can be
used to measure the cosmological evolution of the lumi-
nosity distance (i.e. of the scale factor) as a function of
redshift.

In detail, however, the different empirical techniques
for implementing the Phillips corrections [55], viz. the
Multi Colour Lightcurve Shape (MLCS) strategy [10],
the ‘stretch factor’ corrections [9] and the template
fitting or Δm15 method [57,58], do not agree with
each other—see Figure 4 of Ref. [56]. As the sam-
ple of SNe Ia has grown, the tension between the
methods has in fact increased [59]. The MLCS strat-
egy was to simultaneously infer the Phillips corrections
and the cosmological parameters using Bayesian infer-
ence. However, a two-step process—the ‘Spectral Adap-
tive Lightcurve Template’ (SALT)—is now adopted,
wherein the shape as well as the colour [60] parameters
required for the Phillips corrections are first derived
from the lightcurve data, and the cosmological param-
eters are then extracted in a separate step [61]. The
current incarnation of this method is SALT2, employed
in analysis of recent public SNe Ia data sets [11,62],
in which every SNe Ia is assigned three parameters,
m∗

B , x1 and c—respectively, the apparent magnitude at
maximum (in the rest frame ‘B-band’), the lightcurve
shape, and the lightcurve colour correction. This can be
used to construct the distance modulus using the Tripp
formula [60]:

μSN = m∗
B − M0

B + αx1 − βc, (1)
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Fig. 1 Examples of directional anisotropy reported in studies of the local bulk flow [14,15,36,38,39], X-ray clusters [53,54],
SNe Ia [21], high redshift radio sources [49,50] and quasars [52]. These are all close to the CMB dipole direction [43] which
is also marked

where M0
B is the absolute magnitude (degenerate with

the absolute distance scale i.e. the value of H0) while
α and β are parameters which are assumed to be con-
stants for all SNe Ia. (Further parameters can be added,
e.g. a ‘mass step correction’ according to the mass of the
SNe Ia host galaxy, but this turns out to be irrelevant
in the fitting exercise, whereas the stretch and colour
corrections above are both important and uncorrelated
with each other [12].) This is related to the luminosity
distance dL as

μ = 25 + 5log10(dL/Mpc), (2)

where dL is a function of the ΛCDM model parameters:

dL = (1 + z)
dH√
Ωk

sin

(√
Ωk

∫ z

0

H0dz′

H(z′)

)
, for Ωk > 0

= (1 + z)dH

∫ z

0

H0dz′

H(z′)
, for Ωk = 0

= (1 + z)
dH√
Ωk

sinh

(√
Ωk

∫ z

0

H0dz′

H(z′)

)
, for Ωk < 0

where :dH = c/H0, H0 ≡ 100h kms−1Mpc−1,

H = H0
√

Ωm(1 + z)3 + Ωk(1 + z)2 + ΩΛ. (3)

Here H the Hubble parameter (H0 being its present
value), dH is called the ‘Hubble distance’, and Ωm ≡
ρm/(3H2

0/8πGN), ΩΛ ≡ Λ/3H2
0 , Ωk ≡ −kc2/H2

0a2
0 are

the matter, cosmological constant and curvature den-
sities in units of the critical density which are related
in the ΛCDM model by the ‘cosmic sum rule’: 1 =
Ωm + ΩΛ + Ωk.

To extract cosmological parameters, this distance
modulus needs to be compared to the theoretical pre-
diction from a model, using an appropriate and princi-
pled statistical procedure.

3.1 Standardisable candles?

Using SNe Ia to measure cosmological parameters
involves the implicit assumption that their intrinsic
properties do not evolve with redshift. This requires
that the SN luminosity after standardisation (m∗

B +
αx1 − βc) should be invariant or equivalently that M0

B
should not evolve with look back time. This assump-
tion has been challenged [63,64], although this too is
disputed [65]. In addition, it has been argued that the
distributions of x1 and c are explicitly sample- and
redshift-dependent [13,20] even though this requires
adding 12 new parameters to a 10-parameter model,
so is not justified by any information criterion [21]. If
that is indeed the case, it is unclear how SNe Ia can
still be thought of as standardisable candles. This would
require the other terms in Eq.(1) to evolve with redshift
at just the right rate such that M0

B remains invariant.
If the absolute magnitude were to evolve with redshift
this would of course trivially undermine the inference
of accelerated expansion [66,67].

Since the discussion on this issue [63,65] hinges on
how the intrinsic scatter (of unknown origin) of SNe Ia
data in the Hubble diagram is treated statistically, a
closer examination of the usual method is in order.

3.2 The statistical method

Historically, analyses in supernova cosmology [68–72]
have relied on a ‘constrained χ2 statistic’ defined as
follows:

χ2 =
∑

i

(μi − μobs
i )2

σ2
μi

. (4)
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Here μobs
i is the distance modulus for the ith SNe Ia

derived from observations by employing the Phillips
corrections according to Eq.(1) and μi is the corre-
sponding model prediction based on its redshift (Eq.2).
The variance σ2

μi is the sum of different sources of uncer-
tainty added in quadrature.

σ2
μi = (σfit

μi)
2 + (σz

μi)
2 + (σl

μ,i)
2 + (σint

μ )2, (5)

where σfit
μi is the uncertainty from the lightcurve fit-

ting process, σz
μi is the uncertainty of the SN redshift

measurement, from spectroscopy as well the peculiar
velocities of, and within, the host galaxy, and σl

μ,i is
the uncertainty due to gravitational lensing. Since each
SNe Ia observation corresponds to a datum that is still
intrinsically scattered around the expectation from the
fiducial cosmological model, an additional term σint

μ
is introduced and estimated from the fit by requiring
that χ2/d.o.f. = 1, sometimes on a sample-by-sample
basis. This is very ad hoc and statistically unprinci-
pled [73,74]. Since χ2/d.o.f. is the statistic that is usu-
ally used to judge goodness of fit, requiring it to be
1 (i.e. a perfect fit) as a condition to estimate yet
another parameter (σint

μ ) forsakes any ability to judge
the goodness-of-fit of the assumed model, and no con-
fidence interval can be provided on the σint

μ thus esti-
mated. In essence a large effective number of trials asso-
ciated with trying various values of σint

μ in the process
of arriving at the final value have been ignored.

It is motivated by these considerations that the Max-
imum Likelihood Estimator method [12,75] was intro-
duced for supernova cosmology. Ref. [74] notes that if x1

and c evolve with redshift, the likelihood-based methods
return biased values of the parameters (while the ‘con-
strained χ2’ method continues to be robust), however,
this conclusion is arrived at using Monte Carlo simula-
tions which assume the ΛCDM model and is therefore
a circular argument. It has been emphasised [76] that
systematic uncertainties and selection biases in the data
need to be corrected for in a model-independent man-
ner, before fitting to a particular cosmological model.

An examination of previous SNe Ia analyses (see
Table 1) reveals that the choice of the component of σz

μi

from peculiar velocities as well as σl
μi the uncertainty

due to lensing, has varied considerably. As is shown
in figure B.1. of CMRS19, while σint

μi is independent of
redshift, the peculiar velocity component of σz

μi varies
inversely with the redshift of the SNe Ia, while σl

μi is
proportional to the redshift.

3.3 The accelerated expansion of the Universe

The original analyses by the Supernova Cosmology
Project (SCP) [9] and High z Supernova Search Team
(HZT) [10] employed, respectively, 60 and 50 SNe Ia,
17 of which were in common. Subsequent tests on
larger datasets have shown that the evidence is strongly
dependent on the assumption of isotropy [77], while
supernova datasets themselves show evidence for a local
bulk flow, i.e. anisotropy [14,15]. CMRS19 [18] found T
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Fig. 2 Sky distribution of the SNe Ia used by the HZT [10] (left) and the SCP [9] (right). Supernovae at z < 0.1 are
indicated in red while those at z > 0.1 are in green

Fig. 3 Left: The profile likelihood for the 10-parameter FLRW analysis (3), using the JLA [11] colour c and stretch x1

corrections—see Table 2. Right: The same for the cosmographic analysis (6)—see Table 3

Fig. 4 The profile likelihood for the 22-parameter cos-
mographic analysis of RH19 [20], employing the sample-
and redshift-dependent treatment of c0 and x1,0 [13]—see
Table 4

that the inferred acceleration is also highest in this gen-
eral direction when the analysis is done in the heliocen-
tric frame. In Fig. 2 we show that most of the SNe Ia
observed by SCP and HZT were in fact also in the same
general direction.

Nielsen et al. [12] showed using a Maximum likeli-
hood estimator that even with the 740 SNe Ia in the
much enlarged JLA catalogue [11], uniformly analysed

with the SALT2 template, the evidence for acceleration
is quite marginal (∼ 2.8σ). This analysis employed the
JLA catalogue as it ships, i.e. with peculiar velocity
(PV) corrections. Since such corrections introduce an
arbitrary discontinuity within the data and modify the
low redshift SNe Ia which serve to fix the lever arm of
the Hubble diagram [18], the impact of these correc-
tions on the evidence for cosmic acceleration is worth
examining. (Note that PV corrections in SNe Ia analy-
ses were first introduced only in 2011 [71].)

Over half of the 740 SNe Ia in the JLA catalogue are
relatively local (z < 0.1) and the furthest is at z = 1.4.
Hence the luminosity distance dL can be quite accu-
rately, to within 7% of Eq. (3), expanded as a Taylor
series in terms of the Hubble parameter H0, the deceler-
ation parameter q0 ≡ −äa/ȧ2, and the jerk j0 ≡ ˙̈a/aH3.
This is ‘cosmography’, i.e. independent of assumptions
about the content of the universe. (Specifically in the
ΛCDM model, q0 ≡ Ωm/2 − ΩΛ.) Modified to explic-
itly show the dependence on the measured heliocentric
redshifts, this writes (RH19):

dL(z, zhel)

=
cz

H0

[
1 +

1

2
(1 − q0)z − 1

6
(1 − q0 − 3q20 + j0 − Ωk)z2

]

×1 + zhel
1 + z

, (6)
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Table 2 Results of a 10-parameter fit to the ΛCDM model (3), using the JLA [11] colour (c) and stretch (x1) corrections

Fit − 2logLmax Ωm ΩΛ α x1,0 σx1,0 β c0 σc0 M0 σM0

1. zCMB w. PV corr. – 221.9 0.3402 0.5653 0.1334 0.03849 0.9321 3.056 – 0.01584 0.07107 – 19.05 0.1073
As above + No accn. – 211.0 0.0699 0.03495 0.1313 0.03275 0.9322 3.042 – 0.01318 0.07104 – 19.01 0.1087
2. zCMB w/o PV corr. –210.5 0.2828 0.4452 0.135 0.0389 0.9315 3.024 – 0.01686 0.07109 –19.04 0.11
As above + No accn. −204.4 0.07345 0.03673 0.1334 0.03451 0.9316 3.013 –0.01491 0.07105 – 19 0.1109
3. zhel, w/o PV corr. −198.2 0.2184 0.3387 0.1333 0.03974 0.9317 3.018 – 0.01448 0.07111 – 19.03 0.1116
As above + No accn. −194.9 0.05899 0.0295 0.1322 0.03649 0.9317 3.006 – 0.01302 0.07108 – 19 0.1122
3. zLG, w/o PV corr. – 193.3 0.2283 0.3708 0.1323 0.0399 0.9317 2.999 – 0.01327 0.07114 – 19.04 0.1177
As above + No accn. – 189.3 0.05083 0.02541 0.131 0.03635 0.9317 2.986 – 0.01168 0.07111 – 19.01 0.1184

Table 3 Results of a 10-parameter fit in the cosmography framework (6), using the JLA [11] stretch (x1) and colour (c)
corrections

Fit − 2logLmax q0 j0 − Ωk α x1,0 σx1,0 β c0 σc0 M0 σM0

1. zCMB w. PV corr. – 220.8 – 0.311 0.02946 0.1332 0.03809 0.9323 3.056 – 0.01591 0.07108 – 19.05 0.1074
As above + No accn. – 211.4 0 – 0.8211 0.1312 0.03267 0.9321 3.041 – 0.01295 0.07102 – 19.01 0.1087
2. zCMB w/o PV corr. – 210.1 – 0.2332 – 0.2328 0.1348 0.03859 0.9317 3.023 – 0.01689 0.07109 – 19.03 0.11
As above + No accn. – 204.8 0 – 0.8183 0.1333 0.03446 0.9315 3.012 – 0.01473 0.07104 – 19 0.1108
3. zhel, w/o PV corr. – 198.1 – 0.1764 – 0.4405 0.1332 0.03955 0.9318 3.017 – 0.01449 0.07111 – 19.03 0.1116
As above + No accn. – 195.1 0 – 0.8534 0.1321 0.03645 0.9317 3.006 – 0.01288 0.07106 – 19 0.1122
3. zLG, w/o PV corr. – 193.3 – 0.2005 – 0.3856 0.1322 0.0397 0.9318 2.998 – 0.01329 0.07114 – 19.04 0.1177
As above + No accn. – 189.6 0 – 0.8685 0.131 0.03629 0.9317 2.985 – 0.01151 0.0711 – 19.01 0.1184

where z can be the measured heliocentric redshift,
boosted to the CMB frame, or boosted to the CMB
frame with further PV ‘corrections’ applied.

We redo the MLE analysis [12] in four different
ways and present the results in Figs. 3 and 4, and
in Tables 2 and 3, respectively—both for the standard
ΛCDM model (3) and the cosmographic Taylor expan-
sion (6). For each case we also show the fit quality when
q0 is held at zero (“No accn.”).

1. zCMB with PV corr.: This reproduces the earlier
analysis of Ref. [12]. The CMB frame redshifts are
used, with further corrections made for the peculiar
velocities of the SNe Ia w.r.t. the CMB frame, and
the peculiar velocity covariance matrix is included.

2. zCMB without PV corr.: Now CMB frame redshifts
are used without correcting for the flow of the SNe Ia
w.r.t. this frame and the peculiar velocity compo-
nent of the covariance matrix is excluded. Note that
transforming from heliocentric to CMB frame red-
shifts requires assuming that the CMB dipole is kine-
matic in origin.

3. zhel: Heliocentric redshifts are used, no corrections
are employed and the peculiar velocity component
of the covariance matrix is excluded.

4. zLG: Finally, redshifts in the Local Group frame are
used and the peculiar velocity component of the
covariance matrix is excluded. This is similar to what
was done by the SCP [9].

Our results in Tables 2 and 3 illustrate that the pecu-
liar velocity corrections serve to bias the data towards

higher acceleration (more negative q0). Using observ-
ables corrected to the Local Group, as employed by SCP
[9], the change in 2logL between the best-fit model and
the one with zero acceleration is only 4.0, indicating
that the preference for acceleration is < 1.6σ.

In Table 4 we adopt the redshift-dependent treat-
ment of the stretch and colour corrections advocated
by RH19 [13,20] (x1,0 and c0 being their present values)
and use redshifts transformed to the CMB frame. Nev-
ertheless, the evidence for acceleration remains < 3σ
unless further ‘corrections’ are made for the peculiar
velocities of the SNe Ia with respect to the CMB
frame. As shown by CMRS19 [18], these corrections ass-
sume that convergence to the CMB frame is achieved
by ∼ 150 Mpc even though the data say otherwise
[14,15,36,38,39].

It is unrealistic to make such corrections for peculiar
velocities which leave the SNe Ia immediately outside
the flow volume uncorrected [18], in particular such a
procedure induces a directional bias (which in the JLA
uncertainty budget is simply assigned an uncorrelated
variance of cσz = 150 km s−1). An isotropic accelera-
tion can be extracted from the data only by ‘correct-
ing’ over half of all observed supernovae to the CMB
frame—to which convergence has never been demon-
strated.

In fact, the peculiar velocity corrections affect the
lever arm of the Hubble diagram in a non-obvious
manner. The subsequent Pantheon compilation [62] ini-
tially included peculiar velocity corrections far beyond
the extent of any actual survey or even flow model.5

5 https://github.com/dscolnic/Pantheon/issues/2.
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Table 4 Selected results from the 22-parameter fit in the cosmography framework (6) using sample- and redshift-dependent
stretch (x1) and colour (c) corrections [13,20]

Fit − 2logLmax q0 j0 − Ωk α β M0 σM0

1. zCMB w. PV corr. – 339.5 – 0.4577 0.1494 0.1334 3.065 – 19.07 0.1065
As above + No accn. – 323.3 0 – 1.349 0.1312 3.046 – 19.01 0.108
2. zCMB w/o PV corr. – 328.3 – 0.3776 – 0.1781 0.1349 3.034 – 19.06 0.1091
As above + No accn. – 317.2 0 – 1.326 0.1331 3.017 – 19.01 0.1102
3. zhel w/o PV corr. – 316.1 – 0.3448 – 0.3651 0.1333 3.027 – 19.05 0.1105
As above + No accn. – 306.9 0 – 1.378 0.1317 3.005 – 19.01 0.1117
4. zLG w/o PV corr. – 311.7 – 0.3750 – 0.2809 0.1323 3.007 – 19.06 0.1165
As above + No accn. – 301.3 0 – 1.413 0.1323 2.982 – 19.02 0.1178

When this issue was pointed out and the bug was fixed,
both the magnitudes and heliocentric redshifts of the
corresponding supernovae were noted to be discrepant
[19].6 We cannot analyse data from subsequent surveys
such as the Carnegie Supernova Project [79] and the
Dark Energy Survey [80] since neither dataset is pub-
licly available in an usable form, unlike the JLA cata-
logue which provides full details of the lightcurve fitting
parameters and all individual covariances.

4 Peculiar velocity corrections and the
‘fitting problem’

We can observe only one Universe from our unique van-
tage point. As pointed out in Ref. [29] any anisotropies
we observe are direct measures of the non-FLRW nature
of the real Universe. Fitting an idealised FLRW model
to the real Universe necessarily involves a choice of ‘cor-
responding 2-spheres’ which then fixes the cosmic rest
frame (CRF) in the real Universe with respect to which
all non-Hubble velocities are defined.

The cosmological redshift (zc) in the cosmic rest
frame is modified by peculiar velocities of the source
and the observer as [29]:

1 + z = (1 + zO)(1 + zc)(1 + zs) (7)

where z is the measured redshift in some reference
frame and zO (zs) is the redshift due to the pecu-
liar velocity of the observer (source) with respect to
this frame. (Until 2008, the approximate expression
z ∼ zc + zO + · · · was used instead of the correct one
above [34].) Ref. [29] emphasised that in addition to a
best-fit FLRW model given available data, a statement
of the goodness-of-fit is also necessary to determine the
extent of the non-FLRW nature of the real Universe.
The ‘constrained χ2’ method is however by construc-
tion unsuited to judge goodness-of-fit, while the choice
of CRF has also evolved (see Table 1). Thus the pro-
cedures adopted in supernova cosmology are at odds
with the fundamental challenge of the ‘fitting problem’
in cosmology.

6 https://github.com/dscolnic/Pantheon/issues/3.

5 Conclusions

We have shown [18] that the acceleration of the Hub-
ble expansion rate inferred from SNe Ia magnitudes
and redshifts as measured (in the heliocentric frame) is
described by a dipole anisotropy. To infer an isotropic
component of the acceleration i.e. a monopole (such as
can be attributed to Λ), it is necessary to boost to the
(possibly mythical) CMB frame, and ‘correct’ the red-
shifts of the low-z supernovae further for their motion
w.r.t. the CMB frame [20]. This is done using bulk flow
models [36,38] which already assume that the universe
is well-described by the standard ΛCDM model. More-
over to boost the significance of the (monopole) acceler-
ation above ∼ 3σ the supernova lightcurve parameters
need to be empirically modelled a posteriori as being
both sample- and redshift-dependent [13]—violating
both basic principles of unbiased hypothesis testing and
the Bayesian Information Criterion [81]. Only by doing
so can the significance of acceleration be raised to 4.2σ
[13,20].

It is often said that there is independent evidence for
acceleration from observations of CMB anisotropies and
large-scale structure. This is not the case, in particular,
all low-redshift probes such as BAO, cosmic chronome-
ters H(z) and the growth rate of structure σ8(z), are
also consistent with a non-accelerating universe [66].
The CMB does not have direct sensitivity to Λ and can
only determine Ωk and Ωm.7 It is only via the cosmic
sum rule that ΩΛ is then inferred ( = 1−Ωk−Ωm) to be
non-zero. However, this sum rule is just the Friedmann-
Lemâıtre equation which is valid only for the FLRW
model. We wish to emphasise that it is the widespread
(and at times convoluted) use of the FLRW model in
cosmological data analysis that has created a strong
bias towards the ΛCDM Universe.

Whether dark energy is just a manifestation of inho-
mogeneities is an open question [27]. This can impact on
analysis of cosmological data in several different ways—

7 When Λ comes to dominate the expansion, this slows
down the growth of structure and induces via the ‘late-ISW
effect’ a correlation between the CMB and large-scale struc-
ture. To detect this at 5σ would require measuring spectro-
scopic redshifts for 10 million galaxies uniformly distributed
in 0 < z < 1 over the whole sky [82].
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since in the ‘cosmic web’ that we inhabit, our location
(e.g. whether in a low or high-density region) is impor-
tant, as is the direction in which we look (e.g. along
filaments or voids), and whether we are Copernican or
‘tilted’ observers in a bulk flow. The spatial scales being
probed by observations are important as the inhomoge-
neous Universe looks different when averaged on differ-
ent scales. Ultimately we would like a scale-dependent
description of the Universe (akin to the renormalisa-
tion group) but this is a long way from the (perturbed)
FLRW model which has served so far as the workhorse
of cosmology and led us to infer the existence of unphys-
ical dark energy.
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