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Abstract

Despite the scientific and engineering challenges facing the development of
quantum computers, considerable progress is being made toward applying the
technology to commercial applications. In this article, we discuss the solutions that
some companies are already building using quantum hardware. Framing these as
examples of combinatorics problems, we illustrate their application in four industry
verticals: cybersecurity, materials and pharmaceuticals, banking and finance, and
advanced manufacturing. While quantum computers are not yet available at the scale
needed to solve all of these combinatorics problems, we identify three types of
near-term opportunities resulting from advances in quantum computing:
quantum-safe encryption, material and drug discovery, and quantum-inspired
algorithms.

1 Introduction

Computers do arithmetic. Underlying all the amazing applications of computers today is
arithmetic, calculated using binary digits or “bits” The UNIVAC computer of the early
1950s could perform about 465 multiplications per second, much faster than the “human
computers” who performed such calculations for the military and other organizations, as
highlighted in the movie Hidden Figures. Today’s computers are billions of times faster.!
However, despite these advances, there is an important class of arithmetic problems that
remain out of reach for classical computers for the foreseeable future: Large-scale, com-
binatorics calculations. Combinatorics problems involve the way in which items are ar-
ranged. As the number of items grows, the number of possible permutations grows expo-
nentially. The typical objective in combinatorics calculations is to find a specific value, and
this exponential growth in the number of permutations makes it increasingly challenging
to find that specific value.

Understanding technological change as a drop in the cost of some factor has a long
history in the economics and management literatures, for example arithmetic for com-
puters, search for the internet, and prediction for machine learning.? In this paper, we
argue that—from a management perspective—quantum computing improves combina-
torics calculations. We then provide a number of examples of industries in which better
combinatorics calculations may be transformative.
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To start, it is important to note that a surprising number of practical problems can
be viewed as combinatorics problems, including applications in cryptography, chemistry,
materials science, finance, and advanced manufacturing. Many of these applications have
remained out of reach for classical computers because the number of possible permuta-
tions often grows to a point that they could take thousands or millions of years to assess,
if each possibility was assessed sequentially.

Combinatorics problems expose the limits of classical computers, and therefore rep-
resent the potential for quantum computers. We are not there yet however. Quantum
computers do not work at the required scale, and there are major technical issues that
remain in the race to scale up today’s quantum hardware. Despite these limitations, con-
siderable progress is being made toward applying present-day quantum hardware to com-
mercial applications. Below, we provide examples of combinatorics problems that compa-
nies are already working to solve, driven by advances in quantum computing. We divide
these applications into four industry verticals: cybersecurity, materials and pharmaceuti-
cals, banking and finance, and advanced manufacturing. Despite the remaining technical
challenges in developing large scale and practical quantum computers, we identify three
types of near-term opportunities generated by advances in quantum computing.

First, the development of algorithms for quantum computers has led to advances in our
ability to solve large-scale combinatorics problems on already-available classical comput-
ers. We have seen a large number of quantum companies, via their work with emerg-
ing quantum computing technology, develop “quantum-inspired” algorithms that enable
them to solve important practical problems on classical computers.? As new algorithms
are discovered, the boundary between quantum and classical can shift. Quantum algo-
rithms can inspire insight into new classical solutions. In other words, the rise of quantum-
inspired solutions suggests that quantum computing could change the speed of technolog-
ical advancement for combinatorics problems, even if quantum computers never achieve
the scale and reliability needed to dominate other types of computing.

Itis not unusual for an emerging technology to push innovation in existing technologies,
without displacing the incumbent. This was the case in the TV market, where innovation
in LCD screens accelerated after the emergence of commercially viable plasma flat screen
televisions. Eventually, innovation in LCD screens outpaced innovation in plasma, so that
the emerging technology never really displaced the incumbent.*

However, it is unclear whether a similar phenomenon will play out in quantum, particu-
larly since many different models and architectures are still being explored. Current quan-
tum devices are small and noisy, while the holy grail for the technology is to achieve large,
highly-controlled, coherent, analog or digital quantum computers.® In short, a computer
where the rate of component failure is sufficiently low to deliver uninterrupted service.
Even for the most complex combinatorics problems, it could be that quantum-inspired
classical computers ultimately dominate, or that one or several quantum computer de-
signs ultimately dominate, or that some kind of hybrid approach yields a market leader.
For now, however, we know that quantum algorithms have inspired useful innovations in
software for classical computers that have generated commercial opportunities.°®

Second, the threat of the arrival of quantum computers in the near future suggests ben-
efits to investing in certain technologies today—most notably, in cryptography.” If a fully
functioning sufficiently coherent quantum computer becomes available, many files en-
crypted using current standards would be more easily decipherable. Therefore, if some-
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thing needs to remain encrypted for many years, the threat that a quantum computer may
be available in a decade or two means that it is worthwhile investing in quantum-safe en-
cryption today.

Third, quantum computers were originally conceived by Richard Feynman to simu-
late or emulate quantum systems that are difficult to simulate classically on a classical
computer.® As molecules grow more complex, with more atoms and more electrons in
those atoms, the number of possible configurations grows exponentially. This type of
chemical engineering requires combinatorics, and so is often not well-suited to classical
computers. In other words, materials development and drug discovery are constrained
by the combinatorics challenges that arise from simulating new molecules and new ap-
plications of molecules. Quantum simulators, which are attainable in near-term devices,
should help. While we are still waiting for an example of a new useful molecule that has
been discovered through simulation on a quantum computer, complex known molecules
have been simulated, demonstrating proof-of-concept.

Both the short-run and long-run opportunities with quantum computing will depend on
the particular quantum computing architectures developed. There are many such archi-
tectures, each with their strengths, weaknesses, and corresponding technical challenges.
This management-focused article will not provide a technical overview. Just as most ar-
ticles about the impact of other types of information technology on business don’t detail
the physics of semiconductors or the underlying mathematics of a Turing machine, we will
not detail what quantum computing is, how it works, and how the various architectures
differ.® Our purpose is then to use examples of companies working with quantum tech-
nology to shed light on the types of problems for which these advancements are likely to
be most useful, in the near-term and in the long run.

2 Quantum and combinatorics

As the name suggests, combinatorics problems ask the question “how many ways can this
set of objects be combined?”!? Such problems can also ask whether a certain combination
is possible, or what combinations of objects are “best” by some metric. In many cases
the number of tasks required to answer these questions—such as counting all possible
combinations—grows exponentially as the number of objects grows. This makes finding
the answer computationally challenging.

The promise of quantum computers lies in their potential to drastically reduce the time
it takes to solve these sorts of problems by utilizing algorithms that make use of quantum
effects. Not all combinatorics problems require quantum computers. There are combina-
torics problems that are comparatively easy for humans as well as classical computers and
sufficiently large and coherent quantum computers to solve (i.e., trying every sequence of
22,23, and 2% combinations). There are combinatorics problems that are challenging for
humans to solve, but easy for classical computers as well as for sufficiently large and coher-
ent quantum computers to solve (i.e., trying every combination on a gym lock). Notably
there is no benefit to having a quantum computer solve either of these sorts of problems,
because we can work through these problems with our existing classical computers, and
these classical computers suffer comparatively fewer shortcomings compared to quantum
computers.

Next there is a class of combinatorics problems which are challenging for classical com-
puters to solve, but may be comparatively easy for a sufficiently large and coherent quan-
tum computers to solve. These are the types of problems where quantum computing could
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prove useful, and therefore these are the types of problems that are the focus of our dis-
cussion.

Finally, there are a class of combinatorics problems that may be too challenging for even
a sufficiently large and coherent quantum computer to process in a timely manner. These
types of problems, while not our focus, are still important to understand, because they
define boundaries that even quantum computing cannot solve.

Currently, quantum computers are not large or reliable enough to solve any practical
problems better than classical computers, although Google has recently demonstrated
quantum “supremacy” on a complex problem of little practical use.!! As laid bare in this
study, there are many fundamental and technical challenges still facing quantum hardware
manufacturers. If and when sufficiently large and reliable quantum computers do become
available, they will be able to conduct a wide variety of calculations, with their core advan-
tage being in some areas that classical computers will struggle with, such as large-scale
combinatorics problems.

3 Cybersecurity
Perhaps more than any other application, the use of quantum technology in cyberse-
curity has pushed government attention and public sector investment. The World Eco-
nomic Forum has highlighted that “quantum computing could make today’s cybersecurity
obsolete”!? When the US passed the Quantum Initiative Act in 2018 to fund quantum
computing, cybersecurity issues were at the center of the discussion.!* Quantum comput-
ing has also received attention in the context of great-power competition between the US
and China, again with an emphasis on security generally, and cryptography in particular.*
Underlying this attention and investment is the recognition that the technology under-
lying modern cryptography uses combinatorics.'> In 1994, Peter Shor showed that certain
types of encryption would become substantially less complex to break with a sufficiently
large and coherent quantum computer.'® The most notable technical point is that the RSA
public-key standard for asymmetric encryption would be reduced from an exponential
complexity to a polynomial one. In other words, a widely used encryption standard would
be compromised. Thus, while quantum algorithms apply to many combinatorics calcula-
tions, there is a clear and direct application to cryptography. Shor’s algorithm in partic-
ular highlights the opportunity for solving large-scale problems (or creating a large-scale
threat) with fully functional and reliable quantum computers. That does not mean that
current cybersecurity solutions will be broken soon. Sufficiently reliable, large-scale co-
herent quantum computers do not exist and the timeline for their arrival is unknown.
Nevertheless, cybersecurity does represent a near-term opportunity for those who un-
derstand quantum computing. Key exchange for encrypted transmission is the main threat
of Shor’s algorithm, meaning that communications will be vulnerable if and when large-
scale quantum computers appear. However, there are business opportunities today in
preparing for a future of quantum decryption. In some contexts, long-term encryption
of files is important, such as in the United States where classified information must re-
main secure for decades.!” The security of stored data is threatened in particular when
the key exchange data used to encrypt a file is vulnerable to interception. Then, even a
small probability of a large scale quantum computer creates a commercial opportunity in
quantum-safe encryption.® Just like fear of a possible Y2K bug led to massive investment
in computer system upgrades, fear of a possible quantum computer using Shor’s algorithm
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means that developing quantum-safe encryption systems will be prudent in specific sec-
tors. Note, this is where also understanding the limitations of quantum computers is crit-
ical. The potential of quantum computing should lead to a change in cryptography prac-
tices such as longer key lengths, but not an end to encryption. To this end, the National
Institute of Standards and Technology (NIST) is in the process of selecting public-key
cryptographic algorithms that are “capable of protecting sensitive information well into
the foreseeable future, including after the advent of quantum computers.’*

There is a small but growing industry focused on helping companies prepare for the po-
tential end of the usefulness of current encryption techniques.?’ These companies focus
both on hardware, such as quantum key distribution, and software solutions. For exam-
ple, KETS Quantum Security, a company developing quantum safe solutions, is develop-
ing thumbnail-sized, on-chip quantum encryption hardware.?! Additionally, evolutionQ
helps organizations “Prepare for the Quantum Age” Founded by University of Waterloo
professors and quantum computing/cryptography experts Michele Mosca and Norbert
Litkenhaus, evolutionQ provides quantum risk assessment, risk management, and cyber-
security solutions.?? In marketing their products, evolutionQ emphasizes the uncertainty
in the timing of the arrival of quantum computers. Their tools do not require quantum
computers to work. They are focused on preparing systems for the potential for quantum
computers to hack existing encryption techniques. In other words, while the expertise
of the company founders is in quantum computing, their near-term solutions are largely
classical.

4 Chemical engineering

Another area where quantum holds promise is in material discovery and drug develop-
ment. As noted above, the original conception of a quantum computer—by Nobel Prize
winner Richard Feynman in a 1982 paper—was as a tool for simulating quantum pro-
cesses, such as the workings of a collection of atoms.?? Subsequent applications related to
the potential for a quantum advantage when solving certain combinatorics problems did
not become clear until Shor discovered his algorithm in 1994.

Developing new useful molecules requires combinatorics because there are many pos-
sible combinations of atoms, and many possible ways that they can bond. The histories
of material discovery and drug development are full of stories that discuss the impact of
serendipity and luck on discovery.?* For example, Ivermectin is a drug that was first used
as a treatment for heartworm in animals. In the 1980s, the drug was further developed
as an effective treatment for onchocerciasis (also known as river blindness) and has gone
on to improve the quality of life for hundreds of millions of people. Nearly as remarkable
as the drug’s impact on the world, is the amount of luck that needed to occur for the dis-
covery to be made in the first place.?” In the 1970s, Satoshi Omura, a scientist from the
Kitasato Institute in Japan, took a sabbatical in the United States. While there, he struck
up a partnership with Merck. Upon returning to Japan he took soil samples and sent inter-
esting bacteria from those samples to the U.S. for Merck to assess. One of these samples,
taken near a golf course in Japan, contained bacteria which eventually was used to develop
Ivermectin.

In recent years, scientists have increasingly turned to computational chemistry simula-
tions for these applications. With computational chemistry, scientists try to understand
both a material’s molecular structure and its properties. Based on these simulations, scien-
tists then choose the best candidates to ultimately synthesize. The goal of computational
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chemistry has led to cost efficiencies in the R&D process relative to prior methods which
involved trial and error or simply, luck.

However, computational chemistry simulations are in and of themselves challenging.
First, a molecule’s properties are strongly influenced by its lowest energy state. Thus, to
generate inferences on both a molecule’s structures and its expected chemical proper-
ties, the starting point of many simulations is to identify the structure that will yield a
molecule’s lowest energy state. Here, combinatorics problems again arise. For example,
simulating a molecule involves assessing the interaction between every electron and ev-
ery proton in every atom in the molecule and the interaction of those particles with every
other atom in the molecule. Notably every electron from every atom is repelled from ev-
ery other electron from every other atom, and every electron from every atom is attracted
to every proton from every other atom. Thus, the addition of an incremental atom to a
molecule can lead to an exponential increase in the number of interactions that have to be
accounted for, as the electrons and protons of the new atom will be interacting with those
from existing atoms in the molecule.

Because of this combinatorics challenge, only comparatively small molecules are acces-
sible to highly-accurate, generic solutions using classical computers.?® Many computa-
tionally cheaper approximations are available, and in some cases provide sufficiently ac-
curate results, but in many other cases are known to fail. In this space, some combina-
torics problems can be formulated such that even a noisy quantum device may provide
an advantage.”” One approach, pioneered by D-Wave Systems over the last 20 years, is to
explore optimization problems that might display an advantage for an algorithm called
“quantum annealing” Quantum annealing aims to find the best solution to a problem by
exploiting the tendency of quantum mechanics to “tunnel” through barriers between dif-
ferent possible solutions. In September 2020, D-Wave launched a new hardware system
with 5000 qubits, useful for this purpose. Since the approach may be amenable even on rel-
atively noisy quantum devices, it has inspired other hardware manufacturers to explore a
variety of algorithms for their own current hardware. Optimism regarding quantum com-
puting’s eventual impact on chemical engineering is high, in particular following IBM Q’s
simulation of beryllium hydride in 2017. As University of Toronto scientist and quantum
entrepreneur Alan Aspuru-Guzik suggested following IBM Q’s achievement “When quan-
tum computers are able to carry out chemical simulations in a numerically exact way...
This may lead to the discovery of new small-molecule drugs or organic materials?® The
implication is that there are classes of molecules that are too challenging to simulate with
classical methods because of the underlying combinatorics, but will be possible to simu-
late in a timely manner once quantum computers improve sufficiently. If and when this
point happens, then this will lead to further improvements in R&D cost efficiency over
current computational methods.

Even without a full-scale quantum computer, quantum methods already show some
promise. For example, OTI Lumionics is one of many companies that uses a computa-
tional approach to molecule discovery in which they try to determine a molecule’s struc-
tures and properties jointly. Again, the intent when simulating a molecule is to model the
interaction between all of its electrons, and these aspects of the process that pose com-
binatorics obstacles. OTI starts with thousands of potential candidates to simulate and
then pares the list down using computational methods to those that may have the desired
properties based on estimates of molecular structure.?
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OTTlis experimenting with different quantum hardware platforms for materials creation.
They are one of the first companies to model their problems in a way that can be imple-
mented on D-Wave’s quantum annealing hardware.>* Their work in quantum has pro-
vided a two-fold benefit for the firm, one long term and one near term.>! The long-term
benefit is that OTI will be quantum ready if and when quantum computers become suffi-
ciently powerful and noise has been sufficiently reduced.

The short-term benefit is that OTT’s work in quantum has yielded near-term returns
by helping the company to derive quantum-inspired algorithms that they can then apply
on current classical computing architectures. Modelling their problem for the D-Wave
machine directly led to quantum-inspired algorithms that provided efficiency improve-
ments relative to previously existing classical algorithms. Recently, OTI was one of four
companies to be invited to use Microsoft’s new QIO quantum-inspired service as part of
Azure Quantum, where new evidence suggests that OTI's quantum-inspired algorithms
combined with Azure Quantum on classical hardware perform better than other classical
methods that can be run on the same hardware.?> These improvements on classical hard-
ware are important. According to OTI's CEO Michael Helander, the cost to experimenting
with quantum (measured as the opportunity cost to assigning staff to work with quantum
technologies as opposed to some other platform) has been outweighed, even in the near
term, by the benefit derived from creating these new quantum-inspired algorithms.

Several other companies are exploring the use of quantum computing for material or
drug discovery. For example, Menten Al utilizes a combination of quantum computing,
synthetic biology, and machine learning to aid in the creation of new proteins.3®> Another
example is Zapata Computing, who pioneered a number of near-term quantum com-
puting methods for chemical simulations. Zapata has developed a commercial software
platform featuring quantum libraries with applications in chemistry, biopharma, machine

learning, and more.>*

5 Banking /Finance
Combinatorics challenges are common in banking and finance, from arbitrage to credit
scoring to derivatives development. One way banks and other financial institutions deal
with these problems is to constrain them in order to make them more tractable. In other
words, banks simplify the problems to reduce the set of possible solutions. Constrain-
ing the set of possible solutions means that sometimes the best solution is never found.
There is a potential for quantum computers to shed insights into larger problems where
constraints are relaxed and where more outcomes are possible.

Many of these challenges relate to the classic “traveling salesman problem” that has been
a staple of operations research for decades.?® The idea of the traveling salesman problem is
that one salesman has a number of cities to travel to and needs to travel to every city once.
The goal is to find the shortest route that: (1) goes to each city once, and (2) ends up in the
starting city. From a value proposition perspective, the benefit to using the shortest route is
straightforward: The salesman will presumably generate the same revenue by travelling to
each city, while minimizing travel costs by pursuing the most efficient route. It is relatively
straightforward to find the shortest route when there are comparatively few cities to travel
to (e.g., four). However, the problem becomes less and less tractable the more and more
cities that are added. When the number of cities that need to be travelled to gets sufficiently
large, quantum computing may eventually offer the potential to speed up the process to
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the point that finding a global minimum “route” through all possible cities becomes pos-
sible. A surprisingly large number of business problems can be framed as variations of the
traveling salesman including circuit design, package delivery, and train scheduling. More
specifically, researchers have identified combinatorics problems in banking and finance
that might benefit from quantum computing, including portfolio optimization, foreign
exchange arbitrage, and credit scoring.>®

In credit scoring, for example, banks use data to predict which customers are likely to
default, and which customers are likely to repay their loans. There are two types of er-
rors that banks might make when making a loan decision. One type of error arises when
a bank’s credit scoring model suggests lending money to a client and then the client sub-
sequently defaults. Another type of error arises when a bank’s model suggests not lending
a customer money but the customer would not have defaulted had the bank given the
loan. It is costly to lend money to people who default. It is also costly to refuse profitable
customers.

With the preceding as a backdrop, one might assume that banks would like to incor-
porate as many different factors as possible when credit scoring. However, a paper by
quantum computing software company 1Qbit highlights a cost to using a large number of
factors: verifying the accuracy of the information.?” After all, without robust verification,
borrowers may omit key information or outright lie. Therefore, lenders might be willing
to sacrifice prediction accuracy for a reduced cost of verifying the accuracy of a loan ap-
plication. Using data from lending decisions and relevant customer characteristics, the
paper demonstrates the combinatorics challenges of determining which information to
collect in order to generate accurate predictions without spending too much on verifying
the accuracy of the data. These are combinatorics problems because every possible group-
ing of customer characteristics needs to be assessed. So, if there are one hundred possible
borrower characteristics, factors 1, 3, and 15 need to be compared to factors 2, 9, 22, 51,
and 85 and so on. Importantly, the number of possible combinations to assess increases
exponentially with every additional factor.

Many other financial problems involve understanding the set of possible outcomes for a
number of assets. For example, the decision to invest in a portfolio of stocks involves simu-
lating the distribution of possible future prices from the portfolio’s underlying stocks. With
a small number of underlying assets to model, these simulations are relatively straightfor-
ward, and banks and financial institutions use a tool called Monte Carlo simulation. These
simulations are widely used for derivatives pricing and risk management.?®

As the number of underlying assets and factors grows, the pricing of advanced deriva-
tives and the construction of value-at-risk models can require simulation of the joint distri-
bution of a large number of assets. These are combinatorics problems because the future
value of one asset may be related to the values of the other assets. Risk assessment requires
more than knowing the possible set of future values of the various assets, it involves know-
ing how those values relate to each other. For example, suppose a bank wants to conduct
a risk assessment on a mortgage portfolio for homes in Florida and Nevada. If real estate
prices in those states move together, so that a crash in Florida prices means a likely crash
in Nevada prices, then that portfolio is likely to be risky. In contrast, if the prices are in-
dependent and do not move together, then the risk of that portfolio is lower. If we add all
other US states, plus many other countries, and non-mortgage assets, the complexity of
this problem increases substantially.
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In such a setting, Monte Carlo becomes very slow on a classical computer and this limits
the ability to price complex derivatives or simulate value-at-risk models in a timely man-
ner. Interestingly, a McKinsey report notes that many banks have reduced the use of Monte
Carlo simulations for value-at-risk calculations. The report cites increasing computational
complexity as a possible reason, emphasizing that the number of factors that banks need
to simulate has grown over time.>* The potential for quantum-accelerated Monte Carlo
simulation is a speed-up with respect to the underlying simulation itself,*® and this may
enable new types of derivatives to be priced or risk models to be simulated more quickly.

Given the computational intensity of many banking and finance problems, there is po-
tential for profitable applications of quantum computing as the technology matures. Some
companies have already made progress. For example, Cogniframe is developing a “Finan-
cial Services Operating Layer” that will be positioned atop the Quantum Cloud and will be
used to help solve challenging optimization and simulation problems.*! In addition, Mul-
tiverse Computing is using quantum and quantum-inspired algorithms to develop a com-
prehensive software suite to solve quantitative financial and macro-economic simulation
problems.*? Such applications are promising and some may not require a fully functioning
large scale general purpose quantum computer to provide business value. Furthermore,
this is another area where quantum-inspired algorithms might arise that make it easier to
solve combinatorics problems on classical computers.

Overall, combinatorics problems are common in finance and banking, and solving them
would be extremely valuable. Nevertheless, the highest value combinatorics problems
in finance and banking will likely require substantial advances in quantum computing
technology. Until such technology becomes available, there is near-term potential for
quantum-inspired algorithms to generate profit opportunities.

6 Advanced manufacturing

Solid State Al is working to make advanced manufacturing more efficient. They are fo-
cused on helping companies identify the cause of rare failures in their manufacturing
processes. Failure, although rare, can be very costly and so predicting these events can
generate enormous savings. These are difficult combinatorics problems, related to finding
a single fault in systems where many possible sequences need to be investigated.

This is an issue that often arises with unbalanced datasets. Most of the time, the pro-
cesses operate as expected, and failures are rare. This means there is not much data on
past failures relative to the number of things that could go wrong. This also means that
it is challenging for standard statistical analyses to explain failure rates, as many possible
paths could explain the same failure. Assessing why processes fail in this setting is made
even more complicated when there are many possible combinations of events that have
to be assessed to understand why failure occurred—i.e., when the signal-to-noise ratio is
very low. The problem then is similar to the travelling salesman problem mentioned above,
where the goal is to find the shortest route among many possible routes. Here, the goal is
to find the sequence of events that led to failure among many possible sequences.*3

In many advanced manufacturing processes, failure is rare but very costly. For exam-
ple, in the process of making CPU chips, there may be 2 failures in 10,000 runs once the
machines are properly calibrated. Additionally, there can be thousands of steps in the pro-
cess to manufacture a chip, and every step in the process may have different sensors and
indicators that can take on different readings.
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In this setting, the number of combinations that need to be assessed increases exponen-
tially with each new process step (and every set of new indicators that accompany that
process step). If failure is common (e.g., 20% failure rate), then conventional statistical
methods to inferring causal links between various factors and failure would become vi-
able. Furthermore, for less advanced manufacturing, like clothing manufacturing which
can involve as few as 15 steps, standard solutions are also more feasible because the com-
binatorics problems aren’t as challenging. Put differently, although solving the problems
gets more challenging with each step, there are materially fewer steps in this process, and
thus far fewer combinations to assess. Thus, quantum computing is not as likely to provide
a benefit beyond current methods in settings with high failure rates or in less advanced
manufacturing with fewer steps.

Solid State Al assesses many challenges in advanced manufacturing, including process
failure when failure is rare. Solid State Al has been experimenting with quantum hard-
ware providers to understand and reduce such failures.** While the hardware needed for
a quantum solution is not yet reliably available at scale, Solid State Al has been able to gen-
erate value for advanced manufacturers through the development of quantum-inspired
classical algorithms that provide improved solutions using classical computing infrastruc-
ture.

There are two aspects of the value proposition for advanced manufacturers to utilizing
these sorts of quantum-inspired solutions to enable better prediction of rare but costly
failures. We can illustrate both benefits with DuPont Analysis.** In one specification of
the formula, DuPont Analysis involves the disaggregation of return on assets (ROA) into
two different ratios: profit margin and total asset turnover.*® The profit margin is often
an indicator of the nature of competition in the market or the price setting/price taking
nature of the firm or its industry. Total asset turnover measures the firm’s efficient use of
its assets.

For most companies, the two ratios move in opposite directions. For example, a dol-
lar store will typically have lower margins, as it competes on price, but higher turnover
because its products are affordable to a broader number of consumers. Advanced manu-
facturers like chip makers may have lower asset turnover, because it takes a long time to
manufacture a chip, but presumably higher margins than a dollar store because not every
company has the technical expertise to enter the chip market (and profit margins are often
increasing in the barriers to entering a market).

Making better predictions with unbalanced data through quantum-inspired solutions
might improve ROA in two ways. First, by reducing downtime, efficiency and (in turn)
asset turnover should improve. Improved total asset turnover should have a positive ef-
fect on ROA. Second, the firm becomes more cost efficient which should improve profit
margins. Improved profit margins should also improve ROA.

7 Conclusion

Billions of dollars are now pouring into quantum computing.*” We have argued that the
biggest promise of such computers lies in solving large combinatorics problems. Quan-
tum is poised to make solving large scale combinatorics problems faster and cheaper. The
examples highlighted above in cybersecurity, chemical engineering, banking and finance,
and advanced manufacturing suggest that these problems are common and occur in a wide
range of industries. In order to assess where opportunities lie in any industry, the first step
is to identify combinatorics problems that could generate substantial value if unlocked.
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We have also emphasized that quantum computers are not yet available at the level of
power and reliability needed for solving these types of problems. Still, we highlighted
three near-term commercial opportunities from recent advances in quantum hardware
and software: (1) quantum-safe encryption on classical computers, (2) material and drug
discovery, and (3) new quantum-inspired algorithms for classical computers.

Before concluding, it is important to recognize that the set of potential applications high-
lighted above does not represent the full set of business opportunities that leverage recent
advances in engineering related to quantum phenomena. In particular, quantum sensing
and quantum communication are emerging technologies with commercial potential.*® We
have also not discussed companies focused on building the quantum ecosystem, including
quantum computing companies like Agnostiq, which provides additional encryption for
users who work on quantum-based computers via the cloud.* Finally, we have also not
discussed companies who are working on developing new types of quantum computers.
Our focus in this article has been on the application of quantum computing for business
and management problems that are challenging because of the underlying combinatorics.

There is much we do not know. The quantum machines that are likely to be available
(even in the near future) may prove useful for applications that remain undiscovered. As
University of Toronto scientist and quantum entrepreneur Alan Aspuru-Guzik put itin an
interview with Nature magazine, there is “a role for imagination, intuition and adventure.
Maybe it’s not how many qubits we have; maybe it’s about how many hackers we have.”*°
For now, given current insights, if quantum computers prove useful, it will be to businesses
and organizations that identify high value combinatorics problems that cannot be solved
well on classical computers.
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