
Eur. Phys. J. Plus        (2021) 136:1104 
https://doi.org/10.1140/epjp/s13360-021-02060-0

Regular Art icle

Ion–electron energy transfer in kinetic and fluid
modelling of the tokamak scrape-off layer

D Power1,a , S Mijin2 , F Militello2 , R J Kingham1

1 Blackett Lab., Plasma Physics Group, Imperial College London, London SW7 2AZ, UK
2 CCFE, Culham Science Centre, Abingdon, Oxon OX14 3BD, UK

Received: 5 January 2021 / Accepted: 11 October 2021
© The Author(s) 2021

Abstract Using the 1D kinetic electron code SOL-KiT, simulations of the divertor tokamak
scrape-off layer were carried out to explore the presence of kinetic effects in energy transfer
between the ions and electrons. During steady-state conditions, it was found that the ion–
electron energy transfer is well described by a fluid model, with only minimal differences seen
when electrons are treated kinetically. During transient regimes (featuring a burst of energy
into the scrape-off layer), we see evidence of enhanced energy exchange when calculated
kinetically as compared to a fluid model. The kinetic correction represents an additional 8–
55% ion–electron energy transfer across the domain, depending on the pre-transient plasma
collisionality. Compared to the total energy going into the plasma during the transient, the
correction is less than 1%, so its impact on plasma profiles may be small. The effect is
seen to increase in strength along the domain, peaking in front of the divertor target. The
overall discrepancy (integrated along the domain) increases during the transient energy burst
and disappears on a similar timescale. However, at the target the effect peaks later and takes
several multiples of the transient duration to relax. This effect may be only partially explained
by an additional population of cold electrons arising from neutral ionization.

1 Introduction

In magnetically confined fusion devices such as tokamaks, the region of plasma between the
reactor walls and the core plasma helps to define its performance. This region, characterized
by open magnetic field lines culminating at solid targets, is called the scrape-off layer (SOL).
In a divertor tokamak, particles and energy make their way from the core to the reactor
walls via the SOL. Transport occurs both along and across the field lines, but the strong
magnetic fields ensure parallel transport dominates over perpendicular transport. For present
and future reactors, quantifying this parallel transport is important in predicting effects such
as the qualitative behaviour of the SOL, heat loads to the reactor walls and the sputtering
yield of impurities from solid surfaces into the plasma.

Treatment of parallel transport in the SOL is often done using fluid models [1–3], devel-
oped in a similar manner to the fluid closure of Braginskii [4]. However, fluid models fail
to account for some experimental observations such as the electron temperature at the solid
targets [5]. This may be explained due to ‘kinetic effects’, defined broadly as anything result-
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ing from deviations from a velocity distribution of the plasma particles which is close to
Maxwellian. Such effects in plasmas may arise due to steep temperature gradients, plasma–
surface interactions or due to atomic and molecular processes. Each of these is present in
the edge plasma in a divertor tokamak, a tokamak configuration designed to distance the
plasma–wall interface from the core plasma. Steep temperature gradients in particular are
a feature of the ‘detached’ divertor SOL, a favourable operating regime featuring a neutral
cloud between the plasma-facing components and the hot upstream plasma.

Because of differences in the ability of ions and electrons to conduct heat along and out
of the SOL, we expect the ions to generally reach higher temperatures in the SOL if the total
power going into each species via cross-field transport from the core is approximately equal.
Therefore, energy is expected to flow to the electrons through elastic ion–electron collisions.
This additional source/sink term for each species may play a role in determining plasma
behaviour in the SOL and the eventual escape mechanism for energy that makes its way into
the SOL. For example, physical sputtering yields are determined primarily by the amount of
heat flux carried to the solid surfaces by the ions, while the amount of energy radiated away
via inelastic collisions with neutral particles depends more on the properties of the electrons.
Since there is evidence of kinetic effects in other aspects of SOL plasma behaviour, it is natural
to investigate whether a fluid model is adequate to describe ion–electron energy exchange.
To the authors’ knowledge, such a study has not been carried out previously.

Here, results are presented of 1D simulations of the divertor SOL using the kinetic electron
code SOL-KiT [6], which is outlined in Sect. 2.1. While such 1D studies might lack pre-
cise quantitative predictive power, they are useful for understanding qualitative edge plasma
behaviour, which is the purpose of this study. The SOL-KiT model has been extended to
include a fluid ion temperature equation, allowing the electron and ion temperatures to decou-
ple. Large differences in temperature are expected outside of highly collisional regimes due
to differences in their parallel heat conductivity. The extensions to the SOL-KiT model are
discussed in Sect. 2.2. Simulations of equilibria and transients have been run for a divertor
SOL in a medium-sized tokamak at a range of different collisionalities, described in Sect.
3. Focus is given to the transfer of energy between electrons and ions, and it will be shown
(Sect. 4) that a kinetic treatment of the electrons can result in deviations of the amount of
energy transfer as compared to a fluid approximation. Potential causes and consequences of
this effect will be discussed in Sect. 5.

2 Physical model

SOL-KiT is a fully implicit 1D plasma code [6] which has been used to study kinetic effects
in parallel electron transport in the divertor SOL [7]. We will briefly outline the physical
model implemented in SOL-KiT, followed by the extensions to the ion model which have
facilitated the analysis presented here.

2.1 SOL-KiT

SOL-KiT models a hydrogenic plasma consisting of electrons, which may be treated either as
a fluid or kinetically, fluid ions and diffusive neutral atoms (including a collisional radiative
model for neutral excited states). The primary aim of SOL-KiT is to provide a consistent
means of comparing a fluid plasma model with a model featuring kinetic electrons. As such,
an important feature of SOL-KiT is that it can recover the classical transport coefficients
in highly collisional plasmas, including the Spitzer–Härm heat flow, while demonstrating

123



Eur. Phys. J. Plus        (2021) 136:1104 Page 3 of 13  1104 

non-local effects in low-collisionality domains. This has been shown in [6,7]. The implicit
numerical scheme used by SOL-KiT also ensures that fast phenomena on the timescale of
the plasma oscillation period are effectively smoothed out when using comparatively large
timesteps.

Here, we will briefly outline the SOL-KiT code; the interested reader is referred to [6] for
a more detailed explanation of the model, numerics and benchmarking.

2.1.1 Fluid model

The fluid model for electrons consists of equations for the density ne,
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The spatial domain is along the x-axis. The parallel electric field is given by E . The
constants e, me and k are the elementary electron charge, electron mass and Boltz-
mann’s constant, respectively. S, Re and Qe are sources of particles (from ionization and
recombination), friction (from electron–ion and electron–neutral collisions) and heat (from
electron–ion and electron–neutral collisions as well as external heating). Electron–neutral
processes, and the associated transfer of particles, momentum and energy, are described
in Sect. 2.1.2. The Braginskii form is used for the electron–ion contribution to Re [4],
Rei = −mene

τe
0.51 (ue − ui ) − 0.71ne

∂(kTe)
∂x . Closure of these fluid equations is achieved

with the Braginskii expression for heat flow [4], qe = −κe
∂(kTe)

∂x + 0.71nekTe (ue − ui ),
with the Spitzer–Härm value for heat conductivity κe [8].

The ion density, ni , is not modelled directly; instead quasi-neutrality is enforced via
Zni = ne, where the ion charge is Ze. The ion flow velocity, ui , is evolved using a very
similar equation to (2) featuring the ion mass, mi ,

∂ui
∂t

= −ui
∂ui
∂x

+ Ze

mi
E + Ri

mini
− S

ni
ui − 1

mini

∂ (ni kTi )

∂x
. (4)

Particle sources S are the same for both species. Ri has contributions from ion–electron
friction (obtained by enforcing overall momentum conservation, Rie = −Rei ) and ion–
neutral friction via charge exchange collisions, RCX . A simplified form of charge exchange
is considered, where neutrals are effectively considered as a stationary target, so that RCX =
−nimiui |ui |nnσCX . The neutral densities and charge exchange cross sections are summed
over all tracked excited states, with cross-section data obtained from Janev [9].

The electric field is calculated using Ampère–Maxwell’s law, containing only the dis-
placement current,

∂E

∂t
= − 1

ε0
( je + ji ). (5)

The electron and ion currents are calculated in the fluid model as ji,e = qi,eni,eui,e, where
qi = Ze and qe = −e, and ε0 is the vacuum permittivity.
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Atomic neutrals are treated with a diffusive model, where the density of each excited state
b is tracked using Fick’s law for diffusion and a collisional radiative model (CRM) for the
sources,

∂nb
∂t

= ∂

∂x

(
Db

∂nb
∂x

)
+ Sb. (6)

For a given state b, the source term Sb contains contributions from electron-impact excita-
tion and ionization, spontaneous and collisional de-excitation, and radiative and three-body
recombination. The 1D diffusion coefficient Db is calculated using the charge exchange
collision frequency.

2.1.2 Kinetic electron model

When the electrons are modelled kinetically, the electron velocity distribution function
f (x, v, t) is evolved according to the 1D Vlasov–Fokker–Planck–Boltzmann (VFPB) equa-
tion,

∂ f (x, v, t)

∂t
+ vx

∂ f (x, v, t)

∂x
− e

me
E

∂ f (x, v, t)

∂vx
=

∑
α

Ce-α, (7)

where v is the velocity space coordinate and Ce-α is the collision operator for collisions
between electrons and species α (electrons, ions or neutral atoms). For collisions between
charged particles (electron–electron and electron–ion), the Fokker–Planck collision operator
is implemented. For collisions between electrons and neutral atoms, the Boltzmann collision
integral is used.

Similar to codes such as IMPACT [10] and OSHUN [11], a spherical harmonic expansion
of f is employed as a physically meaningful method of dimensionality reduction (described
in detail in [12]). The Cartesian velocity coordinates (vx , vy, vz) are expressed in spherical
coordinates (v, θ, ϕ). Spherical harmonics allow us to write a function in this coordinate
system as a product of associated Legendre polynomials, Pm

l (cos θ), and the complex phase,
eimϕ . The distribution function becomes

f (v, θ, ϕ) =
∞∑
l=0

l∑
m=−l

f ml (v)P |m|
l (cos θ)eimϕ.

Since the model is 1D and azimuthal symmetry about the x-axis is assumed, magnetic field
effects are ignored and m = 0 always, reducing the decomposition to Legendre polynomials
only (the m superscript is hereby dropped).

Transport quantities become natural functions of different harmonics of f in this formal-
ism. For a scalar function in v, its moment uses the l = 0 harmonic,∫

φ f (v)dv = 4π

∫ ∞

0
φ f0(v)v2dv.

Values for ne and Te can be obtained for φ = 1 and φ = 1
2mev

2, respectively. If a is a vector
function of v, its moment uses the l = 1 harmonic,∫

a f (v)dv = 4π

3

∫ ∞

0
‖a‖ f1v

2dv.

For a = −ev, we can obtain the electron current density, and a = 1
2mev

2v gives the total
energy flux. This can be continued for higher-order tensor quantities.
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This process allows us to express the kinetic Eq. (7) as a series of equations in fl(x, v, t),
up to some lmax for the highest resolved harmonic. The Fokker–Planck and Boltzmann
collision operators are similarly decomposed according to the process outlined in [12]. Taking
moments of the density, momentum and energy of the distribution function also allows direct
comparison with the fluid electron model outlined in the previous section, enabling studies
which seek to isolate kinetic effects, as well as for interfacing with the fluid ion and neutral
model.

The particle source S, used in the fluid model for ions and electrons, is calculated through
considering electron-impact ionization, radiative recombination and three-body recombina-
tion events. Ionization rates are calculated by taking moments of f0. For ionizations from a
given neutral state b, K ion

b = 4π
∫
dvv3 f0(v)σ ion

b , where σ ion
b is the total ionization cross

section, so that Sion = ∑
b K

ion
b nb. Excitation/deexcitation collisions are treated similarly,

which contributes to the particle source Sb for the individual neutral states in (6). This same
approach is taken when the fluid model for electrons is used, and f0 is taken to be Maxwellian
at the correct density and temperature. Three-body recombination is the inverse process to
ionization and is treated via the principal of detailed balance [13,14], while Maxwellian
radiative recombination rates are used, taken from [9].

A similar approach is taken for electron–ion and electron–neutral friction, Rei and Ren ,
where the momentum moment of the relevant collision operators are taken. Because these are
vector quantities, f1 is required. For fluid electrons, f1(v) = −ue∂ f0/∂v with Maxwellian
f0. Finally, the electron–neutral energy exchange, Qen can be calculated by taking the product
of rate coefficients (calculated as described above) with the neutral density and the transition
energy for a given process, summed over all neutral states and all processes considered. For
a process which takes neutrals from state b to b′ then,

Qen = −
∑
bb′

Kb→b′nbεb→b′ ,

where εb→b′ is the transition energy of a given process. In this way, plasma cooling due to
ionization, for example, is accounted for consistently across the fluid and kinetic model.

With kinetic electrons, the electric field (5) is solved by taking the current density moment
of the electron distribution.

2.2 Extensions to the SOL-KiT model

In order to allow the ion and electron temperatures to decouple, an ion temperature equation
has been added to SOL-KiT. This is analogous to the fluid electron temperature Eq. (3) and
is developed in the same manner by taking moments of the kinetic equation and separating
velocity into mean and random components [4]. The form implemented is
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The friction term Ri and particle source S are the same as that used in the fluid model
(see Sect. 2.1.1). The Braginskii form of the ion heat flow is used with Spitzer–Härm heat
conductivity [4,8],

qi = −κi
∂(kTi )

∂x
,
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where κi = 3.906ni kTiτi/mi , the ion collision time is

τi = 3
√
mi (kTi )

3
2 (4πε0)

2

4
√

π Z4ni ln 
e4
,

and ln 
 is the Coulomb logarithm.
Ion heating Qi = Qext,i + Qie arises from external heating (simulating input power to

the SOL from the core plasma) and from collisions with electrons. For a given heat flux
Wi entering over a heating length Lh , Qext,i = Wi/Lh . The electron–ion heat exchange is
treated differently for fluid or kinetic electrons. For fluid electrons, a standard form [15] is
used,

Qie = −Qei = −3me

mi

nek

τe
(Ti − Te), (9)

where the electron collision time is
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Note that a positive value of Qei here corresponds to energy moving from the ions to the
electrons.

When electrons are considered kinetically, the energy moment is taken of the collision
operator for electron–ion collisions, Ce-i , such that

Qei =
∫

dv
1

2
mev
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2
mev

4C0
e-i , (10)

where the collision operator for f0 is used, C0
e-i , since Qei is a scalar quantity. C0

e-i is a
function of both f0 and F0, the isotropic part of the ion distribution function. As described in
[12], we obtain a form of this collision operator by reformulating the Rosenbluth potentials of
the Fokker–Planck collision operator in terms of integral functions of the scattering species
(in this case, ions) and, assuming a Maxwellian F0, we arrive at

C0
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where
I 0
0 = ni (erf(y) − y erf′(y)).

Here, erf is the standard error function and erf′ is its derivative; y = √
miv2/2kTi and

Γei = (Z2e4 ln 
ei )/(4π(meε0)
2). Conservation of energy is achieved by adding Eq. (9) to

Qe in the electron temperature equation for fluid electrons, and Eq. (11) to the right hand
side of the VFPB equation for kinetic electrons.

It is worth remarking here that the assumption of Maxwellian ions for F0 is not a partic-
ularly limiting constraint. Due to the lower thermal velocity of ions, the bulk of F0 takes up
a relatively small portion of the velocity domain compared to f0, over which the collision
operator is integrating, and so the collision operator is much more sensitive to changes in the
exact shape of f0 than F0.

3 Simulation setup

The simulated spatial domain was 10.18m in length, where symmetry about the midplane is
assumed so that this represents half of the connection length of the modelled SOL. External
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Plasma conditions in equilibrium for Pin = 1MWm−2. Plasma conditions in equilibrium for Pin = 6MWm−2.(a) (b)

Fig. 1 Plasma temperature and density profiles for a detached and non-detached case (1 MWm−2 and
6 MWm−2 input power, respectively). Solid/dashed lines represent simulations with fluid/kinetic electrons.
The boundary at x = 0 is the midplane, while x ∼ 10m is the sheath entrance

heating is applied over the first 3.51m, simulating input power to the SOL from the core. For
both fluid and kinetic electrons, equilibrium conditions were obtained for four input powers,
Pin = 1.0MWm−2, 3.0 MWm−2, 4.5 MWm−2 and 6.0 MWm−2. Equal amounts go into the
electrons and ions, so that the total input power is 2Pin . In the discussion that follows, runs
are referred to by the Pin going to each species, not the total input. The plasma response to
conductive transients was also simulated, where the input power was temporarily increased
to Pin = 45 MWm−2 for a duration of 10μs, before returning to the original input power.

The spatial domain was divided into 64 cells, representing the region between the midplane
and the sheath entrance. Spatial cells were spaced logarithmically, with higher resolution close
to the target. Spatial grid widths ranged from 0.48m to 0.03m. In velocity space (for kinetic
electron runs), a geometric grid of 80 cells was used up to a velocity of ∼ 12vth,0, where
vth,0 is the thermal velocity of electrons at a reference temperature of 10eV. The resolution
was higher at low velocities, such that grid widths ranged from 0.05vth,0 to 0.35vth,0.

For kinetic runs, the kinetic equation was solved up to the harmonic lmax = 3. A constant
line-averaged plasma density of 〈n〉 = 1×1019m−3 was maintained through 100% recycling
of neutral deuterium atoms, where thirty excited states were modelled.

The timestep used was 2t0 for the fluid runs and ranged from 0.01t0 to 0.1t0 for the kinetic
runs depending on input power, where t0 is the 90◦ electron–ion collision time for a reference
plasma at Te = 10eV and ne = 2.5 × 1019m−3.

4 Results

It is informative to first present the equilibrium plasma profiles obtained for two input powers,
Pin = 1 MWm−2 and 6 MWm−2, shown in Fig. 1. Solid lines show results for fluid electrons,
while dashed lines represent simulations with kinetic electrons. In these simulations, the
plasma was allowed to evolve until equilibrium was reached for the model described in
Sect. 2. For the 1 MWm−2 case, we see a detached profile; however, the 6 MWm−2 case is
not detached. The low-power run shows minimal differences when the electrons are treated
kinetically, while in the high-power run (corresponding to lower collisionality) a steeper
electron temperature gradient is seen (this effect is discussed in [7]). As expected, the ions tend
to be hotter than the electrons, especially upstream, owing to their lower heat conductivity.
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Table 1 Line-integrated ion–electron energy transfer using a kinetic or fluid model, for four different equi-
librium conditions

Pin [MWm−2] 〈Q f l
ei 〉 [MWm−2] 〈Qkin

ei 〉 [MWm−2]

1.0 0.65 0.66

3.0 1.36 1.37

4.5 1.35 1.36

6.0 1.18 1.19

Fig. 2 Ion–electron energy
exchange for kinetic equilibria at
four different input powers
(positive values mean energy is
going to the electrons), for the
electron distribution obtained by
SOL-KiT, Qkin

ei (dashed), and for
a Maxwellian at the same density

and temperature, Q f l
ei (solid)

For the focus of this study, we now turn to the energy transfer between electrons and
ions, Qei . We limit the analysis to the kinetic runs, exploring differences in Qei caused by
deviations of the electron distribution function from Maxwellian. The reason for doing this
is that the absolute value of Qei is a strong function of the temperature difference between
electrons and ions, which is in turn influenced by whether a kinetic or fluid model is used
for the electrons. As such, a clearer consideration of any potential kinetic effects in the
heat exchange between the two species can be done by looking at plasma profiles obtained
with kinetic electrons only. In Fig. 2, we compare the heat exchange calculated using Eq.
(10) for the f0 obtained by SOL-KiT, Qkin

ei , with a Maxwellian with the same density and

temperature acquired from moments of f0, Q f l
ei (this is effectively equivalent to using the

familiar Braginskii expression in Eq. (9)). Heat exchange across most runs peaks close to the
target due to reduced temperatures and increased densities leading to higher collisionality
there, outcompeting the reduced temperature differences (see Fig. 1). For the lowest power
run, the uptick close to the target arises because the electron and ion temperatures decouple
slightly there despite high collisionality, most probably due to differences in the sheath heat
transmission. Small differences can be seen between a kinetic and fluid calculation of Qei ,
across all runs, particularly in the high-power cases close to the target, but there is good
overall agreement. In all cases, a kinetic treatment leads to a (small) suppression of energy
transfer upstream, and enhanced energy transfer close to the target. Table 1 shows the total
energy transfer in equilibrium integrated over the whole domain, i.e. 〈Qei 〉 = ∫

Qeidx . The
differences are minimal, being less than 0.02 MWm−2 in all cases, suggesting Qei is well
described by a fluid model here.

For the conductive transients studied, Fig. 3 shows the difference in Qei when calculated
kinetically or with the fluid model, Qkin

ei − Q f l
ei , for a spatial cell in the middle of the domain

(x � 5m) and close to the target (x � 10m). The different runs are referred to here by the
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(a) x = 5.16m (b) x = 10.14m

Fig. 3 Time evolution of the difference in Qei for a kinetic (Qkin
ei ) and fluid (Q f l

ei ) calculation, for conductive
transients launched on background equilibria obtained at four different input powers. The origin of the ripple
effect occurring on an electron timescale in the lowest power runs at the target (right) is unclear, but may be
connected to an oscillating detachment front

value of Pin prior to the transient, which represents the background plasma conditions on
which the transient was launched. All runs experience the same power burst of 45 MWm−2

for 10μs, before returning to the original input power.
In the middle of the domain (Fig. 3a), we see enhanced energy transfer associated with the

transient across all runs, before relaxing quickly to the pre-burst value (slight suppression)
and a small secondary perturbation on an acoustic timescale at t � 100μs. The peak occurs
in all runs before the transient energy burst has finished, at around 4μs. For context, in order
of increasing Pin the peaks in Fig. 3a represent, respectively, 44%, 18%, 14% and 11%
enhancement of Qkin

ei compared to Q f l
ei at that time and location.

Close to the target (Fig. 3b), we see peak differences in energy exchange an order of
magnitude larger than that in the middle of the domain, and slower relaxation to the pre-
transient level, occurring on a timescale of the order 40-100μs. The peak kinetic enhancement
of Qei happens at different times for different background plasmas, occurring 10-30μs after
the transient has ended. For the 1 MWm−2 and 3 MWm−2 runs, the peak represents 25%
and 63% enhancement, respectively, while for the 4.5 MWm−2 6 MWm−2 runs, we see a
doubling and tripling of the respective values of Q f l

ei .
To assess the total magnitude of the effect seen here, we again integrate over the spatial

domain and take the difference for a kinetic and fluid treatment at each point in time, 〈Qkin
ei 〉−

〈Q f l
ei 〉. This is shown in Fig. 4. We see that the peak kinetic enhancement of 〈Qei 〉 is slightly

stronger for low-power runs (corresponding to higher collisionality before the transient),
and that the duration of the effect is similar to that of the transient energy burst. This is
despite the fact that the area of strongest enhancement, close to the target, takes longer to
relax than elsewhere—this may be explained by the fact this particularly strong effect occurs
over a relatively small region. Taking the first 10μs and subsequent 40μs (up to t = 50μs),
Table 2 compares the time integrated total energy transfer from the ions to the electrons
during the simulations, Wei = ∫ 〈Qei 〉dt . During the transient energy burst (first 10μs), a
kinetic treatment predicts 55% more energy transfer than a fluid model for the 1 MWm−2

background, with the effect reducing to 8% for the 6 MWm−2 background. There are much
smaller differences in the subsequent 40μs, peaking at 3% enhancement for the 1 MWm−2

background, highlighting that the effect is more significant during the burst phase of the
transient.
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Fig. 4 Evolution during a
conductive transient of the
difference in Qei when
calculated kinetically or with a
fluid approximation, integrated
over the spatial domain

Table 2 Total time-integrated ion–electron energy transfer using a kinetic or fluid model, comparing the first
10μs (duration of transient energy burst) with the following 40μs. For context, the total input energy to the
plasma during the first 10μs is 900Jm−2

Pin [MWm−2] First 10μs Subsequent 40μs

W f l
ei [Jm−2] Wkin

ei [Jm−2] W f l
ei [Jm−2] Wkin

ei [Jm−2]

1.0 1.55 2.41 32.05 33.04

3.0 8.70 9.64 51.04 52.20

4.5 9.27 10.09 41.34 42.33

6.0 8.69 9.36 34.81 35.80

5 Discussion

We have seen that ion–electron energy transfer is described well by a fluid model in the steady-
state SOL regimes studied here. Differences that do exist appear unlikely to affect plasma
profiles and behaviour as they are small in magnitude and occur over a relatively small region.
During transient regimes, however, a kinetic treatment of the electrons predicts additional
heat exchange, particularly during the transient energy burst into the SOL. Before proceeding,
it is worth noting that finite grid effects are unlikely to be contributing significantly to these
effects. A subset of the runs analysed here were repeated on a velocity grid with quadrupled
resolution (not presented here), and only negligible differences were seen.

We may investigate the cause of the observed effects by looking at the electron distribution
in a region of kinetic enhancement of Qei , and its effect on the collision operator. In Fig.
5, these quantities are shown for a spatial cell close to the target (x = 10.16m) at a time
correlating with the peak of the enhancement in the 3 MWm−2 transient run in Fig. 3b
(t = 25μs).

The obtained distribution in this region deviates strongly from a Maxwellian (Fig. 5a),
featuring an additional low-temperature electron population, depletion around the middle
of the energy range and an enhanced high-energy tail. This deviation contributes to the
enhancement of Qei , as can be seen in Fig. 5b, where the integrand (dashed) of the energy
moment of the collision operator, Qei = ∫ 1

2mv2C0
ei dv, is plotted alongside the integral

(solid), as a function of electron energy. Shown are the curves for the SOL-KiT-obtained
distribution and a Maxwellian, as well as that of a two-temperature Maxwellian (discussed
shortly). A distinct low-energy feature can be seen, which is not present for the Maxwellian.
Around the middle of the energy range, there is also some additional kinetic contribution
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to Qei . The high-energy tail does not contribute to the kinetic enhancement of Qei here, as
expected due to the low collisionality of fast electrons.

We might expect the additional cold electrons seen in the f0 obtained by SOL-KiT, which
produces the distinct low-energy contribution to Qei seen in Fig. 5b, to originate from elec-
trons liberated by collisional ionization. While the exact form of this collisional operator
implemented in SOL-KiT places the ejected electrons in the lowest velocity cell, and so the
effect may be exaggerated, we would anyway expect electrons generated during the ioniza-
tion process to be colder than the background population due to loss of the ionization energy.
By fitting a two-temperature Maxwellian to the contribution to Qei , keeping overall density
and temperature the same, good agreement is obtained with the low-energy feature in Fig. 5b
(inset) with T cold

e = 0.13eV and ncolde = 3.8×1015m−3. This accounts for 0.13 MWm−3 of
the additional 0.33 MWm−3 energy exchange seen here when treated kinetically. Putting a
two-temperature Maxwellian into the collision operator yields Qei = Qcold

ei + Qbulk
ei , where

Qcold
ei and Qbulk

ei take the form of Eq. (9) with the appropriate temperature and density for
the cold population and the bulk electron population, respectively. It is feasible, but not done
here, that a value for the temperature and density of the cold electron population based on
considerations of the ionization rate may be obtained, which could be used to modify the
value of Qei used in fluid simulations.

So, the addition of a population of cold electrons arising from ionization appears to explain
around a third of the enhancement in energy exchange seen here when electrons are treated
kinetically. There are several factors contributing to the distortion of f0 from Maxwellian
at this location, including the presence of the sheath as well as plasma–neutral interactions
and sharp temperature gradients. A simple model accounting just for ionized electrons does
not fully account for the kinetic enhancement in Qei seen, and the majority component of
the effect may require a kinetic model to capture accurately. It should also be noted that this
effect is seen in regions where minimal ionization is occurring, albeit less strongly, as seen
in Fig. 3a.

From the discussion here, it is feasible then that transient regimes may lead to increased
energy coupling between electrons and ions in the divertor SOL, which would manifest as
hotter electron temperatures and colder ion temperatures at the target. This would in turn
impact sputtering yields and target heat flux. On the other hand, kinetic corrections to Qei

on the order of 1Jm−2, as seen in Table 2, contrast with a total input energy to the plasma
of 900Jm−2 during the 10μs transient. So while a kinetic effect is apparent, even strong
enhancement of Qei may not significantly affect plasma behaviour. Further investigation
would therefore be required to determine the extent to which plasma profiles are modified by
this effect. Given the overall, line-integrated value of the kinetic enhancement in Qei appears
to only be significant during the energy burst phase of the conductive transients modelled,
any impact on plasma profiles would be dependent on the frequency and duration of the
transient events. For example, type I edge-localized modes (ELMs) would drive this effect
differently to type III ELMs. Some saturation of the effect is observed in Fig. 4 before the
energy burst has ended, raising the possibility that there is a ceiling to its magnitude, and
that more energetic transients do not result in stronger kinetic enhancement of Qei . On the
other hand, the effect appears to persist long after the energy burst at regions close to the
target compared to elsewhere in the domain (Fig. 5b), and the saturation behaviour is not
observed, so that target temperatures may be affected even if the overall energy exchange
between species is modified only slightly.

It is worth remarking that the diffusive neutral model used here may lead to an underes-
timation of the momentum and energy transfer between the plasma and neutrals, which in
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(a) (b)f0 obtained by SOL-KiT (red) and a Maxwellian at
the same density and temperature (black). An enhanced
low-temperature electron population can be seen in the
SOL-KiT distribution (inset). The electron temperature
at this point is 11.7eV.

The contribution to Qei =
∫ 1

2mv2C0
eidv as a function of

energy. The integrand (dashed) is shown alongside its contri-
bution to the integral (solid). Results for the f0 obtained by
SOL-KiT (red) are shown alongside those for an equivalent
Maxwellian (black) and a Maxwellian with an additional cold
electron population (blue).

Fig. 5 Electron distribution function and contribution to Qei at x = 10.16m, during a transient on a 3 MWm−2

background at the peak Qei enhancement (t � 25μs). The low-energy feature in the contribution to Qei (right,
inset) is well approximated by a two-temperature Maxwellian, but does not explain the entire discrepancy

turn would modify plasma profiles. Work is currently ongoing to extend the neutral model
in SOL-KiT, but in the regime studied here it is assumed that sources and sinks are more
significant in the neutral dynamics than their momentum, for example, and refinement of the
neutral behaviour is unlikely to alter the qualitative conclusions of this study.

6 Conclusion

We have presented here an extension to the SOL-KiT model, a code used for kinetic studies
of parallel transport in the scrape-off layer. By allowing the electron and ion temperatures
to decouple, we have then explored the consequences of this for energy transfer between
the two species during equilibrium and transient conditions. It has been shown that a fluid
approximation of this energy transfer shows good agreement with a kinetic treatment across
a range of input powers for equilibrium conditions. Some kinetic enhancement of the energy
transfer is observed during a burst of energy launched on background equilibria, reaching up
to 55% for the cases considered in this study, which is not seen in a simplistic fluid model and
not accounted for by a two-temperature distribution assumption. However, the magnitude of
the effect is unlikely to yield strong differences in predictions of target conditions, bearing
in mind that this increase represents around 0.1% the total energy going into the SOL over
this time.

Given the strongly non-Maxwellian electron distributions seen in some scrape-off layer
regimes (see [16], for example), it might have been expected that a fluid model would under-
or overestimate the amount of energy transferred between plasma species, leading to incorrect
modelling of plasma profiles and target conditions. The fact this has not been seen in this
study is reassuring for fluid modelling of the scrape-off layer.

Data Availability Statement This manuscript has associated data in a data repository. [Authors’ comment:
All input and output data for the SOL-KiT simulations described in this paper can be found at https://doi.org/
10.14469/hpc/9866.]
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