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Abstract Magnetic field errors and misalignments cause optics perturbations, which can lead
to machine safety issues and performance degradation. The correlation between magnetic
errors and deviations of the measured optics functions from design can be used in order to
build supervised learning models able to predict magnetic errors directly from a selection
of measured optics observables. Extending the knowledge of errors in individual magnets
offers potential improvements of beam control by including this information into optics
models and corrections computation. Besides, we also present a technique for denoising
and reconstruction of measurements data, based on autoencoder neural networks and linear
regression. We investigate the usefulness of supervised machine learning algorithms for beam
optics studies in a circular accelerator such as the LHC, for which the presented method has
been applied in simulated environment, as well as on experimental data.

1 Introduction

Optics corrections are crucial for safe machine operation and reliably high performance in
terms of luminosity balance between experiments. Currently, LHC optics corrections are
performed in two steps, i.e., local corrections based on segment-by-segment technique [1,
2] or action phase jumps [3], and global corrections using response matrix approach [4].
Local corrections are applied in interaction regions (IRs) where the strongest error sources
are usually observed, while global corrections are performed to mitigate the error sources
globally, including the optics errors in the arcs. The corrections to be applied in the LHC
are computed as a set of magnetic field strength changes—either in the so-called circuits
(quadrupoles powered in series) or individual quadrupoles that can be trimmed independently.

These methods allow to achieve unprecedentedly low B-beating [5,6]; however, the infor-
mation about actual errors in individual magnets which caused the compensated perturbations
remains unavailable. At the LHC, several steps of acquiring data for optics analysis, comput-
ing and applying local and global corrections for each beam separately are usually needed.
Building a technique able to include the optics perturbations from both beams and to consider
the whole set of individual error sources along the lattice promises to reduce the time needed
for optics correction and allows to extend the knowledge about the present magnet errors.
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In this work, we demonstrate the ability of supervised regression models trained on a large
number of LHC simulations to predict the individual quadrupole errors given the measured
optics perturbations in one step for both beams simultaneously.

After a brief introduction to current optics corrections techniques and relevant ML con-
cepts, we present the method of estimating the quadrupolar field errors using supervised
learning and summarize the preliminary studies which demonstrated the promise of this
approach. In Sect. 2, the details on data set generation and the setup of simulation environ-
ment are given, followed by the discussion on supervised training using the generated data
and model selection with regards to generalization and accuracy presented in Sect. 3. Finally,
in Sect. 4 we demonstrate the results of model prediction, obtained on realistic simulations
considering individual magnet classes. The application of autoencoder to missing data recon-
struction and denoising is presented in Sect. 5, followed by the validation of introduced ML
methods on the experimental LHC data is presented in Sect. 6.

1.1 Traditional optics corrections techniques

The approach of the segment-by-segment technique used for the local corrections is to simu-
late the optics within the selected machine segment, which is then matched to the measured
local phase errors by trimming the neighboring quadrupoles. Action phase jump analysis
incorporates the idea of using the action and phase of the arcs outside the IR to estimate the
distortion produced by a magnetic error in the IR. Global linear optics corrections at the LHC
are usually computed by minimizing the deviation between the measured phase advance of
adjacent BPMs and its values given by the corresponding ideal optics model. The changes
in the phase advance and other optics variables introduced by available correcting magnets
are described in a response matrix. The matrix is then computed from iterative simulations
or using an analytical approach [7].

Selection of appropriate variables together with optimization of corresponding weighting
factors are fundamental to produce efficient corrections. Although these optimizations can
be achieved based on the existing optics model, in practice the variables and weights are
defined empirically. Using supervised regression, this problem can be solved by learning the
variable importance and weights automatically from the training data.

1.2 Supervised learning and regression

ML techniques aim to build computer programs and algorithms that automatically improve
with experience by learning from examples with respect to some class of task and performance
measure, without being explicitly programmed [8]. Depending on the problem and existence
of learning examples, different approaches are preferred. If pairs of input and desired output
are available, an algorithm can generalize the problem from the given examples and produce
prediction for unknown input. ML algorithms that learn from input/output pairs are called
supervised learning algorithms, i.e., supervision is provided to the algorithms in the form of
determined outputs for each given example. During the training, predictions are made from
the incoming input and are then compared to the true corresponding output. The target is to
minimize the difference between predictions made during the training and the true output by
updating adjustable parameters of a chosen model. The difference is defined as loss function
(e.g., mean absolute error) which is minimized using one of optimization algorithms such as
gradient descent or least-square minimization.

The complexity of the model depends strongly on the specific task and ranges from
univariate linear regression to deep neural networks with customized architecture. Depending
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on the desired prediction target, i.e., category or a quantity, the problem can be defined either
as classification or regression task. Here, we investigate regression models as the target is
to quantify the size of magnet errors. The actual model training is followed by evaluation in
order to measure the generalization ability and prediction accuracy of the designed estimator.

ML techniques have found their application in a wide range of accelerator control and
optimization tasks [9-12], including early works on orbit corrections using artificial neu-
ral networks [13,14] and Bayesian approach for linear optics corrections [15]. More recent
advances on building surrogate models using supervised learning are presented in [16,17].
In the following, we present the methodology of utilizing the supervised learning approach
and linear regression for quadrupole field errors estimation based on measured optics pertur-
bations.

1.3 General concept

Magnetic field and misalignment errors distort optics parameters of accelerators. The general
idea of applying supervised learning to optics corrections is to create a regression model which
will automatically learn the correlation between magnets error sources and the resulting optics
perturbations, from the provided simulations data. Given a set of features X = x1, x2, ..., X
and targets Y = yi, y2, ..., yn, an estimator can learn a regression model or a nonlinear
approximation.

Such estimator should use the measured optics functions deviations from design as input
and predict the error sources as output. Supervised training requires a large set of train-
ing data in order to be able to generalize and produce reliable results on unseen data. The
correction results obtained in the past years are not suitable as training data source, since
corrections are only performed few times per year in the LHC, and hence, not enough data
is available. Moreover, the corrections applied in the LHC utilize the strength of “circuits,”
sets of quadrupoles powered in series, and hence, the corrections do not reflect the errors of
the individual elements.

Model training on a simplified case of introducing the errors in the circuits and model
evaluation on the optics perturbed by individual quadrupole errors is presented in [18]. The
regression models predict the strength changes in the circuits which can be applied to sim-
ulate the expected optics corrections. Different regression techniques have been compared
demonstrating similar performance, producing corrections results on the level of the tradi-
tional response matrix approach [19] as shown in Table 1. However, the realistic errors of
every single magnet have a different effect on the optics compared to the strength change in
the circuits. In this work, we present the approach of simulating the optics perturbation in
the training data using randomly generated individual magnet errors. The target is to predict
the actual effective quadrupolar field errors, instead of obtaining the strength change to be
applied to the circuits.

2 Data set generation

In order to build a data set for supervised training, we assign uniform distributed random
field errors to all quadrupoles available in the LHC for both beams. Additionally, we apply
quadrupolar errors also to the dipoles which are modeled as combined function magnets in
order to obtain more realistic simulations. The generated errors are then added to the nominal
model of collision optics with 8* = 40 cm, producing differences between the design and the
optical functions produced in simulation. These deviations from ideal optics together with
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Fig. 1 Conceptual representation of data generation and supervised model creation for the estimation of
individual magnet errors from optics deviations

a set of associated magnet errors build a training sample for the supervised training. The
summary of this concept is presented in Fig. 1.

2.1 Simulating magnet errors as target variables

In this study, we consider quadrupolar integrated field errors, longitudinal misalignments of
quadrupoles and sextupole transverse misalignments. The errors are simulated according to
the magnet measurements [20] using MAD-X simulation framework. All quadrupoles in the
lattice are assigned a random relative gradient error obtained from uniform distribution with
the same rms error o per magnets family. In case of the triplet magnets, also the systematic
error (the mean of the errors assigned to one magnet family) is defined as uniform distribution
in arange [—1073,1073] for a single LHC simulation. The distribution of relative field errors
is defined in Table 2 along with alignment errors of the sextupoles and triplet magnets.
Transverse sextupole misalignments induce a quadrupolar field error. A dedicated study
has been performed in order to explore replacing misalignment errors by modified field errors
in quadrupoles while keeping the optics deviations produced by included error sources real-
istic. The target is to mitigate the degeneracy caused by the close proximity of the sextupoles
to the quadrupoles in the LHC arc sections illustrated in Fig. 2. The approach is to match
the B-beating produced by a single sextupole with 1 mm offset with the field change in
the neighboring quadrupole. In case the residual S-beating is negligible, the offsets can be
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Table 2 RMS values of
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Fig.2 A fragmentary representation of LHC arc elements and B-function showing the adjacent placement of
arc quadrupoles (MQ) and sextupoles (MS)

reflected by increasing quadrupolar field error with the approximation

UK/KLHEW = \/JK/Klz,original + G)cz(KzL)2/K12,original (1)

where KL is the integrated sextupolar strength and ok /K1 original and ok /K new being
original rms of simulated arc quadrupole gradient field errors and the new rms which reflects
the presence of sextupole transversal offset.

Figure 3 shows the reconstruction of the fB-beating induced by the displacement of a
sextupole in the arc on the right of IP2 (MS.13R2) changing the strength of the adjacent
quadrupole. This result confirms that the optics deviation produced by the expected transversal
offset of sextupoles is reproducible by increasing the rms of the quadrupolar field errors. Since
the sextupoles are also used to correct chromaticity and the S-function in the arcs changes
depending on the optics scheme, Eq. (1) is optics dependent.

This approach has been explored also to study the longitudinal offset of triplet magnets.
According to matching results, a longitudinal error of one magnet cannot be fully replaced
by a gradient field error.

It has been shown for the optics with §* =20 cm that S-beating introduced by longitudinal
misalignments of the triplets can be reproduced with corresponding field errors [21]. Figure 4
shows an example for the optics with 8* = 40 cm, where the additional contribution of the
misalignment to 8-beating is small compared to the perturbations caused by gradient field
errors. Hence, the longitudinal misalignments of the triplet magnets are neglected for the
purpose of this study; however, the effect of the longitudinal offsets should be addressed
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Fig. 3 The optics perturbation produced by the transversal misalignment of a sextupole can be matched
by changing the adjacent quadrupole field strength, with an excellent agreement between the resulting rms
B-beating values indicated in the legend
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Fig. 4 The comparison between B-beating produced by quadrupolar field errors in the triplet magnets (5 )
distributed according to Table 2, compared to S-beating caused by additionally adding longitudinal misalign-
ments (§g) of 6mm

in the future related work. In the following, we focus on the reconstruction of effective
quadrupolar field errors.

2.2 Optics functions as input features

Feature engineering, i.e., the process of finding the most relevant properties in the input
data for predicting the targets incorporates techniques to measure the feature importance
and to build new input sets in order to simplify and improve the model training. Collecting
appropriate data is a crucial milestone of the ML-pipeline since the model selection and
achieved performance strongly depend on the amount and quality of the given data.

The correction of B-beating can be ensured with the phase beating correction [19]. Hence,
the simulated phase advance deviation from the design between each pair of consecutive
BPMs is considered as one input feature. The S-functions next to the interaction points (IPs)
indicate the local optics errors which are dominated by the errors in the triplet magnets. Thus,
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Fig. 5 The noise distribution in
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the horizontal and vertical B at the BPMs left and right of main interaction points (IP1, IP2,
IPS, IP8) of both beams are included as input features into the regression model, in order to
improve the prediction of the triplet errors. In practice, these B functions are measured via K-
modulation [22]. The deviations from the design optics in the measured dispersion function
are related to quadrupolar errors. The measurement of normalized horizontal dispersion
D, /+/Bx is independent of BPM calibration errors [23], and hence, its deviation from the
nominal values is also added to the set of important input parameters.

In total, 3346 features are extracted from the simulation data. Realistic noise estimated
from the measurements data is added to phase advance and dispersion features. Phase advance
noise is assumed to be 1073 x 27 in a BPM with =171 m, and it is scaled with the 1/./8
at the rest of locations. The normalized dispersion noise is estimated from the recent optics
measurements with §* =25 cm [24] and is assumed to be a chi-square distribution with non-
centrality parameter 4 and scaled with 10~3/m as demonstrated in Fig. 5. The random noise
added to the original simulated deviations in normalized dispersion is generated accordingly.

3 Model selection and training

As it was shown in [18], applying complex models such as convolution neural network does
not result in significantly better corrections. Another reason for the choice of linear model is
that the error sources to be predicted are known to introduce linear optics perturbations. We
use a least-squares linear regression with weights regularization [25,26], the so-called Ridge
Regression as baseline model for the following studies. Ridge regression model minimizes
the residual sum of squares between the true targets in the training data and the targets
predicted by the linear approximation. The tuning parameter « is responsible for the weights
regularization—special technique to control the weights update during the training. The
regression problem is then formulated as

min || Xw — |13 + eljw]3 @

where w is the matrix containing the weights of regression model, X is the input data vector,
and y the vector of targets to be predicted by the model.

The trained model needs to be evaluated using adequate quality metrics considering the
data representation, desired result and specific task to be solved. In order to conclude on the
learning performance, the data set is separated into training (80%) and test (20%) sets. The
typical figures of merit for regression tasks are the mean absolute error (MAE) to compare
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Fig. 6 Cross-validation of the optimal model based on the loss (MAE) and R? coefficient depending on the
number of available samples. The loss is constantly decreasing with the growing number of samples, while
R%is increasing. This trend indicates a reasonable learning behavior; however, using datasets larger than ca.
80,000 samples does not improve the scores significantly

the difference between true target values and the output of the model and the coefficient of
explained variance R* defined as

Varly _ ¢
RY(y.§) =1- ;‘{,Zmy } 3)

1 n
MAE(y, §) = — > |yi = Jil )

i=1

where ¥ is the predicted output with J; being the predicted value of the ith sample, y the
corresponding true values for N total samples, and Var is the variance, the square of the
standard deviation.

While the basic linear regression model trained to predict the circuits settings produced
slightly better results than Ridge, higher R? score is achieved by Ridge regression for both
training and test data when trained models predict a larger number of targets variables as in
the case of individual quadrupolar errors. Another technique to improve the prediction quality
on unseen data is bagging. Bagging is based on the idea of generating multiple versions of
an estimator and using the averages of targets over the versions for final predictions [27].
The multiple versions are formed by using subsets of the training data for a single estimator.
After extensive validation, a model with 10 estimators, each using 80% of the training data,
regularized by @ = 1 x 1073 has been found as the optimal setup, and hence, this model is
used to obtain the results presented below.

Increasing the number of training samples does not necessarily result in a large increase
of predictive power of the model. Considering the amount of time and storage needed to
handle the training simulation data, especially for the future online application, we need to
determine the optimal training set size. The change of the model scores with respect to the
number of samples (learning curve) also indicates the ability of the model to learn from the
given data and the data set size required to achieve the optimal model performance as shown
in Fig. 6. In the next section, we present the results from the regression model with described
parameters using 80,000 samples in total for training and test.
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Fig.7 Schematic of the magnets layout (triplet quadrupoles Q1, Q2, Q3 and sextupoles MS), with error bars
indicating the lengths of elements and B-function around IP1 for the optics settings * = 40 cm as used in
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Fig.8 Comparisonbetween true and predicted relative magnet errors. The left column illustrates the prediction
results obtained for the field errors in individual triplet quadrupoles, while the center and right columns
correspond to the combination of Q1 and Q3 magnets and Q2A and Q2B magnets pieces, respectively. The
slope in upper plots illustrates the systematic bias of regression model computed as correlation between residual
error and corresponding true values

4 Results on simulations

Identification of local error sources such as quadrupolar field errors is known to be a degen-
erate problem with multiple solutions. However, the estimates found by ML-model can be
validated in two different ways—comparing the true simulated magnet errors to the ML-
model prediction or by comparing the S-beating simulated by true errors to the B-beating
produced by predicted errors. This allows to test how reliable prediction is on unseen data
and to investigate the ability of the model to learn the physical correlations between the linear
magnetic field errors and optics perturbations. The results presented below are obtained from
LHC simulations using the collision optics settings with 8* = 40 cm and the magnet errors
distribution listed in Table 1.
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Fig. 9 The systematic and random components of the true simulated quadrupolar field errors, computed as
mean p and rms o of the errors distribution, compared to their values in the predicted results on validation
data

4.1 Triplet errors

The field errors in the triplet magnets produce the largest contribution to the optics pertur-
bations, and hence, their prediction is evaluated separately from the magnets in the arcs, to
ensure the ability of the presented approach to reconstruct the most significant error source.
Figure 7 demonstrates the large values of S-function in the triplet region and illustrates the
layout of single magnets (Q1, Q2, Q3) in one triplet circuit.

Figure 8 summarizes the results of triplet errors prediction. In order to compare these
results to the original simulated error distribution presented in Sect. 2, the model prediction
is given as relative integrated field errors. To inspect the predictive power of the trained
regression model, we compare the true simulated magnet error to corresponding residuals,
computed as the difference between true and predicted values. The correlation between the
individual simulated magnetic error and residuals demonstrates a systematic bias of prediction
of 16%. The predicted errors are systematically smaller than in simulations. The systematic
bias reduces by incorporating the knowledge about the relations between single magnets in
the triplet circuits. Q1 and Q3 magnets are powered together, while Q2 magnets have two
pieces (Q2A and Q2B), which strengths can be balanced. Averaging the values of Q1 and
Q3 magnets, the systematic error is reduced by a factor of 2, while the combination of Q2A
and Q2B pieces results in more significant reduction to 2%. The systematic prediction error
for the arc magnets is 30%, being as expected larger compared to the triplet magnets, since
the reconstruction of the error sources located in the arcs is affected by degeneracy stronger
compared to the triplet magnets installed around the IPs. Inspecting the reconstruction of
particular components of the simulated errors (systematic and random errors as described in
Sect. 2), Fig. 9 demonstrates a very good agreement between the systematic components of
the simulated and predicted triplet errors, whereas the random part appears to be the biggest
contribution to the overall prediction error of the trained estimator. Combining individual
triplet magnets also leads to a better agreement between rms values of simulated and predicted
field errors. Table 3 provides a summary on the metrics used to evaluate the prediction of the
quadrupolar field errors.

We also evaluate the trained model in terms of reproducing the original S-beating simulated
in validation data using the quadrupolar errors predicted from the corresponding simulations.
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Table 3 Explained variance R2,
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Fig. 10 The original S-beating generated in validation data, compared to the B-beating simulated using the
predicted magnet errors and their differences. The histograms represent rms values of 100 simulations

For each validation sample, we compare the 8-beating in the original optics simulation where
the sample’s input has been extracted from, to the f-beating induced by the magnet errors
predicted from the given input. Figure 10 summarizes the results for 100 validation simula-
tions, per beam and per plane individually. The results demonstrate a very good agreement
between the original and reconstructed optics errors, with the average rms difference of 1%.

4.2 Effect of noise

In order to investigate the effect of the noise on the predictive power of the regression model,
we compare prediction errors between models trained on the input data given different noise
levels. Two different feature groups included in the model input are treated separately—
normalized dispersion noise and phase advance noise. Figure 11 shows the change in model
performance depending on the noise added to the simulated normalized dispersion deviations,
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Fig. 12 The change of model scores trained on phase advance features only, depending on the noise added
to simulated phase advance deviations as described in Sect. 2

while keeping the phase advance noise unchanged. Figure 12 presents the results obtained
from regression models trained using the phase advance features only, without adding the
features containing normalized dispersion and § information. This model is also applied
later to the LHC measurements data obtained in 2016 LHC commissioning, where measure-
ments of normalized dispersion and 8 function around the IPs are not available. Alternative
approaches for data reconstruction are presented in the next section.

In addition, we explored the accuracy of the triplet and arcs magnets error prediction as
presented in Sect. 4, including the reconstruction of §-beating on simulations, on the noise-
free data. The absence of noise in the training, as well as in validation input data, leads to the
reduction of systematic prediction error for the arcs magnets from 30 to 1%, while for the
triplet magnets the systematic error reduces to 12%. Considering the §-beating reconstruction
using the predicted quadrupole errors, the rms difference between the original simulated and
reconstructed S-beating reduces by a factor of 2.

The change of the phase advance noise has a bigger impact on the model performance,
due to the stronger correlation between the magnetic errors and the deviations in the phase
advances compared to the correlation with the dispersion perturbation, as the dispersion is
suppressed in the quadrupoles located in the straight sections.

Reducing the noise in the measurements of optics observables used as input for magnetic
errors reconstruction can potentially improve the prediction accuracy. Especially in terms
of arc magnets errors, the noise becomes the biggest limitation for the presented approach.
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Fig. 13 Example of reconstructing the phase advance deviations at the location of simulated missing BPMs
in horizontal plane, beam 1 using autoencoder neural network

These results can be potentially used as future requirements on instrumentation and analysis
techniques included into optics computation from turn-by-turn data.

5 Reconstruction and denoising of optics observables

Keeping the measurements noise as low as possible, as well as including all relevant variables
into the training data, is crucial for the accuracy of the magnetic error reconstruction. The
presence of the noise enforces acquisition of several turn-by-turn measurements for each beam
in order to obtain statistically significant computation of the optics functions and uncertainties.
Providing online measurements as input of regression models trained on simulations, missing
data can be a possible issue. The signal of identified faulty BPMs is excluded from the optics
analysis, and hence, the optics observables used as input features of regression model are
missing at the locations of faulty BPMs. In the following, we focus specifically on these
problems and its possible solution.

An ML-based approach to mitigate the effect of the noise and to reconstruct the missing
data points is the application of autoencoder [28]. Autoencoder is a specific type of a neural
network that is trained to reproduce its input in the output layer. The network consists of two
parts: a learned encoder function 2 = f(x) describing a set of hidden layers 4 and a decoder
that produces a reconstruction r = g(h). To perform denoising and data reconstruction, the
encoder extracts relevant information from the input by lowering its dimension and filtering
the noise. The original input is then reconstructed by the decoder. During the training, the
encoder learns to recognize the noise patterns in the input and to keep only the signal relevant
for the reconstruction performed by the decoder. In general, this learning process is described
as minimization of a loss function L(x, g(f(x))) penalizing g(f (X)), where X is the input
corrupted by noise and x is original input. Since autoencoder is considered as a special case of
a feedforward network, it can employ the same techniques for training, e.g., gradient descent
and backpropagation.

In order to apply this approach to denoising and reconstruction of simulated phase
advances, autoencoder network is trained using the noisy phase advances and the original
simulated phase advances. The discussed results are obtained with an autoencoder consisting
of 4 hidden layers, using MAE as loss function and Adam [29] as optimization algorithm.
To simulate the missing data points in validation data, 10% of input values are omitted in
each of the validation samples, according to statistical analysis of BPM discarded by clean-
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Fig. 14 Comparison between the noise added to original simulation of phase advance deviations in beam 1,
horizontal plane to the reconstruction error from autoencoder prediction, performed on 1000 LHC simulations
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Fig. 15 Comparison between simulated and reconstructed 8 in both planes and for both beams at the BPMs
next to the main IPs for 1000 simulations, demonstrating the relative rms difference of 1%

ing tools [30]. Exemplary comparison between autoencoder prediction at the location of
discarded data points and corresponding original simulated values is shown in Fig. 13 indi-
cating a very good agreement. Processing the phase advance data with autoencoder also
allows to reduce the noise by a factor of 2 as demonstrated in Fig. 14. The rms error of 100
validation samples, for both beams, horizontal and vertical planes, is 0.8 x 10~3 [27] which
is below the used uncertainty estimate for the phase advance measurements in the LHC. The
advantage of autoencoder is the possibility to combine two different objectives, namely the
reconstruction of missing data and denoising.

Considering specifically the reconstruction of missing data, also linear regression appears
as appropriate technique while enabling faster training and simpler model parameter tuning
compared to autoencoder. We demonstrate the application of Ridge regression to reconstruct
the B-function at the BPMs next to IPs and the full set of horizontal normalized disper-
sion deviations. These observables have been found to be important for the estimation of
quadrupolar field errors; however, they are not always available in the measurements data. In
order to obtain information about the dispersion function, several beam excitations on and off
momentum are required. In the LHC, the S-function directly at the IP is typically computed
using the k-modulation technique [22], which also produces accurate 8 measurements at the
BPMs around the four main experiments that are included in the input of regression models
for magnetic errors estimation.

The result of reconstructing the 8 deviations is presented in Fig. 15. Ridge regression model
is trained on 8000 training samples with simulated noisy phase advance deviations for both
beams and planes being the input and 8 deviations in horizontal and vertical planes simulated
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Fig. 16 Reconstruction of horizontal normalized dispersion deviations in beam 1 from noisy phase advance
data. The left plot illustrates the agreement between simulated and reconstructed values in one simulation,
while the histogram on the right shows statistics obtained from 1000 simulations with the rms reconstruction
error of 7%

at the BPMs around the IPs 1, 2, 5 and 8 the output. The validation is then performed on a
set of 1000 LHC simulations. The error of reconstruction defined as the difference between
simulated and reconstructed values relative to simulated 8 is 1% which is comparable to the
uncertainty of k-modulation technique for the 8* measurements for the optics settings used
in the presented study [31].

In order to assert the approach of reconstructing the normalized dispersion measurements
from phase advance deviations, we train a Ridge regression model on 8000 samples generated
with the setup described in Sect. 2. Here, individual regression models are built for each beam
separately, and hence, the input consists of phase advance deviations in horizontal and vertical
planes of one beam only. Figure 16 shows the comparison between normalized dispersion
function predicted by regression model and corresponding actual simulated function. The
relative rms prediction error of 1000 simulations is 7%.

6 Experimental data

The previously discussed results are obtained from LHC simulations. In this section, the
trained regression model is verified against the application on historical LHC measurements
data. The target is to estimate magnet errors from LHC commissioning data, measured with
B* = 40 cm, before applying any corrections to the machine. Since S-function at the BPMs
next to IPs and normalized dispersion measurement are not present in the corresponding
historical data, the model trained on the phase advance deviations only as input features is
used. Due to the cleaning of faulty BPMs prior to the computation of phase advance, missing
data points appear in the input features extracted from experimental LHC data. To obtain
these data, we apply the autoencoder presented in the previous section. The output of the
autoencoder, i.e., the full set of phase advance deviations is then provided to the regression
model to predict the field errors in individual magnets.

The actual magnet errors that generate the measured optics perturbations in the uncorrected
machine are unknown such that a comparison between model prediction and corresponding
true values as in the case of simulations is not possible. Instead, we use the predicted errors
to simulate optics perturbations and compare this simulation to the actual measurement. The
residual difference indicates how well the estimated magnetic errors reflect the actual error
sources present in the uncorrected machine. The optics is reconstructed using two different
sets of magnet errors: (i) errors predicted from the phase advance deviations replacing the
missing values with 0 and (ii) errors estimated from the output of autoencoder performing
reconstruction of missing values along with denoising. Processing the original phase advance
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Fig. 17 Comparison between original S-beating measured in the uncorrected machine and reconstructed
optics simulated using the predicted quadrupole errors. The difference between measurement and simulation
reflects the residual S-beating after potential correction in beam 1 (right) and beam 2 (left)

data with autoencoder results in reducing the rms of residual B-beating by 3% and the peak
B-beating by 8% with respect to utilizing the original measured phase advances as predictor’s
input.

The final results on comparing the optics simulated with predicted magnetic errors to
the actual measurement in uncorrected machine are demonstrated in Fig. 17. The residual
B-beating also indicates a potential optics correction that can be achieved by computing
correction settings based on predicted errors. The agreement between the measured and
reconstructed optics shows that rms B-beating in Beam 1 can be potentially reduced from
12 to 3% and from 54 to 9% in horizontal and vertical planes, respectively. For Beam 2,
the rms B-beating decreases from 49 to 15% in the horizontal and from 12 to 2% in the
vertical plane. Even though the B-beating for the uncorrected machine was above 100%,
which is significantly larger than the B-beating introduced in the training simulations, the
optics reconstruction using the predicted magnet errors results in 7% rms B-beating around
the ring and below 3% at the two main experiments CMS and ATLAS.

7 Conclusion and outlook

The traditional approaches used for optics corrections in circular accelerators aim to compute
correction settings needed to compensate the measured optics deviations from design. Instead,
the presented ML-based approach allows determining the actual individual quadrupole field
errors currently present in the machine. The advantage of regression models is the ability
of extracting an average linear response over the training population instead of only using

@ Springer



Eur. Phys. J. Plus (2021) 136:365 Page 17 0of 19 365

the unperturbed model and the response of a single observable to a strength change in a
single corrector, as it is done in the response matrix approach. Also, the weighting factors
of specific observables are found automatically instead of defining them manually as needed
for the application of currently available correction tools for the LHC.

The presented results based on simulations and historical data demonstrate successful
verification of the proposed ML-based approach. We showed its potential to improve the
optics corrections at the LHC by providing the knowledge about the local errors which is in
particular of a great importance for the triplets. One of the limitations of the applied linear
regression estimators is low prediction accuracy considering the quadrupoles located in the
arcs, which can be explained with the fact that the error sources in the arcs exhibit a weaker
effect on the optics compared to the triplet magnets located around the IPs. Therefore, it is
more difficult to extract the relation patterns between provided model input and corresponding
output during the training and produce accurate predictions. Potentially, additional input
features which are relevant for arc magnets predictions have to be identified and included
into the regression model.

Currently, individual regression models have to be generated for each specific optics
design, since the response of the perturbations introduced in the input features by the magnet
errors depends on particular optics. However, it is possible to allow more general application
of created models by performing the training on the data simulated using different optics
settings, reducing the effort for the model preparation in case of optics and machine settings
modifications during operation.

The possibility to reconstruct normalized dispersion and B around the IPs from phase
advance measurements using supervised learning allows to include these observables into
corrections computation even if dedicated measurements needed to obtain these optical func-
tions have not been performed. This opens the perspective to extend offline optics analysis
and to speed up optics measurements saving the costly operational time. Also the application
of autoencoder has been found to be a promising solution for denoising and the reconstruction
of phase advance measurements at the location of faulty BPMs, improving the quality of the
input data provided to magnet error prediction models.

The most important future step towards applying the presented approach in LHC operation
will be the computation of actual correction settings to be implemented in the LHC after
predicting the individual magnet errors from measured optics. The significant decrease of
prediction error after combining individual triplet magnets according to the correlations
between these magnets promises improvements of local corrections around the IPs by using
the predicted field errors. Future advances in instrumentation and optics analysis techniques,
along with the application of denoising autoencoder, will allow significant gain in the accuracy
of magnet errors reconstruction and consequently lead to better correction results and optics
control.

Acknowledgements We are very thankful to M. Hofer, T. Persson and A. Wegscheider for helpful discussions
concerning realistic simulations of lattice imperfections. We also thank J. Coello de Portugal for fruitful
exchange of machine learning expertise. This work has been sponsored by the Wolfgang Gentner Programme
of the German Federal Ministry of Education and Research.

Funding Open Access funding provided by CERN.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which
permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give
appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence,
and indicate if changes were made. The images or other third party material in this article are included in the
article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is

@ Springer



365 Page 18 of 19 Eur. Phys. J. Plus (2021) 136:365

not included in the article’s Creative Commons licence and your intended use is not permitted by statutory
regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder.

To

view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

References

W

20.

21.

a

. A. Langner, J.M. Coello de Portugal, P. Skowronski, and R. Tomds, Developments of the Segment-
by-Segment Technique for Optics Corrections in the LHC, in Proc. 6th Int. Particle Accelerator Conf.
(IPAC’15), Richmond, VA, USA, pp. 419-422

. J. Coello de Portugal, R. Tomas, M. Hofer, New local optics measurements and correction techniques for
the LHC and its luminosity upgrade. Phys. Rev. Accel. Beams 23 (2020)

. J.E. Cardona, A.C. Garcia Bonilla, R. Tomds, Local correction of quadrupole errors at LHC interaction
regions using action and phase jump analysis on turn-by-turn beam position data. Phys. Rev. Accel. Beams
20, 111004 (2017)

. M. Aiba et al., First 8- beating measurement and optics analysis for the CERN Large Hadron Collider,
Phys. Rev. ST Accel. Beams 12 (2009), p. 081002. https://link.aps.org/doi/10.1103/PhysRevSTAB.12.
081002, DOIurl10.1103/PhysRevSTAB.12.081002

. R. Tomds et al., Record low beta beating in the LHC. Phys. Rev. ST Accel. Beams 15, 091001 (2012)

. T. Persson et al., LHC optics commissioning: A journey towards 1% optics control. Phys. Rev. Accel.
Beams 20, 061002 (2017). https://doi.org/10.1103/PhysRevAccelBeams.20.061002

. J.W. Dilly, L. Malina, and R. Tomas, An Updated Global Optics Correction Scheme, CERN-ACC-NOTE-
2018-0056 (2018). https://cds.cern.ch/record/2632945

. T.M. Mitchell, Machine Learning, 1st edn. (McGraw-Hill Inc, New York, 1997)

. E. Fol, J. Coello de Portugal, G. Franchetti, and R. Tomds, Application of Machine Learning to Beam
Diagnostics, in Proc. 39th Free Electron Laser Conf (FEL’19), Hamburg, Germany, pp. 311-317. https://
doi.org/10.18429/JACoW-FEL2019-WEBO03

. A. Edelen, C. Mayes, D. Bowring, D. Ratner, A. Adelmann, R. Ischebeck, J. Snuverink, I. Agapov,
R. Kammering, J. Edelen, I. Bazarov, G. Valentino, and J. Wenninger, Opportunities in machine learning
for particle accelerators, 2018. arXiv:1811.03172

. A.Scheinker, C. Emma, A.L. Edelen, and S. Gessner, Advanced control methods for particle accelerators
(ACM4PA) Workshop Report, 2020. arXiv:2001.05461

. P. Arpaia et al., Machine learning for beam dynamics studies at the cern large hadron collider. Nuclear
Inst. Methods Phys. Res. Sect. A: Accelerators Spectrometers Detect. Assoc. Equip. (2021). https://doi.
org/10.1016/j.nima.2020.164652

. E. Bozoki, A. Friedman, Neural network technique for orbit correction in accelerators/storage rings. AIP
Conf. Proc. 315, 103-110 (1994). https://doi.org/10.1063/1.46759

. G. LeBlanc, E. Meier, Y. Tan, Orbit correction studies using neural networks. Conf. Proc. C 1205201,
2837-2839 (2012)

. Y. Li, R. Rainer, W. Cheng, Bayesian approach for linear optics correction. Phys. Rev. Accel. Beams 22,
012804 (2019). https://doi.org/10.1103/PhysRevAccelBeams.22.012804

. S.C.Leemann, S. Liu, A. Hexemer, M.A. Marcus, C.N. Melton, H. Nishimura, C. Sun, Demonstration of
machine learning-based model-independent stabilization of source properties in synchrotron light sources.
Phys. Rev. Lett. 123, 194801 (2019). https://doi.org/10.1103/PhysRevLett.123.194801

. A. Edelen, N. Neveu, M. Frey, Y. Huber, C. Mayes, A. Adelmann, Machine learning for orders of
magnitude speedup in multiobjective optimization of particle accelerator systems. Phys. Rev. Accel.
Beams 23, 044601 (2020). https://doi.org/10.1103/PhysRevAccelBeams.23.044601

. E.Fol, J. M. Coello de Portugal, G. Franchetti, and R. Tomds, Optics corrections using machine learning
in the LHC, in 10th Int. Particle Accelerator Conf. (IPAC’19), 2019, pp. 3990-3993. https://doi.org/10.
18429/JACoW-IPAC2019-THPRBO77

. R. Tomds, M. Aiba, A. Franchi, U. Iriso, Review of linear optics measurement and correction for

charged particle accelerators. Phys. Rev. Accel. Beams 20, 054801 (2017). https://doi.org/10.1103/

PhysRevAccelBeams.20.054801

P. Hagen, M. Giovannozzi, J.-P. Koutchouk, T. Risselada, F. Schmidt, E. Todesco, and E. Wildner, WISE:

A Simulation of the LHC Optics including Magnet Geometrical Data, LHC-Project-Report-1123 (2008).

https://cds.cern.ch/record/1123714

J. Coello de Portugal, Results form operation and MDs and implications for HL-LHC: Linear corrections.

113th HiLumi WP2 Meeting, https://indico.cern.ch/event/685264, 19 December 2017

Springer


http://creativecommons.org/licenses/by/4.0/
https://link.aps.org/doi/10.1103/PhysRevSTAB.12.081002
https://link.aps.org/doi/10.1103/PhysRevSTAB.12.081002
https://doi.org/10.1103/PhysRevAccelBeams.20.061002
https://cds.cern.ch/record/2632945
https://doi.org/10.18429/JACoW-FEL2019-WEB03
https://doi.org/10.18429/JACoW-FEL2019-WEB03
http://arxiv.org/abs/1811.03172
http://arxiv.org/abs/2001.05461
https://doi.org/10.1016/j.nima.2020.164652
https://doi.org/10.1016/j.nima.2020.164652
https://doi.org/10.1063/1.46759
https://doi.org/10.1103/PhysRevAccelBeams.22.012804
https://doi.org/10.1103/PhysRevLett.123.194801
https://doi.org/10.1103/PhysRevAccelBeams.23.044601
https://doi.org/10.18429/JACoW-IPAC2019-THPRB077
https://doi.org/10.18429/JACoW-IPAC2019-THPRB077
https://doi.org/10.1103/PhysRevAccelBeams.20.054801
https://doi.org/10.1103/PhysRevAccelBeams.20.054801
https://cds.cern.ch/record/1123714
https://indico.cern.ch/event/685264

Eur. Phys. J. Plus (2021) 136:365 Page 19 0of 19 365

22.

23.

24.

25.

26.
27.

28.

29.
30.

31.

F. Carlier, R. Tomds, Accuracy and feasibility of the 8* measurement for LHC and high luminos-
ity lhc using & modulation. Phys. Rev. Accel. Beams 20, 011005 (2017). https://doi.org/10.1103/
PhysRevAccelBeams.20.011005

R. Calaga, R. Tomds, F. Zimmermann, BPM calibration independent LHC optics correction, in. IEEE
Particle Accelerator Conf. (PAC) 2007, 3693-3695 (2007)

S. Fartoukh et al., Combined ramp and telescopic squeeze, CERN-ACC-2020-0028 (2020). http://cds.
cern.ch/record/2742895

T. Lai, H. Robbins, C. Wei, Strong consistency of least squares estimates in multiple regression IL. J.
Multiv. Anal. 9, 343-361 (1979). https://doi.org/10.1016/0047-259X(79)90093-9

R.M. Rifkin, R.A. Lippert, Notes on regularized least-squares, tech. rep., 2007

L. Breiman, Bagging predictors. Mach. Learn. 24, 123-140 (1996). https://doi.org/10.1023/A:
1018054314350

G. Hinton, R. Salakhutdinov, Reducing the dimensionality of data with neural networks. Science 313,
504-507 (2006)

D. P. Kingma and J. Ba, Adam: A method for stochastic optimization, CoRR 1412.6980 (2014)

E. Fol, Evaluation of machine learning methods for LHC optics measurements and corrections software,
Master’s thesis, University of Applied Sciences, Karlsruhe, 2017

R. Tomas et al., LHC Run 2 optics commissioning experience in view of HL-LHC, in 10th Int. Par-
ticle Accelerator Conf. (IPAC’19), 2019, pp. 508-511. https://doi.org/10.18429/JACoW-IPAC2019-
MOPMP033

@ Springer


https://doi.org/10.1103/PhysRevAccelBeams.20.011005
https://doi.org/10.1103/PhysRevAccelBeams.20.011005
http://cds.cern.ch/record/2742895
http://cds.cern.ch/record/2742895
https://doi.org/10.1016/0047-259X(79)90093-9
https://doi.org/10.1023/A:1018054314350
https://doi.org/10.1023/A:1018054314350
https://doi.org/10.18429/JACoW-IPAC2019-MOPMP033
https://doi.org/10.18429/JACoW-IPAC2019-MOPMP033

	Supervised learning-based reconstruction of magnet errors in circular accelerators
	Abstract
	1 Introduction
	1.1 Traditional optics corrections techniques
	1.2 Supervised learning and regression
	1.3 General concept

	2 Data set generation
	2.1 Simulating magnet errors as target variables
	2.2 Optics functions as input features

	3 Model selection and training
	4 Results on simulations
	4.1 Triplet errors
	4.2 Effect of noise

	5 Reconstruction and denoising of optics observables
	6 Experimental data
	7 Conclusion and outlook
	Acknowledgements
	References




