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#### Abstract

Over the last 70 years, Feynman diagrams have played an essential role in the development of many theoretical predictions derived from the standard model Lagrangian. In fact, today they have become an essential and seemingly irreplaceable tool in quantum field theory calculations. In this article, we propose to explore the development of computational methods for Feynman diagrams with a special focus on their automation, drawing insights from both theoretical physics and the history of science. From the latter perspective, the article particularly investigates the emergence of computer algebraic programs, such as the pioneering SCHOONSCHIP, REDUCE, and ASHMEDAI, designed to handle the intricate calculations associated with Feynman diagrams. This sheds light on the many challenges faced by physicists when working at higher orders in perturbation theory and reveal, as exemplified by the test of the validity of quantum electrodynamics at the turn of the 1960s and 1970s, the indispensable necessity of computer-assisted procedures. In the second part of the article, a comprehensive overview of the current state of the algorithmic evaluation of Feynman diagrams is presented from a theoretical point of view. It emphasizes the key algorithmic concepts employed in modern perturbative quantum field theory computations and discusses the achievements, ongoing challenges, and potential limitations encountered in the application of the Feynman diagrammatic method. Accordingly, we attribute the enduring significance of Feynman diagrams in contemporary physics to two main factors: the highly algorithmic framework developed by physicists to tackle these diagrams and the successful advancement of algebraic programs used to process the involved calculations associated with them.
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## 1 Introduction

The standard model of elementary particle physics, which describes three of the four known fundamental forces in the universe electromagnetic, weak and strong interactions; gravitation is excluded-provides us with an impressive comprehensive framework for understanding the behavior of the constituents of all visible matter, as well as all the unstable elementary particles that have been discovered, for example in cosmic rays or at particle accelerators. As such, it stands as one of the most rigorously tested theories in the realm of fundamental physics. Over the past decades, a myriad of different high-precision measurements have been performed and, remarkably, the nineteen free parameters of the Standard Model align perfectly-within statistical uncertainties-with these various experimental results. Nonetheless, the process of testing such a theory involves not only precise experiments but also accurate theoretical predictions. To achieve this, observables, i.e., measurable quantities like cross sections or the average lifetime of a particle, must be derived from the abstract Lagrangian of the Standard Model. This is done within the theoretical framework of quantum field theory (QFT).

Aimed since the late 1920s at unifying quantum mechanics and special relativity, QFT builds nowadays on groundbreaking developments made in the late 1940s in the framework of quantum electrodynamics (QED), the relativistic theory that deals more specifically with the electromagnetic field. In particular, four leading physicistsJulian Schwinger, Sin-Itiro Tomonaga, Richard Feynman, and Freeman Dyson-developed techniques, known as renormalization, which enabled the infinities that had hitherto hindered the correct development of the theory to be discarded and replaced by finite measured values [1]. Generally, calculations within this framework are intricate and involved. However, driven by conceptual and mathematical issues, Richard Feynman devised an ingenious approach to address this complexity: the intuitive graphical notation known as Feynman diagrams (or graphs) [2]. These diagrams are employed to represent interaction processes, utilizing lines to depict particles and vertices to symbolize their interactions. The external lines in a graph symbolize the initial and final state particles, while the internal lines are associated with virtual particles (see Fig. 1). Thanks to the associated Feynman rules, mathematical terms are then assigned to each element of these diagrams. ${ }^{1}$ This allows the translation of the visual representation of a particle process ${ }^{2}$ into an algebraic expression providing its probability amplitude. Initially met with skepticism by established experts, Dyson succeeded in providing a rigorous derivation of Feynman diagrams
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Fig. 1 Leading-order Feynman diagram for the process $e^{+} e^{-} \rightarrow \mu^{+} \mu^{-}$. An electron-positron pair annihilates into a muonantimuon pair via a virtual photon $\gamma$. Throughout this paper, we define the external lines on the left (right) of the diagram to denote the initial (final) state of the process. All Feynman diagrams have been produced with FeynGame [11]
and their related rules from the foundations of QED, thereby dispelling doubts $[9,10]$. Since then, Feynman graphs have become an indispensable tool for calculations in QFT. In fact, they have played a crucial role in the development of the vast majority of theoretical predictions derived from the standard model Lagrangian.

The success of Feynman diagrams has garnered significant attention from historians of physics, resulting in numerous works devoted to their study. Many of them focused on Feynman's creative contributions to QED, analyzing their context in detail, the various influences received and unveiling their epistemic novelty $[1,12-$ $16] .^{3}$ In a different vein, David Kaiser, who examined Feynman diagrams as calculation tools, delved into their dispersion in postwar physics as it provides "a rich map for charting larger transformations in the training of theoretical physicists during the decades after World War II" [3, p. xii]. This work remarkably expanded our understanding of the pivotal role Feynman graphs currently hold in high-energy physics. However, despite this existing literature, there are still notable gaps in historical investigations regarding an essential technical aspect related to the application of Feynman's diagrammatic method in high-energy physics: the algebraic manipulation of the associated equations. Exploring this aspect in more depth would yield valuable insights, as it has long shaped the work of numerous theoretical physicists and remains particularly relevant in contemporary physics due to the many challenges it presents. Indeed, based on the so-called perturbation theory, which assumes the particle interactions to be small, calculations with Feynman diagrams are only approximate within QFT. A single graph represents only an individual term in the perturbative expansion, and to achieve higher accuracy, more and more Feynman diagrams of increasing complexity must be included, leading to more and more complex computations. In modern calculations, for phenomena such as those observed at the Large Hadron Collider (LHC), significant computational efforts on dedicated computer clusters are required, giving rise to a multitude of technical challenges in manipulating the expressions involved. The algorithmic evaluation of Feynman diagrams has consequently now almost evolved into a field of research in its own right.

The present paper therefore aims to address directly the topic of algebraic and algorithmic approaches to Feynman diagrams. Our goal is to provide some insights into related issues and current status of their solution. As we will see this naturally leads us to considerations on the question of automating the calculations associated with Feynman graphs. Indeed, the rather well-defined algebraic structure of amplitudes derived from Feynman diagrams has since long raised hope that the computation of physical observables like cross sections and decay rates can be automated to a very high degree. This became progressively more desirable as higher orders in perturbation theory were calculated to improve accuracy. As part of this process, the number of mathematical operations required increases dramatically, given that the number of Feynman diagrams can become very large, and that their individual computation involves very complicated mathematical expressions, in particular if some of the internal lines form closed loops (see Fig. 2). The question of automation, which remains particularly relevant today, then naturally throws light on the specific role played by computers in Feynman diagram calculations. This is why special attention will be paid to the development of dedicated algebraic programs. By enabling mathematical expressions to be manipulated at variable level, they have become absolutely crucial to the progress made over the last decades. And in fact, as computer algebra systems such as MATHEMATICA, MAXIMA or MAPLE [17-19] are now an integral part of the physicist's daily toolbox, it is interesting to note - as our developments will illustrate - that questions initially posed by problems linked to the calculation of Feynman diagrams were instrumental in providing the initial impetus for the development of such programs and laid some of their foundations. ${ }^{4}$

In line with the special issue it belongs to, this "tandem" article consists of two distinct parts. Section 2, authored by historian of science Jean-Philippe Martinez, delves into the emergence of algebraic programs designed for calculating Feynman diagrams. Specifically, it highlights three pivotal programs, namely SCHOONSCHIP, REDUCE, and ASHMEDAI, whose development began around 1963. These programs played an essential role in testing the
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Fig. 2 A next-to-leading order Feynman diagram for the process $e^{+} e^{-} \rightarrow \mu^{+} \mu^{-}$. The muon-antimuon pair interacts through a virtual photon, forming a loop
validity of QED at higher orders of perturbation theory at the turn of the 1960s and 1970s. Moreover, they brought about significant changes in the practices associated with Feynman diagram computations. This last point is then examined through an analysis of the critical assessment made at this time of the introduction of algebraic programs in theoretical high-energy physics, revealing their success, future challenges and highlighting the theme of automation. Section 3, authored by physicist Robert V. Harlander, offers an overview of the developments toward the automated evaluation of Feynman diagrams since these pioneering days, up until today. Rather than aiming for a historically precise discussion though, the focus of this part is on an outline of the main algorithmic concepts developed for perturbative QFT calculations based on Feynman diagrams. Computer algebra systems play an even bigger role today, as the evaluation of the occurring momentum integrals has been largely mapped onto algebraic operations, as will be discussed in detail in Sect.3.5. In order to give a realistic impression of the field to the interested non-expert, the presentation includes a number of technical details which should, however, still be accessible to the mathematically inclined layperson. An excellent review for specialists is given by Ref. [21] and pedagogical introductions to calculating Feynman diagrams can be found in Refs. [22,23], for example. Note, however, that two appendices at the end of the paper (Appendices A and B) provide further resources on the structure of Feynman diagrams and the calculation of sample one-loop integrals, respectively. They are designed to provide further insights into the mathematics related to Feynman diagrams, but are not essential for the understanding of the issues explored in the main text of the article.

While each part can be read independently due to its self-contained nature, the article as a whole aims to achieve a sense of unity. However, as the above outline of the contents suggests, this is not attempted by a continuous historical treatment from the beginnings to today. Our main emphasis is on the origins of algebraic and algorithmic approaches to Feynman diagrams, and their current status. The rich and comprehensive developments at the intermediate stages, on the other hand, are beyond the scope of the current format, and shall be left for future investigations. Instead, the article strives to achieve unity not only through its introductory and concluding sections, but also by establishing a continuous link between the technical challenges faced in the early stages (Sect.2) and those encountered in the present (Sect.3). Thus, cross-references are used repeatedly to supply context for both the historical and physical developments. They provide a better understanding of the many questions that have arisen since the inception of theoretical evaluation of Feynman diagrams and highlight the transformations and prospects brought about by the advancement of computer algebraic programs.

## 2 The emergence of computer-aided Feynman diagram calculations

### 2.1 QED put to experimental test: toward the need of algebraic programs

### 2.1.1 1950s-1960s: higher-and-higher orders

Since its inception in the late 1920s, the development of QED faced numerous challenges that impeded its progress. ${ }^{5}$ The most notable obstacle was the occurrence of divergent integrals when dealing with higher-order perturbative calculations. These integrals were leading to undefined results, in particular when considering the self-energy of the electron and the vacuum zero-point energy of electron and photon fields. As briefly mentioned in the introduction, the development of renormalization techniques in the late 1940s then sought to address the issue of divergent integrals in QED by absorbing infinities into "bare" parameters and replacing them with finite, measurable values (see Sect. 3.4). These techniques paved the way for the development of covariant and gauge invariant formulations of quantum field theories, enabling in principle the computation of observables at any order of perturbation theory. Consequently, in light of these remarkable results, the newly refined QED was promptly subjected to rigorous experimental testing.

The more accurate the experiments became, the more one had to calculate higher orders of the perturbative series to determine corrections to the theoretical values and check for potentially unknown physical effects. In most
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Fig. 3 Tree-level (a) and one-loop (b) Feynman diagrams contributing to the magnetic moment of the electron in QED
cases, higher-order irreducible elements appear, which require computation from scratch. Feynman's diagrammatic approach provides physicists with powerful tools for such an undertaking. Thanks to the Feynman rules, each term of the perturbative expansion can be deduced from graphs whose number of vertices increases with the correction orders. The internal intricacy of the different diagrams, as expressed by the appearance of loops, then reflects the growing complexity of the calculations to be performed (more details in Sect. 3). Moreover, in all instances, it must be emphasized that the number of diagrams involved in each correction increases drastically. To give an overview, let us consider the magnetic moment $\boldsymbol{\mu}_{e}$ of the electron, defined as $\boldsymbol{\mu}_{e}=-g_{e} e \mathbf{S} / 2 m_{e}$, where $m_{e}$ is the electron mass and $\mathbf{S}$ is its spin. Taking into account only the tree-level Feynman diagram of Fig. 3a, the gyromagnetic ratio is $g_{e}=2$. The QED corrections to this quantity are called the anomalous magnetic moment, also referred to as " $g-2$." At order $e^{2}$, they are described by the single one-loop diagram of Fig. 3b; at order $e^{4}$ by 7 two-loop diagrams (see Fig. 4); at order $e^{6}$ by 72 three-loop diagrams; at order $e^{8}$ by 891 four-loop diagrams; and so on... (see, e.g, Ref. [24]). ${ }^{6}$ As a result, the close relationship between experiment and theoretical calculations determined much of the dynamics of early postwar high-energy physics. ${ }^{7}$

In fact, two essential calculations for the development and confirmation of QED at the lowest significant order were carried out before Feynman developed his diagrammatic method. They were related to the Lamb shift and the anomalous magnetic moment of the electron. The former refers to the energy difference between the ${ }^{2} S_{1 / 2}$ and ${ }^{2} P_{1 / 2}$ levels of the hydrogen atom, first observed in 1947 by Willis E. Lamb and Robert C. Retherford [28]. That same year, to explain this observation, Hans Bethe used non-relativistic quantum mechanics and the novel idea of mass renormalization to calculate the self-interaction of the electron with its own electromagnetic field [29]. His successful approach spurred several decisive developments in QED in the late 1940s [1, Chap. 5]. On the other hand, the successful theoretical approach to the contribution of quantum mechanical effects to the magnetic moment of an electron is due to Julian Schwinger, who in 1948 performed the first calculation of radiative corrections in QED [30]. His results were in good agreement with measurements realized at the same time by Polykarp Kusch and Henry M. Fowley at Columbia University [31,32].

The implementation of Feynman diagrams in the theoretical scheme of QED allowed for improved computations and the study of higher-order corrections. Robert Karplus and Norman M. Kroll estimated for the first time in 1950 the anomalous magnetic moment of the electron at order $e^{4}$ [33]. A few algebraic errors affecting results to the fifth decimal place were identified in the late 1950s by André Petermann ${ }^{8}$ and Charles M. Sommerfield, whose new calculations anticipated the precision experiments performed in 1963 by David T. Wilkinson and Horace R. Crane [34-36]. Concerning the Lamb shift, the first calculations remained limited to relativistic corrections at the lowest order (see, e.g., Ref. [37]). It was only in 1960 that Herbert M. Fried and Donald R. Yennie, and, independently, Arthur J. Layzer, first calculated radiative corrections of order $e^{2}$ [38,39]. While various considerations to increase sophistication and accuracy were subsequently developed [40-42], it was not until 1966 that higher-order calculations were performed analytically by Maximilliano F. Soto Jr. [43]. In detail, he calculated the seven Feynman diagrams for the radiative corrections of order $e^{4}$ to the elastic scattering of an electron in a Coulomb potential (Fig. 4).
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Fig. 4 The seven diagrams for corrections of order $e^{4}$ to the anomalous magnetic moment of the electron and the Lamb shift

Initially, Soto Jr.'s results were not independently verified by the community. This can be explained, in part, by the rather tedious nature of the calculations, as we will discuss further in Sect.2.1.2. But it can also be seen as a form of disinterest. Indeed, despite small deviations, the agreement between theory and experiment was generally considered good in the mid-1960s, both for the Lamb shift and for the anomalous magnetic moment of the electron. In fact, the community was in no hurry to pursue research at higher orders of perturbation theory (see, e.g., Ref. [44]). And it was only after a rather long pause that advances in low-energy, high-precision QED experiments were made that turned the tide. In particular, a new experimental determination of the fine structure constant $\alpha$-the dimensionless coupling constant associated with electromagnetic interaction-was obtained in 1969 using the Josephson effect [45]. Predicted in 1962 by Brian D. Josephson, this tunnel effect manifests itself by the appearance of a current between two superconductors separated by a narrow discontinuity made of a nonsuperconducting insulating or metallic material [46]. The corresponding measurement of $\alpha$ in 1969 differed from previous measurements by three standard deviations. The new value was subsequently used to reevaluate different theoretical expressions such as the Lamb shift, fine structure, and hyperfine splitting in different atoms, as well as the anomalous magnetic moments of the electron and the muon (see, e.g., Ref. [47]). From these results and further experimental refinements, theoretical and empirical values of the ${ }^{2} S_{1 / 2}$ and ${ }^{2} P_{1 / 2}$ splitting in hydrogen showed a severe disagreement [48,49]. This untenable situation explicitly called for the reconsideration of Soto Jr.'s results, as will be discussed in detail in Sect.2.2.4.

New considerations of the anomalous magnetic moment of leptons were also motivated by parallel experiments aimed directly at measuring it. For the electron, various observations in the late 1960s showed a discrepancy of three standard deviations to the value obtained by Wilkinson and Crane in 1963 (see, e.g., Ref. [50]). However, the situation turned out to be rather confusing, as these results were contradicted in the early 1970s by new experiments that, in addition, improved the accuracy [51,52]. In the case of the muon, pioneering experiments had been carried out in the late 1950s in the Nevis cyclotron laboratories at Columbia University [53,54]. ${ }^{9}$ They not only made possible the observation of parity violation in muon decay, but also provided a first estimate of its anomalous magnetic moment, in good agreement with the theoretical predictions of Vladimir B. Berestetskii, Oleg N. Krokhin, and Aleksandr K. Khlebnikov [56]. Nonetheless, while the $g_{\mu}-2$ CERN experiment, launched in 1959,
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Fig. 5 The twelve diagrams with fermion loops for corrections of order $e^{6}$ to the anomalous magnetic moment of the electron. a-c Vacuum polarization of order $e^{4} ; \mathbf{d}-\mathbf{j}$ vacuum polarization of order $e^{2} ; \mathbf{k}-1$ light-by-light scattering insertions
initially confirmed this result, new measurements performed in phase 2 with a precision 25 times higher indicated in 1968 a divergence from the theory [57,58]. These different results, taken together, stimulated an increased interest in refining the theoretical value of the anomalous magnetic moment of leptons. To this end, higher-order terms in the perturbative series were progressively computed (to be also discussed in Sect. 2.2.4).

The verification of the agreement between experimental measurements and theoretical calculations of the anomalous magnetic moments of the electron and muon became the most critical test of QED in the late 1960s and early 1970s. For the first time, experiments were accurate enough to verify the validity of the renormalization procedure and confirm the perturbative expansion up to three-loop diagrams. As mentioned above, there are in this case 72 Feynman graphs that contribute to the anomalous magnetic moment of the electron (order $e^{6}$ corrections). Due to mirror symmetry, only forty of these are distinct, and of these forty, twelve involve fermion loops (Fig. 5). Three of the latter have vacuum polarization insertions of order $e^{4}$, seven have vacuum polarization insertions of order $e^{2}$, and two have light-by-light scattering insertions. In the case of the muon, the difference with the electronic moment comes specifically from electron loop insertions in the muon vertices of these 12 diagrams. As the order and number of diagrams increase, so do the difficulty and length of the calculation work.

### 2.1.2 The providential computer

In addition to issues raised by the increasing complexity of the integrations to be performed in the computation of Feynman diagrams (which will be discussed in Sect. 2.3.4), the main concern of physicists in the 1960s stemmed from the presence of Dirac matrices - also called $\gamma$-matrices-in the expressions. Although straightforward in principle, the calculation of their traces results in a huge number of terms as the number of matrices grows. To give a rough idea, the trace of a product of twelve different $\gamma$-matrix expressions generates 10395 different terms (more details in Sect. 3.3). The calculations resulting from the need to work at higher orders proved to be "hopelessly cumbersome," "horrendous," if not "inhuman" [40, p. 271] [25, p. 167] [59, p. 18]. In this respect, the help of digital computers revealed indispensable. The gradual democratization in the scientific field of this relatively new and rapidly evolving technology proved particularly providential in this context: it was the only one that could provide effective solutions for automating the tedious tasks to be performed. ${ }^{10}$

[^6]The essential role played by computers in QED soon became recognized by different theoretical physicists. In their 1970 report on the state of the field, Stanley J. Brodsky and Sidney D. Drell explicitly mentioned the techniques underlying recent extensions of computational capabilities, along with new experimental measurements, as reasons for progress toward the successful confrontation of theory with experiment [25, p. 189]. Similarly, according to Ettore Remiddi, while the renewed interest at the turn of the 1960s and 1970s in evaluating higherorder radiative corrections found its "natural justification in the recent progress in high precision, low energy QED experiments," it only "became possible on account of the increasing use of large digital computers" [44, p. 193]. Indeed, the growing complexity of calculations had been accompanied by a corresponding growth in computing facilities, and immediately the benefits proved to be enormous. Compared to the traditional pencil-and-paper approach, three main virtues of digital computers can be highlighted. Deeply interrelated, they proved decisive for the successful development of Feynman diagram computations, as will be described below. First of all, bookkeeping - i.e., the ability of computers to record, track, and manipulate vast data sets-emerged as a direct response to problems such as the massive generation of terms in the trace of Dirac matrices. It freed physicists from the endless collection of notebooks that kept track of intermediate expressions in operations. Moreover, computers considerably improved the accuracy of calculations. Not only do they eliminate human errors in arithmetic, they also handle complex mathematical operations with exceptional precision. Finally, the introduction of digital machines brought unprecedented speed and efficiency, ultimately enabling physicists to conduct more extensive and thorough investigations and to explore a much wider range of theoretical scenarios. As one of the pioneers in computer-assisted QFT, Anthony C. Hearn, stated as early as 1966: "At present, a known six months of human work can be done in less than fifteen minutes on an IBM 7090" [61, p. 574].

From a computer science point of view, calculations related to Feynman diagrams require symbolic manipulation, also called algebraic computation. This domain deals with algorithms operating on objects of a mathematical nature through finite and exact representations. For high-energy physics, according to Hearn:

It is really little more than a polynomial manipulation problem involving exotic data structures with well defined rules for simplification. In addition, one needs a mechanism for the substitution for variables and simple expressions. Rational algebra need not be used, because denominators, if they occur, have a very simple structure, and can therefore be replaced by variables or expressions in the numerator. Because one has to program these capabilities as efficiently as possible, successful systems designed for QED usually also make good general-purpose polynomial manipulation systems [59, p. 19].
In this framework, the procedure initially followed to compute Feynman diagrams can be briefly depicted as follows:
(i) A one-to-one mapping between the diagram and the algebra is established following the Feynman rules. We call (a) the resulting expression.
(ii) A procedure for the automatic recognition of divergences is included.
(iii) Dirac traces of (a) are computed.
(iv) Information collected on point (ii) is used to carry out the renormalization program.
(v) Integration over the internal momenta of (a) is performed.

This procedure gives the diagram's contributions to the scattering amplitude of the particular process under study in terms of multidimensional integrals. Their resolution then enables us to extract values such as contributions to the anomalous magnetic moment of the leptons, or to the Lamb shift. The product of the amplitude with its Hermitian conjugate also provides us with the contributions to the differential cross sections. ${ }^{11}$

Historically, the initial steps toward setting up such a procedure on a computer were taken in the early 1960s through the pioneering development of algebraic programs whose initial purpose was none other than to perform Dirac matrix calculations. The first acknowledged reference to such a program was made by Feynman himself, at the Third International Conference on Relativistic Theories of Gravitation held in Poland in 1962. Relating his failure to compute a diagram as part of developments of a quantum theory of gravitation, he mentioned that "the algebra of the thing was [finally] done on a machine by John Matthews," being probably for him "the first problem in algebra that [...] was done on a machine that has not been done by hand" [62, p. 852]. Most likely, Matthews was then working on a Burroughs 220-a vacuum-tube computer with a small amount of magnetic-core memory produced since 1957 by ElectroData Corporation-for which he used the dedicated algebraic language, BALGOL, to write the program [59, p. 20] [63, p. 76]. Nevertheless, it seems that the latter remained confidential, and various independent projects with similar objectives soon appeared. In line with the remarkable character of Matthews' work, which Feynman emphasized, the new dynamics they triggered proved so powerful that their success played a major role in placing algebraic programs and their development at the heart of scientific practice.

[^7]Among the various technological innovations of the 1960s, SCHOONSCHIP, REDUCE, and ASHMEDAI proved to be the most impactful and played the most fundamental role in the critical evaluation of QED.

### 2.2 Technological innovations in the 1960s: SCHOONSCHIP, REDUCE, and ASHMEDAI

### 2.2.1 SCHOONSCHIP

The program SCHOONSCHIP was developed in the early 1960s by the Dutch theorist Martinus J. G. Veltman, co-recipient with Gerard 't Hooft of the 1999 Nobel Prize in Physics for elucidating the quantum structure of electroweak interactions. In fact, it is precisely early work dealing with this specific research theme that was at the origin of Veltman's interest in computer algebra. SCHOONSCHIP initially aimed at facilitating the resolution of a rather basic problem in this framework, that of radiative corrections to photons interacting with a charged vector boson. Various experimental successes in the late 1950s and early 1960s of the "vector-minus-axial vector" theory had indeed led many physicists to believe that vector bosons were mediators of weak interactions. This "V-A" theory, developed in 1957 by George Sudarshan and Robert Marshak, and independently by Feynman and Murray Gell-Mann, introduced in the Hamiltonian operator an axial vector current on which the parity operator has a different effect than on the polar vector currents [64-66]. It had been formulated to provide a theoretical explanation for the experimental observation in 1956 at Columbia University of parity violation for the weak interaction by Chien-Shiung Wu and her assistants [67]. They were following the working hypothesis on parity of Tsung-Dao Lee and Chen Ning Yang-a work for which they won the 1957 Nobel Prize - a duo who later began a systematic study of the interactions of vector bosons with photons and worked toward deriving their specific Feynman rules [68, 69]. In this context, Lee independently tackled in 1962 the calculations of the lowest order radiative corrections to the vector-boson-photon coupling [70]. This approach, which Veltman was eager to extend while working in the theory division at CERN, is specifically what inspired the development of SCHOONSCHIP [63, p. 77] [71, p. 342]. Indeed, the full calculations resulted in an expression with about 50,000 terms in the intermediate steps.

Designed during an extended stay at the Stanford Linear Accelerator Center, the first operational version of SCHOONSCHIP ran in December 1963 on an IBM 7094 - a secondgeneration (transistorized) mainframe computerand successfully contributed to solving a problem concerning the radiative corrections to photons interacting with a charged vector boson [63,72]. According to Veltman's recollections on receiving his Nobel Prize, its name, rather original and difficult for many to pronounce, was chosen "among others to annoy everybody not Dutch" [71, p. 342]. In Dutch, it literally means "clean ship," and comes from a naval expression referring to clearing a messy situation. And SCHOONSCHIP was in principle prepared to clear up more messy situations than just electroweak interaction. After all, Veltman had not designed his code to be limited to one specific problem and it soon revealed itself to be a general-purpose symbolic manipulation program capable of supporting the study of a large variety of processes [59,71] [73, p. 289]. SCHOONSCHIP was written in assembly language, considered a low-level programming language since it consists mainly of symbolic equivalents of the architecture's machine code instructions. This choice was made partly because Veltman considered compilers-which allow machine-independent (high-level) programming languages to be efficiently converted on a specific computer-to be responsible for wasting memory and slowing down execution speed [20,63] [74, p. 516]. In 1966, SCHOONSCHIP was ported to the CDC 6600, a machine manufactured by Control Data Corporation and considered as the first successful supercomputer [75]. With the development of hard disks and file storage, the program's distribution to all existing CDC computers gradually became possible along the 1970s [76].

### 2.2.2 REDUCE

REDUCE was developed from 1963 by Hearn. As a postdoc in theoretical physics at Stanford working on Feynman diagrams, the Australian-born scientist was already interested in automating their calculations [61,77]. In this perspective, John McCarthy, one of the founders of the field of artificial intelligence, encouraged him to use LISP, the computer language he had been developing at M.I.T since 1958 [78]. Primarily designed for symbolic data processing, this high-level language had already been used by 1962 for tasks as diverse as electrical circuit theory, mathematical logic, game playing, and-what concerned Hearn more specifically-symbolic calculations in differential and integral calculus [79]. It allowed for the development of a system that proved "easily capable of modification or extension [and also] relatively machine independent" [80, p. 80]. In 1963, McCarthy, who had just joined the Stanford Computer Science Department, also provided Hearn access to hardware facilities.

While Hearn's work was initially oriented toward the calculation of the algebraic trace of a product of Dirac matrices and its application to various specific problems in high-energy physics, expectations were soon surpassed, as was the case with SCHOONSCHIP [61]. The program developed using batch processing on an IBM 7090 turned out to be a general-purpose algebraic simplification system and was released as such in 1967 [80]. It was capable of handling, among other things, expansion ordering and reduction of rational functions of polynomials, symbolic differentiation, substitutions for variables and expressions appearing in other expressions, simplification of symbolic
determinants and matrix expansions, as well as tensor and non-commutative algebraic calculations. As Hearn later acknowledged, the name of the program, REDUCE, was also intended with a touch of playfulness: "algebra systems then as now tended to produce very large outputs for many problems, rather than reduce the results to a more manageable form. 'REDUCE' seemed to be the right name for such a system" [77, p. 20].

In addition to the main LISP package, specific facilities were provided to express outputs in the form of a FORTRAN source program [80, p. 88]. Originally developed for IBM in the 1950s by John Backus and his team, FORTRAN (FORmula TRANslating system) is a compiled imperative programming language that proved particularly accessible to engineers and physicists [81]. Indeed, long computational results were converted into a format suitable for numerical computation and graphical display. In 1970, REDUCE 2 was made available. This new version offered increased facilities for simplifying algebraic expressions [82]. It was written in an ALGOL-like syntax, called RLISP. ALGOL, short for "Algorithmic Language," refers to a family of programming languages for scientific computations originally developed in 1958. ${ }^{12}$ These additions and modifications later contributed to the wide distribution of REDUCE and the creation of a community of users. While in the early 1970s SCHOONSCHIP was available only for the CDC $6000 / 7000$ series, REDUCE ran on the PDP-10, most IBM 360 and 370 series machines, the CDC 6400, 6500,6600 , and 6700 , and began to be implemented on new systems such as the UNIVAC 1100 series [84, 85].

### 2.2.3 ASHMEDAI

The development of ASHMEDAI by Michael J. Levine, an American Ph.D. student at the California Institute of Technology, also began in the early 1960s. Its genesis seems to be closely linked to that of SCHOONSCHIP. Indeed, according to Veltman, the idea of developing such programs arose from a discussion, in which Levine took part, at CERN in the summer of 1963 [63, p. 77]. The two physicists were then working on phenomena related to the development of the V-A theory. More precisely, Levine's dissertation was dealing with neutrino processes of significance in stars [86]. In particular, he was computing the transition probabilities and rates of dissipation of energy by neutrino-antineutrino pairs for several processes predicted by recent developments in the theory of weak interaction. ASHMEDAI, which supplied assistance for these tasks, was initially written in FAP (Fortran Assembly Program), a machine-oriented symbolic language designed "to provide a compromise between the convenience of a compiler and the flexibility of an assembler" [87, p. 1]. The initial package consisted of about 4000 commands, used 20,000 words $^{13}$ of storage, and ran for about 8 minutes per diagram on an IBM 7090 [86, pp. 80-81].

As a symbolic manipulation program, ASHMEDAI was promptly capable of performing operations such as substitution, collection of terms, permutation of Dirac matrices and taking traces of products of Dirac matrices [88, p. 69]. So, while it was developed to "do many of the tedious straightforward operations arising in Weak Interaction and Quantum Electrodynamics calculations," Levine saw as early as 1963 that it could naturally become a more general algebraic language to be applied to various problems [86] [89, p. 359]. This prospect, however, was never realized to the extent of SCHOONSCHIP and REDUCE. ASHMEDAI remained seen as a special purpose program, with limited long-term success. But it should be noted that some of its features of specific interest to the development of high-energy physics were praised in the 1960s and 1970s (see, e.g., Refs. [26,63]). In particular, Levine's work to establish routines performing symbolic algebra manipulations for Dirac matrix and tensor algebra revealed particularly effective. Compared to REDUCE, ASHMEDAI had the advantage of being able to compute larger products of $\gamma$-matrices and was initially found to be more suitable for higher-order calculations [90].

In the late 1960s and early 1970s, ASHMEDAI experienced a complete makeover. FORTRAN became the high-level source language to "facilitate writing, debugging, modifying and disseminating the code," and an improved user interface was developed [89, p. 359]. Moreover, some algorithms were degraded to facilitate coding and many features deemed unnecessary were removed. In addition to flexibility, the use of FORTRAN offered better portability as well. Already being implemented on a CDC 3600 in the late 1960s, ASHMEDAI was run by Levine on a Univac 1108 in the mid-1970s and was also available on many PDP-10 and IBM 360-370 machines [89, 90].

### 2.2.4 First applications

Naturally, the first results of calculations performed with the help of algebraic programs were supplied to the community by their creators and concerned electroweak interactions. For instance, motivated by the development of electron-electron and electron-positron colliding-beam projects-most notably at Stanford-Hearn collaborated in 1965 with Yung-su Tsai to compute the differential cross section for the as-of-then hypothetical process $e^{+}+e^{-} \rightarrow$

[^8]$W^{+}+W^{-} \rightarrow e^{+}+\bar{\nu}_{e}+e^{-}+\nu_{\mu}$ [91]. Also, Levine, whose PhD results were at odds with some more recent estimations, published in 1967 the calculations to the lowest order in the coupling constants of the cross section contributions of four Feynman diagrams for a nonlocal weak interaction mediated by a charged vector meson [88]. These two cases are examples of a type of problem involving relatively little analytical work for which algebraic programs to compute traces of Dirac matrices gradually gained popularity at the turn of the 1960s and 1970s. The implementation of SCHOONSCHIP on a CDC 6600 computer at the Brookhaven National Laboratory near New York played an important role in this process. In several cases, it proved to be valuable for low order calculations related to projected processes in upcoming electron-positron colliders (see, e.g, Refs. [92, 93]). ${ }^{14}$

Nevertheless, the real test of the usefulness and effectiveness of algebraic programs in high-energy physics would come directly from the situation presented in Sects.2.1.1 and 2.1.2. The pioneering work of Veltman, Hearn, and Levine in the field of computational physics had actually anticipated the situation in which computer-assisted calculations would prove essential to ensure the validity of the new QED through a careful verification of the adequacy with experiment. Thus, as required by the increasing number and complexity of higher-order Feynman diagrams, these algebraic programs naturally began to be used around 1970 for the computation of the two-loop (order $e^{4}$ ) contributions to the Lamb shift, and the three-loop (order $e^{6}$ ) contributions to the anomalous magnetic moment of the electron and the muon. An interesting aspect of this process is that it quickly took on a strong collaborative dimension that allowed for testing not only the theory but also the new computational techniques that had just been developed. Indeed, while different teams were at work to calculate all the necessary Feynman diagrams, the results were systematically cross-checked using different algebraic programs. ${ }^{15}$

As mentioned in Sect.2.1, with respect to the Lamb shift, the determination of radiative corrections of order $e^{4}$ requires the computation of the seven Feynman diagrams shown in Fig. $4 .{ }^{16}$ First done analytically by hand in 1966 by Soto Jr., it was not until 1970 that computer-assisted calculations were performed at Stanford by Thomas Appelquist and Brodsky [43,48, 49]. REDUCE automatically computed the traces of Dirac matrices, applied projections, and reduced the expressions to Feynman parametric integrals (see Appendix B.2). The new value obtained, in disagreement with Soto Jr.'s, was found to be in excellent conformity with the most recent experimental results. If John A. Fox also recalculated with REDUCE the specific contribution of the "crossed" graph, most of the verifications were made by physicists closely related to CERN, where SCHOONSCHIP was available [97]. ${ }^{17}$ Benny Lautrup, Petermann and Eduardo de Rafael computed the contributions at order $e^{4}$ for the "corner" diagrams, and Lautrup independently checked the contribution of the vacuum polarization term [98]. Petermann also carried out calculations for the "crossed" graph [99]. Finally, on the CERN CDC 6600 and on that of the University of Bologna, Riccardo Barbieri, Juan Alberto Mignaco, and Remiddi recomputed the contributions from all seven Feynman diagrams $[100,101]$. Overall, these SCHOONSCHIP results confirmed those obtained with REDUCE. But as a further verification of the methods, in the first and last cases at CERN, contributions at order $e^{4}$ of the anomalous magnetic moment of the electron were also calculated and found in good agreement with the results initially obtained by Petermann in 1957 [34].

With regard to the evaluation of contributions of order $e^{6}$ to the anomalous magnetic moment of the electron, as mentioned previously, 72 diagrams had to be calculated (the twelve graphs including fermion loops are reproduced in Fig. 5). Their first approach with algebraic programs then also took place at the turn of the 1960s and 1970s. ${ }^{18}$ With the help of REDUCE, Janis Aldins, Brodsky, Andrew J. Dufner, and Toichiro Kinoshita, split between Stanford and Cornell, determined the corrections due to the two Feynman diagrams with light-by-light scattering insertions [102]. ${ }^{19}$ Following the same method, Brodsky and Kinoshita calculated the seven graphs with vacuum polarization insertions of order $e^{2}$, while the three with vacuum polarization insertions of order $e^{4}$ had been computed previously with SCHOONSCHIP at CERN by Mignaco and Remiddi [104,105]. These ten diagrams were also investigated separately by Jacques Calmet and Michel Perrottet of the Centre de Physique Théorique of Marseille who found results in good agreement [106]. For this purpose, they used an independent program written in LISP by the former. Finally, in 1971, Levine and Jon Wright presented their results for the sum of the remaining diagrams $[107,108]$. Specifically, they computed with ASHMEDAI all 28 distinct graphs that do not involve fermion

[^9]loops. ${ }^{20}$ This contribution alone justifies the special place occupied by Levine's program in this historical account. Not only did it prove to be quite "elegant," but it was also, by its magnitude and complexity, "one of the most spectacular calculations in quantum electrodynamics" performed in the early 1970s [26, p. 14] [63, p. 77]. Indeed, bosonic loop graphs, as opposed to those with closed fermion loops, are generally much more difficult to calculate. The results obtained were confirmed in 1972 by Kinoshita and Predrag Cvitanović who used the CDC 6600 version of SCHOONSCHIP at Brookhaven National Laboratory but also verified some of their calculations by hand and with a PDP-10 version of REDUCE 2 [110].

The overall result of this collective effort was found to be in good agreement with the recent precision experiments carried out in the late 1960s. This was also the case for the anomalous magnetic moment of the muon, for which contributions of order $e^{6}$ had naturally been calculated together with those of the electron by the various actors mentioned above [96]. As a result, by the early 1970s, the situation was such that trust had not only been improved in the new QED and QFT but also been established in algebraic programs. The achievement of similar results, by separate teams using different machines, programs, and techniques, was the guarantee of their acceptance as indispensable computational tools in theoretical high-energy physics and beyond [59, p. 19] [73] [89, p. 364].

### 2.3 Early 1970s: initial assessment

The rise of algebraic programs to solve QFT problems, as described above, was in fact part of a much broader movement that saw, from the mid-1940s onward, the emergence of digital computers as fully fledged tools for scientists. As far as experimental high-energy physics is concerned, Peter Galison described in his seminal book Image and Logic: A Material Culture of Microphysics how computers invaded laboratories in the postwar period and profoundly altered practices [111]. This was particularly the case with the development of the Monte Carlo method-whose dissemination in the community, between experiment and theory, was recently reassessed by Arianna Borrelli [112]-a family of algorithmic techniques aimed at calculating approximate numerical values using random processes as inputs. Stemming from work linked to the early post-war developments of the American nuclear project - most notably by Nicholas Metropolis, Stanislaw Ulam, and John von Neumann - it played a major role, particularly from the early 1960s, in the gradual emergence of computer simulations of experiments, but also, for what concerns us more directly, in the numerical estimation of complicated integrals.

All things considered, it appears that the progressive democratization of the computer in the field of physics ultimately led to the creation of a veritable community of specialists. To this end, new scientific journals were created. The first issue of the Journal of Computational Physics appeared in 1966 and that of Computer Physics Communications in 1969. Also, international meetings were soon organized in response to the keen interest aroused. In the early 1970s, a Colloquium on Advanced Computing Methods in Theoretical Physics was held in Marseille [113]. From August 2 to 20, 1971, the International Centre for Theoretical Physics in Trieste organized extended research courses on the theme of "Computing as a Language of Physics" [114]. The European Physical Society also followed the lead and set up a long series of European conferences on computational physics, the first of which was held in Geneva in April 1972 [115]. This dynamic proved to lay new foundations. As Frederick James of CERN later stated:

The advent of these schools, conferences, and journals has been important, not only in advancing the techniques of computational physics, but also in helping to establish the identity of computational physics, and offering a forum for communication between physicists from different fields whose primary working tool is the computer [116, p. 412].
Computational physics, as a field, was born. And with it, the ability of computers to perform large amounts of elementary algebra began to be fully exploited.

Widely understood, computer-assisted algebraic manipulation was a rather fashionable theme in the early 1970s. But there was still a wide gap between aspirations and reality, as Veltman illustrated in his particular style: "Many programs doing this sort of work have been written. In fact, there are probably more programs than problems. And it is a sad thing that most of these programs cannot solve any of the problems" [63, p. 75]. QFT calculations-in addition to other successes in celestial mechanics and general relativity - had nevertheless proved that a promising future was possible. Programs such as SCHOONSCHIP and REDUCE had far exceeded the expectations of their initial goal and had become general-purpose algebraic manipulation systems. Hearn, among others, therefore envisioned a successful application of these techniques in other areas, particularly in quantum physics where they appeared relevant to many subfields, such as semiconductor theory, solid state physics, or plasma theory. However, this process was still in its infancy, and it was clear that it would rely heavily on experience developed up to that point within the specific framework of QFT [59, p. 18].

[^10]As a result of the general emulation created in the emerging field of computational physics and the prospect of widespread dissemination of new algebraic methods in physics, the early 1970s proved a propitious time for an initial assessment of the various achievements to date. Several publications and talks were explicitly aimed at establishing the state of the art in computer-assisted Feynman diagram calculations. In many respects, they also addressed the various challenges and prospects for their future development. In addition to the question of automation, which will be considered in Sect. 2.4, four recurring themes were discussed: hardware facilities, the calculation of Dirac matrix traces, the renormalization procedure, and the handling of integrations.

### 2.3.1 Hardware facilities

As the three examples of Sect. 2.2 show, the development of algebraic programs for QFT required the use of advanced programming techniques and resulted from the dedication of people with access to large computing facilities. The dependence of these programs on such installations led to the recognition of some hardware challenges in the early 1970s. The most obvious was that of dissemination and accessibility to a wider audience. In this regard, as has already been suggested several times, REDUCE was clearly the champion. The flexibility of the high-level language used and its machine independence greatly favored its portability and widespread use. In addition, the development of FORTRAN-like output generation was conducive to its use by non-specialists in digital computing. On the other hand, although ASHMEDAI shared similar characteristics to REDUCE, its dissemination seemed to suffer from its lack of generality. Its use apparently remained limited to Levine's inner circle at the Carnegie Mellon University in Pittsburgh, which he had joined in 1968 [63, p. 77] [117] [118, p. 344]. Finally, as far as SCHOONSCHIP is concerned, although it has proved central to the results presented above, it turns out that the machine-dependence induced by the use of a low-level language has been a serious obstacle to its rapid expansion. In 1972 , its availability was limited to a few strategic centers equipped with CDC 6000/7000 computers: CERN, Bologna, Brookhaven and the French Atomic Energy Commission, at Saclay near Paris [63, p. 77] [74, p. 517]. This problem was nevertheless recognized, and in recently published reminiscences in Veltman's honor, Remiddi recalled that Hugo Strubbe, a student of the Nobel laureate, was hired by CERN in the early 1970s to work on implementing a version of SCHOONSCHIP for IBM mainframes [74, pp. 518-519] [76]. ${ }^{21}$

The distinction between machine-dependent and machine-independent programs (low-level and high-level languages) was also at the heart of one important hardware-related issue raised by developers in the early 1970s, that of memory shortage due to the "blow-up" problem [73, p. 237] [118]. It is well-known that algebraic problems, even the simplest ones beginning and ending with fairly short formulas, often lead to the appearance of long intermediate expressions. As mentioned in Sect.2.1.2, at low orders this blow-up mainly originates in the calculation of traces of Dirac matrices. ${ }^{22}$ Managing these intermediate expressions proves particularly costly in terms of memory, since they often have to be stored in core during the calculation. Sometimes, the memory capacities of hardware installations are even exceeded, condemning the process to failure. This situation represented a real challenge at the turn of the 1960s and 1970s and was well recognized by the various actors mentioned above. It led Hearn, for example, to explicitly recommend processing algebraic calculations on "a computer with a high speed memory of 40000 words or more" [120, p. 580]. ${ }^{23}$

This time, in light of this challenge, the advantage clearly went to SCHOONSCHIP, which proved not only incredibly fast but also very economical in terms of storage [121]. Indeed, high-level languages such as LISP and FORTRAN required much more storage than their low-level counterparts, on the order of "about 20 times" more, according to Veltman [63, p. 76]. This led the Dutch physicist to seriously doubt the ability of high-level language programs to contribute extensively to problems considered beyond human capabilities. Nevertheless, before we even consider any hardware improvements that would fully refute this assertion, the developments of algebraic computations in QFT invite us to moderate it. Apart from the implementation of simplifying algorithms that will be discussed in the next section, the challenge posed by memory limitations was not perceived as a dead end by users of high-level languages. For them, it was above all a matter of manipulating data artfully, and for Hearn, a "clever programmer [could] make optimum use of whatever facilities he has at his disposal" [120, p. 580]. ASHMEDAI, which proved more efficient than REDUCE in this respect, was in fact the best example of this. In addition to using auxiliary memory, Levine provided for the possibility of treating the intermediate terms of calculations as "virtual" [89, p. 362]. Consider an initial polynomial $P_{1}$, successively transformed into polynomials $P_{2}$ and $P_{3}$ by two different operations. By performing the operations on separate terms of $P_{1}$, it is possible, once a corresponding term of $P_{3}$

[^11]is obtained, to destroy the created but now useless part of $P_{2}$. In this way, $P_{2}$ turns out to be virtual, i.e., it never fully exists at any given time, allowing a more memory-efficient execution of ASHMEDAI.

### 2.3.2 Traces of Dirac matrices

As shown by the QFT computations described in Sect. 2.2.4, it is clear that the digital treatment of Dirac matrices was the great success of the 1960s. SCHOONSCHIP, REDUCE and ASHMEDAI had indeed fulfilled their initial function, enabling physicists to access in a very short time results that would have required years of work before the emergence of algebraic programs. This is why, while Hearn emphasized in the early 1970s that the greatest successes had arisen "from our ability to do polynomial manipulation, simple substitutions and differentiation" and Calmet asserted that "[p]resently, there is no real difficulty to handle the algebra for such calculations," the revolution in computation times was naturally the subject of much praise [59, p. 19] [96, p. 1]. Hearn pointed out, for example, that the "algebraic reduction of a diagram might take fifteen minutes of computer times," while Levine put forward a "[time] spent in Dirac Matrix manipulation [of] three minutes" for a single bosonic loop graph contributing at order $e^{6}$ to the anomalous magnetic moment of the electron [59, p. 19] [89, p. 360]. Since SCHOONSCHIP proved to be faster than programs in high-level languages, this assessment period naturally proved propitious for Veltman to extol the merits of his program. In addition to the above-mentioned saving of memory by a factor of around twenty, he also suggested that calculations could be performed in an interval thirty times shorter than its competitors written in LISP [63, p. 76].

In fact, it is clear that memory and time were in many ways critical factors in the development of early algebraic programs. In this respect, in addition to hardware considerations and artful manipulation of data, implementing mathematical algorithms to simplify the expression of Dirac matrix traces, and consequently the weight of calculations, was highly valued. This was particularly the case within the REDUCE framework, for which the first algorithm to be put forward on several instances was proposed by John S. R. Chisholm [122]. It enables a product of traces sharing common indices to a sum of single traces. Nonetheless, in the course of its digital implementation, John A. Campbell and Hearn noted that its effectiveness was limited to cases of two shared indices, since for three or more "the same expression arises over and over again in the computation of seemingly different traces" [123, p. 324]. It was therefore superseded by another proposal by Joseph Kahane, which leads to the reduction of any partially contracted product of Dirac matrices to a simple canonical form involving only the uncontracted indices [124]. But despite their interest, in comparison with REDUCE's competitors, such algorithms remained insufficient solutions to the abovementioned challenges. Hearn, therefore, set out to improve them. In the early 1970s, he was working with Chisholm on an extension of Kahane's procedure, with a view to developing a new algorithm which, he claimed, would lead "to further efficiencies in trace calculation and also reduce the amount of computer code necessary" [125] [120, p. 579].

### 2.3.3 Renormalization

Among the various stages of the complete Feynman diagram calculation procedure described in Sect. 2.1.2, the question of renormalization has so far not been addressed. And with good reason: despite the hopes raised by the rise of algebraic programs, its consistent approach in a computer context had yielded very few concrete results by the early 1970s. This is illustrated by the various cases examined in Sect.2.2.4, where the careful handling of divergences had to be carried out by renormalization or regularization methods ${ }^{24}$ in procedures that required a great deal of effort on the part of physicists, and for which the added value of computers was minimal. There were two main reasons for this. On the one hand, Hearn pointed out that the renormalization process was "the one in which heuristics play the greatest role in deciding how the expression should be manipulated" [120, p. 593]. On the other hand, as Brodsky and Kinoshita in particular recognized, the digital conversion of the standard renormalization procedure was far from being a straightforward process: "[...] the usual prescription of renormalization found in every textbook of quantum electrodynamics is not necessarily the most convenient for practical calculation, in particular, for computer calculations" [105, p. 360]. In response to these difficulties, the two theorists put forward the development, around 1970, of various alternative renormalization schemes of a more algebraic nature (see also, e.g., Refs. $[126,127]$ ). Nevertheless, their intuition proved somewhat unfortunate: the more algebraic the procedures, the more heuristic they turned out to be, ultimately preventing their easy implementation in computer programs [120, p. 593].

In the spirit of Feynman's original method, an attempt to apply algebraic computational techniques to renormalization theory should nevertheless be highlighted. In the late 1960s, Calmet and Michel Perrottet developed a set of LISP and FORTRAN programs aimed at generating Feynman diagrams and their relative counterterms at a given order, as well as the integration over internal momenta and resulting suppression of divergences [128]. Nevertheless, their work remained limited to the renormalization of Feynman diagrams in the simplest case of scalar

[^12]theory, where divergences appear only through vacuum polarization insertions of order $e^{2}$. As a minor step toward potential generalization, Calmet also introduced in 1974 a procedure coded within the framework of REDUCE that offered a first advance toward automatic recognition of divergences in a Feynman diagram [129]. This procedure was not only able to recognize whether a graph was divergent or not but also to differentiate between vacuum polarizations, electron self-energies, and vertex divergences. ${ }^{25}$

### 2.3.4 Integrations

The development of efficient routines for integration was another major issue addressed by physicists in their evaluation of computational methods for Feynman diagrams [44,59, 73, 96, 118]. ${ }^{26}$ They had to deal with particularly messy and complex multidimensional integrals whose integrands present sharp spikes distributed over the integration region. In the early 1970s, numerical methods had to be widely used, but the integrals were so complicated that the usual Monte Carlo procedure failed in the majority of cases, leading to divergent results. The most successful approach was then an adaptive-iterative routine known as SPCINT, LSD, or RIWIAD, which combined the Monte Carlo and Riemann sum methods. It was based on an original idea by G. Clive Sheppey in 1964, subsequently improved and applied to elementary particle physics by Dufner and Lautrup [130] [96, p. 17] [131]. During its execution, the integration domain is divided into smaller subregions, and for each subregion, the value of the integrand and its variance are computed at randomly selected points. The variance obtained is utilized to enhance the selection of intervals along each axis, ensuring that more points are concentrated in regions where the function exhibits insufficient smoothness. This process is then iteratively repeated. ${ }^{27}$

Among the various calculations mentioned in Sect. 2.2.4 as early successes in the development of algebraic programs, once the divergences had been eliminated by a renormalization or regularization procedure (see the discussion in Sect. 2.3.3), amplitudes were always integrated numerically, except in two cases. In calculating the crossed graph contributions of order $e^{4}$ to the Lamb shift (see Fig. 4), Fox relied on the hand-operated analytical procedure developed by Soto Jr. in 1966 [43,97]. Barbieri, Mignaco, and Remiddi also developed an analytical approach to the computation of the Lamb shift contributions from the seven two-loop Feynman diagrams, for which they were partially assisted in some specific algebraic manipulation tasks by SCHOONSCHIP [100, 101]. The singularity of these works does not, however, reflect a lack of interest in analytic integration and its possible computer implementation. It was recognized that the latter could prove faster, more accurate and more powerful than any numerical method [59,134]. In the words of Antoine Visconti, "analytic integration method should [even] represent the final answer to the evaluation of Feynman integrals" [118, p. 336]. And in fact, according to one of its leading figures, Joel Moses, the field of symbolic integration had just gone through its "stormy decade" [134]. With the development of faster, more reliable computers, advances in integration theory in the 1960s had seen the emergence of procedures that completely solved the problem of integration for the usual elementary functions.

SIN (Symbolic INtegrator), developed by Moses, was probably the most successful program for this purpose at the beginning of the 1970s [134]. Originally written in LISP for the IBM 7094 during 1966-1967, ${ }^{28}$ it was inspired by the pioneering work in artificial intelligence of James R. Slagle, who in 1961 developed a heuristic program, SAINT (Symbolic Automatic INTegrator), for solving basic symbolic integration problems [135, 136]. SIN developed a strategy of successive attempts - in three stages (cheap general method, methods specific to a certain class of integrals, general method) - to solve a problem using different integration methods. But while the results were promising, it could only calculate "simple" functions, proved inflexible for many multiple integrals, and was very demanding on memory [84, p. 35]. As such, it was insufficiently suited to the heavy calculations of QFT, which is why numerical solutions were preferred. The algebraic procedures required were too powerful, sometimes involving breaking the polynomial nature of the calculation to substitute certain known functions for simple variables in the result obtained. And in fact, as the orders of perturbation theory and the internal complexity of Feynman diagrams increased, the symbolic implementation of many integrations proved particularly difficult at the turn of the 1960s and 1970s.

The multiplicity of challenges in this field therefore meant that high-energy physicists had to invest heavily in finding solutions to their specific problems. This was notably the case for Petermann, who collaborated at CERN with Doris Maison on the development of the SINAC (Standard INtegrals Analytic Calculation) program, using the CDC 6600 version of SCHOONSCHIP $[137,138] .{ }^{29}$ Their initial aim was to develop a procedure for calculating subtracted generalized polylogarithms, also known as subtracted Nielsen functions, a class of functions appearing in several physics problems-i.e., electrical network problems or Bose-Einstein and Fermi-Dirac statistics analyses.

[^13]It was established that the analytical structure of many expressions relating to radiative corrections in QED could be enumerated in terms of Spence functions, a subclass of Nielsen functions [104,140]. Nevertheless, the impact of Maison and Petermann's work was rather limited in the early 1970s, as it only proved fully relevant for corrections of two-loop order. Indeed, at three-loop order, the integrals to be manipulated present a higher degree of complexity, and no similar regularity had yet been established for Nielsen functions. It was unclear whether previous methods could be extended, or whether new methods would have to be developed. In short, in Calmet's words: "the analytical structure of solutions [was] still too poorly known to hope for a general solution" [141, p. 37]. ${ }^{30}$ To illustrate these difficulties, it is worth mentioning that in 1973 Levine and Ralph Roskies attempted to calculate analytically the integrals relating to Feynman diagrams without fermion loops contributing to the anomalous magnetic of the electron at order $e^{6}$ [142]. Working within the algebraic framework of ASHMEDAI, they were only able to find a solution for six of the 28 independent graphs.

### 2.4 Toward complete automation?

### 2.4.1 Computers in physics: the specter of dehumanization

According to the previous assessment of the development of calculation techniques for Feynman diagrams, it appears that the various successes encountered were tempered by hardware limitations and a combination of heuristic and mathematical problems. However, on the whole, these difficulties were not seen as a dead end from a computer science point of view. On the one hand, physicists were working on "extremely elementary and for the most part rather crude" facilities, for which it was reasonable to foresee progress [73, p. 236]. On the other hand, as might be expected of any field in its formative years, the various algebraic programs used in high-energy physics in the early 1970s were highly evolutive. In 1971, Hearn simply regarded REDUCE as a "growing system" in its infancy [82, p. 132]. Its updated version, REDUCE 2, had just been released, only 3 years after the initial version. SCHOONSCHIP was also constantly modified to include new features. As a result, its manual had to be thoroughly revised in 1974 [85].

Optimism about possible improvements was certainly warranted, as it actually was for computational physics as a whole. Computers had only recently invaded laboratories, and their significance, importance, and great potential were already widely recognized (see, e.g., Refs. [143,144]). In 1971, Lew Kowarski described an "intrusion," a "sudden event" whose impact was "dramatic" and led to "spectacular applications" in the field of nuclear physics [145, p. 27]. For him, this was a great liberation in space and time for the scientist. Nevertheless, as he also suggested, this excitement was in fact dampened by voices expressing a growing fear of the dehumanization of scientific practices. In this respect, in his historical approach to the development of experimental high-energy physics, Galison described how automation and the prospect of its generalization became, in the 1960s, the object of concerns and tensions that have, in many ways, shaped the evolution of the field [111]. Part of the community feared that a form of dependence on the computer would lead physicists to lock themselves into a world of very fine measurements and no discoveries.

Hans Bethe, in his introduction to Computers and their Role in the Physical Sciences published in 1970 by Sidney Fernbach and Abraham Taub, remarkably echoed these debates from the point of view of a theoretical physicist [146]. As a member of the Manhattan Project, he had been a privileged witness to the introduction of digital computers into physics. As such, he deeply appreciated the progress they had made over more than two decades, in both pure and applied physics. But he also clearly saw their role as being "our servant, meant to make our life easier, and that [they] must never become our master" [146, p. 9]. He insisted that computers were not capable of understanding, that they were only there to carry out the orders they were given, in other words, that " $[t]$ heir answers cannot be more intelligent than the questions they are asked" [146, p. 8]. Bethe was not only unoptimistic about the future usefulness of their learning abilities but also unwilling for them to lead to potential independence. In addressing the themes of understanding, intelligence and learning, Bethe was in fact projecting his own abilities as a theoretical physicist onto the computer. And, of course, he could not foresee any success for the latter regarding an activity as abstract as the conceptual development of theories.

For this last area, as a specialist in the development of algebraic programs, Hearn was also convinced that computers had made no contribution by the early 1970s:

In every generation there may arise an Einstein or Feynman who actually develops a new theory of nature completely different from any previously considered. Here is an area where computers so far have made zero impact, primarily, I suppose, because no one yet understands just how an Einstein first obtains that insight which suggests a new theory to him. Perhaps computers could help check some calculational point during the

[^14]formulation of the work, but, by and large, the insight is produced by some rare quality we call 'genius' as yet impossible to classify in terms that a computer can simulate [59, p. 17]. ${ }^{31}$

But as the various italicized adverbs suggest, Hearn was not on the same wavelength as Bethe when it came to future expectations. It should be remembered that the former had developed REDUCE in circles close to McCarthy, a specialist in artificial intelligence. In this context, it appears that the dehumanization of physics did not really concern Hearn. On the contrary, the idea that computers could understand, be intelligent and learn was familiar to him, and he had clearly integrated it, at least in principle, into his framework of thought and research project. Thus, his general assessment of the development of algebraic programs in the early 1970s was marked by a certain enthusiasm for the future and the potential complete automation of Feynman diagram computation. At the Second Symposium on Symbolic and Algebraic Manipulation, held in Los Angeles in 1971, he declared: "At any rate, my dream of a completely automated theoretical physicist now looks a little closer to reality than two or three years ago" [59, p. 21].

### 2.4.2 The automated high-energy theoretical physicist

Hearn's ideal of a fully automated theoretical physicist attracted attention at the turn of the 1960s and 1970s. For example, it was explicitly mentioned by David Barton and John Peter Fitch in their review of the applications of algebraic manipulation programs in physics [73, p. 297]. Calmet also readily shared this view. In 1972, at the First European Conference on Computational Physics in Geneva, the French physicist defended the idea that a completely automated treatment of QED seemed "quite reasonable because of the improvement in the algorithms and techniques for algebraic manipulation ${ }^{32}$ and the availability of powerful computers." In Hearninspired terminology, he even saw the "realization of an 'automated QED physicists' [as] a goal which [was] no longer out of reach" [84, pp. 202-203]. One good reason for believing in this possibility was provided by an article published by Campbell and Hearn in 1970 [123]. The former had worked a little earlier on extending the initial version of REDUCE in order to allow matrix elements ${ }^{33}$ to be derived from arbitrary Feynman diagrams [148]. ${ }^{34}$ At the end of the 1960s, his direct collaboration with Hearn became another ambitious extension. They developed a system of programs in LISP 1.5, working within the framework of REDUCE, which handled "all stages of calculation from the specification of an elementary-particle process in terms of a Hamiltonian of interaction or Feynman diagrams to the derivation of an absolute square of the matrix element for the process" [123, p. 280].

To this end, they first worked out the computer representation of a Feynman diagram and the automatic generation of all the graphs required for a given process at a given order. To do this, they relied in particular on Wick's theorem, a method for reducing arbitrary products of creation and annihilation operators to sums of products of pairs of these operators. Several subroutines were used to examine potential pairs and generate appropriate diagrams. Thereafter, the set of programs developed by Campbell and Hearn was able to handle the specification of the Feynman rules and their application to a given diagram in order to determine physical matrix elements as a unique mapping of one data space onto another. It performed the algebra of Dirac matrices but was also trained to recognize integrals, proceed with their integration and finally calculate cross sections. This impressive result for its time, which demonstrated the theoretical possibility of automating a complete diagram calculation, nevertheless presented some serious limitations. Firstly, Campbell and Hearn's identification of topologically equivalent diagrams proved to be rather laborious and was subsequently judged to be insufficiently efficient [149]. ${ }^{35}$ Also, as only the simplest cases were tackled, no renormalization procedure was carried out.

With regard to the latter shortcoming, the work of Calmet and Perrottet, as described in Sect. 2.3.3, was a clear and methodical manifestation of a genuine interest in developing a more complete, and therefore more automated, algebraic procedure for calculating Feynman diagrams. For a few years around 1970, their contributions made the Centre de Physique Théorique in Marseille - alongside the University of Utah where Hearn had been appointed in

[^15]1969 - a leading institution in the progressive automation of theoretical high-energy physics. ${ }^{36}$ There, Calmet and Perrottet benefited from the support of Visconti, an experienced figure in QFT. At the end of the 1960s, he had supervised their doctoral thesis on computer-assisted calculations of radiative corrections, and fully embraced the prospect of complete automation [118]. During this period, the number and variety of programs and subroutines used and developed by Calmet and Perrotet were considerable. In addition to the various renormalization packages already mentioned and Calmet's program for calculating contributions of order $e^{6}$ to the electron's anomalous magnetic moment, mention should also be made of ACOFIS (Algebraic Computation of Feynman Integrals Scalar), written in LISP by Perrottet and designed to calculate diagrams that are at most logarithmically divergent. A FORTRAN program based on the Monte Carlo method was used for the numerical evaluation of numerous integrals on Feynman parameters, while much effort was also devoted to developing routines for generating Feynman diagrams [106, 128, 129]. FRENEY, developed by Perrottet in FORTRAN, was based on combinatorial analysis [151]. DIAG I and DIAG II, written in LISP by Calmet, were based on the generative functional formalism [128, p. 197]. In both cases, the elimination of unnecessary diagrams was achieved by the comparison method, which, however, required excessive memory usage [149].

This list, which is not entirely exhaustive, reveals one of the most striking aspects of attempts to automate QFT computation: the general situation was rather sketchy, lacking any coherence whatsoever, and in many respects resembling endless tinkering. This is all the more striking if we remember that this period was marked by a fundamental lack of compatibility between languages and limitations in access to computing facilities. For today's scientists, the situation experienced by their elders may seem somewhat incongruous on many levels: in the late 1960s, physicists in Marseille were running LISP programs on an IBM 360-67 at the Institut de Mathématiques Appliquées in Grenoble, in the French Alps, and FORTRAN programs on a UNIVAC 1108 in Orsay, near Paris [128, p. 192]. Hearn clearly recognized this complex situation, as he himself attributed a system's ability to perform a calculation fully automatically to the "combining" of several programs [120, p. 594]. Nevertheless, as his ideal of an automated theoretical high-energy physicist became more manifest, this concern seemed of minor importance. In fact, the emphasis was repeatedly placed on the human factor: "However, it is important to recognize that we are not really at the point yet where we can perform a non-trivial calculation in fourth-order QED by these means without human intervention" [120, p. 594].

The role of heuristics has already been mentioned a few times as a hindrance to progress in the development of algebraic programs for calculating Feynman diagrams. This was the case for renormalization, but also for integration, the two main obstacles encountered along the way. But actually, heuristics were part of the whole process and appeared during more elementary processes, such as selecting relevant diagrams or reducing traces. In short, heuristics always came into play when it was necessary to choose between alternatives in a situation where preferences were unclear, or when operations were not particularly well-defined. For Hearn, this omnipresence simply stemmed, in most cases, from a fairly common situation initially present in hand calculations: "many complicated heuristic decisions must be made during the calculation in order to keep the size of the intermediate expressions formed under control" [120, p. 594]. At the turn of the 1960s and 1970s, this question of control was at the heart of scientific practice. To keep expressions in a manipulable form, physicists had to accompany computational procedures, step by step, from start to finish. And with good reason, since the only "heuristic supervisor remain[ed] the physicist, who [sat] in front of a console, and direct[ed] the calculation" [123, p. 325]. As he expressed in his collaboration with Campbell, Hearn was nevertheless optimistic that future developments would free physicists from such a tedious task. Confronted with the specter of the dehumanization of physics, he went against the position of many of his colleagues. For him, automation simply meant liberation, and he welcomed the idea of the machine taking over: "Ultimately, we hope to include many of these ideas in a heuristic supervisory program which will automatically control the calculation from start to finish. The problems are fairly well-defined, even though no essential algorithms exist as such for their solution" [123, p. 325].

Irrespective of technological innovations, as shown by various considerations in Sect.2.3, it was nevertheless clear by the early 1970s that further developments in algebraic programs for calculating Feynman diagrams would result first and foremost from the resolution of mathematical problems, the simplification of procedures and the development of algorithms better suited to computers. Many of these operations, whose developments to date are described in Sect. 3, would participate in the progressive reduction of the heuristic load of calculations and advances in QFT. As a matter of fact, despite the circumstance that some of the initial intuitions turned out to be rather misleading-as with Brodsky and Kinoshita's initial consideration of renormalization schemes of a more algebraic nature (see Sect. 2.3.3) [105]—this has always been the path followed by most physicists. Including contributors like Calmet and Perrottet, whose systematic and rigorous approach to automation was deeply rooted in current QFT developments and proved, in many ways, rather problem-oriented. In particular, their work was directly integrated into Visconti's program on renormalizable scalar theories within the framework of the functional

[^16]formalism [128, 152-154]. And on the whole, Calmet simply argued that "the user who wants to solve a specific problem must not remain passive and wait for a language to provide him with all the techniques he needs. Instead, he should strive to create these techniques himself when they do not yet exist" $\left[141\right.$, p. 37]. ${ }^{37}$ The development of SINAC by Petermann and Maison is a perfect illustration of this. The ultimate but insufficiently advanced project for a general symbolic integration program, most notably carried out by Moses, had to be set aside to concentrate on the specific class of integrals tackled in particle physics calculations. In the history of the development of algebraic programs, such a dynamic is symptomatic of an essential characteristic of the different systems considered: none can be considered the "best," since different problems simply require different approaches. ${ }^{38}$

The weight of problem-oriented approaches is not surprising in the development of a field whose very origin is none other than calculations related to specific processes in electroweak interaction theories. In fact, it is a dynamic that even founding fathers such as Veltman and Levine praised in later developments (see, e.g., Refs. [63,89]). The former was particularly concerned about the deceptive illusion of simplicity resulting from programs developed without motivation from research not directly related to computer science. In his view, they would miss the real intricacies of the problem to be solved behind an apparently efficient formulation of the initial problem. On the other hand, it is also true that Hearn could not escape the general trend in the field. This is illustrated by his early collaboration with Tsai on electroweak interaction, or the recognition, in the course of his work with Campbell, that "the result of development of the diagram-generating program will probably depend on the most popular problems which require solution" [91] [123, p. 300]. Nevertheless, as a brief conclusion to this historical section, it is worth pointing out that, on the whole, Hearn clearly remained on the margins of the problem-oriented movement. Although trained as a theoretical physicist, he was in many ways a true computer scientist at heart. Early on, he made a virtue of the general character of REDUCE, and emphasized the capabilities of machines and their potential for development (see, e.g., Ref. [61]). He was convinced that progress in particle physics would result primarily from technical innovations in computing: "[i]f the more sophisticated capabilities, such as polynomial factorization and integration, become more readily available, and the straightforward calculations are all completed, we may see a new breed of calculations emerging" [59, p. 21]. As such, his direct contributions to the development of QFT may seem of minor importance, especially when compared with those of Veltman. But that is not what mattered to him. In fact, by explicitly and primarily addressing the question of the complete automation and computational treatment of heuristic problems, by placing the themes of the new field of artificial intelligence at the forefront of physics debates as early as the 1970s, Hearn was simply pursuing different goals from those of most of his colleagues. In this sense, he might appear today to have been ahead of his time.

## 3 The algorithmic evaluation of Feynman diagrams

As outlined in Sect. 2, the evaluation of Feynman diagrams has been one of the main driving forces for the development of computer algebra systems which today have become indispensable tools for research in many other fields. This is why this section, which provides an overview of the current situation and challenges in the field, seeks first and foremost to illustrate in more detail the primary reasons that motivated theoretical physicists to develop such systems.

But as suspected by Hearn and others (see Sect. 2.4.2), their initial efforts in the 1960s and 1970s were only the beginning of a journey toward full automation of perturbative calculations in quantum field theory. In fact, the developments in this direction have been enormous since these pioneering days. After all, Feynman diagrams carry the potential for a much higher degree of automation than just performing the required algebraic operations.

Therefore, we also want to provide some insight into the efforts that have been made and the methods that have been devised toward the full automation of perturbative calculations. Not surprisingly, this involves a number of rather involved mathematical tools. Since we want to go beyond a popular-science level presentation and give a realistic insight into the matter, the presentation may at times be difficult to digest for an outside reader. However, we made an effort to keep it self-contained and accessible for the non-expert, though mathematically inclined reader.

### 3.1 Feynman diagrams and algorithms

Most of the time when we speak of a Feynman diagram in this paper, we simultaneously refer to the visual image as well as the mathematical expression that it represents. The correspondence between the two is given by the

[^17]Feynman rules. In this sense, physicists also speak of "calculating a Feynman diagram," or "adding Feynman diagrams," etc. The sum of all Feynman diagrams that contribute to a particular scattering reaction gives the scattering amplitude, or matrix element, for this process, typically denoted by $\mathcal{M}$. Taking its absolute square, $|\mathcal{M}|^{2}$, and integrating it over the momenta of the final state particles (more precisely: the phase space) leads to the scattering cross section.

Each vertex in a diagram contributes one power of a coupling constant of the underlying theory. For simplicity, we will focus on QED in this paper. ${ }^{39}$ QED only involves a single coupling constant $e$, the unit of electric charge. It is related to the dimensionless fine structure constant as $e^{2} \sim \alpha \approx 1 / 137$. A Feynman diagram in QED with $n$ vertices thus contributes a term of order $\alpha^{n / 2}$ to the amplitude.

The theoretical basis of Feynman diagrams is the highly complicated formalism of QFT. Its basic objects are space-time dependent quantum operators (the quantum fields). Physical observables are related to matrix elements of products of these operators. The consistent definition of such products, in particular if they are taken at the same space-time point, remains a topic of research in mathematical physics until today.

Remarkably, Feynman diagrams reduce these calculations to a largely algorithmic procedure, albeit only in the limit of "small" interaction among the quantum fields. However, all of the known fundamental interactions (electromagnetic, weak, and strong) ${ }^{40}$ become "small" in some energy range, which is one of the reasons why Feynman diagrams have become such a central tool in elementary particle physics.

In general, what we mean by "algorithmic procedure" in this paper is a method that solves a class of (mathematical) problems by following well-defined rules. The examples which are most relevant for our discussion are algebraic operations like matrix manipulations, or combinatorics, or the differentiation of a mathematical expression that is composed of elementary functions. A counter example is to find the integral of such an expression in analytic form: this task simply may not have a solution, and one cannot be sure if it does. Once an algorithmic procedure for a certain class of problems is known, the task of solving these problems can be automated, meaning that it can be implemented into a computer program.

Calculations based on Feynman diagrams involve combinatorial and algebraic aspects, but also integrations. The possibility of the automation of the first two is obvious, but required the development of suitable software: computer algebra systems, as elaborated on in Sect. 2, and Feynman diagram generators, whose origins were described in Sect.2.4.2, while some current ones will be discussed in Sect.3.2. The main efforts toward the automation of perturbative calculations in QFT, however, went into finding algorithms for evaluating the associated integrals. As indicated above, integration is a non-algorithmic task in general, and early attempts to approach it were discussed in Sect. 2.3.4. Integrals that occur in Feynman diagrammatic calculations ("Feynman integrals") suffer from the additional complication that they are divergent. Before they can be assigned any meaningful result, they need to be regularized, which turns out to be an intricate task due to the restrictions from the underlying symmetries of the theory. The fact that algorithmic approaches for the evaluation of Feynman integrals can be found despite of these obstacles is due to the rather restricted structure of Feynman integrals ${ }^{41}$ —and the ingenuity of the respective protagonists. We will discuss some of the most important algorithms in the Sect. 3.5.

The algorithmic nature of calculations of Feynman diagrams is only one reason for the success of computer algebra systems in this field. As already alluded to in Sect.2.1.2, the second one is the extent of these calculations due to the proliferation of mathematical terms arising in intermediate steps. As any particle physicist working in the field of perturbative calculations will have experienced, already the lowest order approximation for a simple physical observable, such as the cross section for $e^{+} e^{-} \rightarrow e^{+} e^{-}$, can require pages and pages of manual calculations before the - often very short - final formula is found. Each calculational step may be almost trivial, but there can be just so many of them that the whole calculation becomes very cumbersome and error-prone. The amount of time it takes to finally arrive at the correct result multiplies with every small mistake one makes at one of the intermediate steps.

Computer algebra programs can perform all the simple intermediate steps very fast and flawlessly, and they keep track of virtually arbitrarily many terms. Nowadays, any serious student of QFT will appreciate this benefit rather sooner than later, and so it is not surprising that some of the brilliant pioneers of the field realized the need for such programs and engaged in their development, as discussed in Sect. 2. But Feynman diagrams allow for a much higher degree of automation than just performing algebraic steps. The following discussion will provide a comprehensive tour through the various aspects of the way toward a fully automated calculation.
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Fig. 6 Leading-order Feynman diagrams for the process $e^{+} e^{-} \rightarrow e^{+} e^{-}$

(a)

(b)

(c)

Fig. 7 One-loop diagrams for the process $e^{+} e^{-} \rightarrow e^{+} e^{-}$

### 3.2 Feynman diagram generators

The first step in evaluating a cross section in perturbation theory is to find all contributing diagrams. Consider, for example, the process of elastic ${ }^{42}$ electron-positron scattering, $e^{-} e^{+} \rightarrow e^{-} e^{+} .{ }^{43}$ From the Feynman rules of QED it follows that the diagrams contributing to the corresponding scattering amplitude at order $e^{2}$ are those of Fig. 6. In this case, this is the lowest order in perturbation theory, meaning that there are no diagrams with fewer vertices which would contribute to the amplitude.

The set of Feynman diagrams that contribute to a given process is obtained by connecting the external lines in all possible, topologically distinct ways ${ }^{44}$ by using the available propagator lines and vertices of the underlying theory. The generation of the diagrams is thus mostly a combinatorial procedure and can therefore be automated.

A diagram which contributes at order $e^{4}$ to this process must have the same external lines, but four instead of two vertices. This is only possible if the diagram contains closed loops, such as those shown in Fig. 7; the reader is encouraged to find all 26 diagrams that contribute at this order. At order $e^{6}$, there are already 330 diagrams with two closed loops, increasing to 4546 and 69154 at three- and four-level, respectively. In the Standard Model (SM), these numbers are still larger due to the increased particle content of that model. Eventually, any particle of the spectrum will appear in a loop; for example, Fig. 8a shows a diagram which contains a top quark and a Higgs boson. Merely drawing the diagrams by hand becomes very cumbersome and error-prone already at the one-loop level. Nevertheless, from the first attempts made as early as 1969 (see Sect. 2.4.2), it was not until the late 1980s that this clearly algorithmic task was generalized and effectively implemented in a computer program, named FeynArts [156, 157]. In fact, FeynArts is still one of the most popular "diagram generators," in particular for one- and two-loop calculations. For higher orders, a number of other, more efficient or flexible diagram generators exist. For example, it takes qgraf $[158,159]$ only a few seconds to generate the 1162266 five-loop diagrams for the process $e^{+} e^{-} \rightarrow e^{+} e^{-}$in QED.

The main purpose of a Feynman diagram generator is to determine all topologically distinct graphs for a given particle process with a certain number of closed loops. Most of the time, a visual output for the diagrams (i.e., the actual image) is only of secondary importance (but can be useful for debugging purposes, for example, see [8]) and may not even be within the capabilities of the generator. What is important is that the output allows a unique translation into the mathematical expression of the amplitude by inserting the Feynman rules. FeynArts even directly performs this translation. In other cases, such as qgraf, the user has to supply additional code to perform this task.

The actual difficulties when working with Feynman diagrams are related to the evaluation of the resulting formula. Since each Feynman diagram corresponds to a unique mathematical expression, their sheer number makes it mandatory to use computers for the evaluation of the corresponding amplitudes at higher orders. But, as we will see, with every order of perturbation theory, the complexity also of each individual Feynman diagram
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Fig. 8 a Two-loop diagram for the process $e^{+} e^{-} \rightarrow e^{+} e^{-}$which involves a virtual top-quark and a Higgs boson. b Leading-order diagram for the process $e^{+} e^{-} \rightarrow e^{+} e^{-} \gamma$
increases enormously, so that the aid of computers becomes indispensable, both on the algebraic and the numerical side.

### 3.3 Tree level

Typically, the lowest order contribution to a scattering amplitude is represented by Feynman diagrams without any closed loops, referred to as tree-level diagrams (see Figs. 6 and 8b, for example). It turns out that tree-level diagrams correspond to purely algebraic expressions, i.e., the resulting amplitude obtained by replacing the lines and vertices according to the Feynman rules does not involve any integrals (see Appendix A.4). This means that only algebraic operations are required in order to evaluate the (complex) numerical value of the amplitude $\mathcal{M}$ for a given set of input parameters. Since algebraic operations are algorithmic, this task can be carried out fully automatically.

And indeed this is very helpful, because already at tree-level, the calculations can be quite extensive, in particular if the number of external particles is larger than two or three. The main reason for this is that the number of external legs also determines the number of vertices and the number of internal lines. In QED, every internal line and every vertex introduces a Dirac matrix ${ }^{45}$ and the calculation of the amplitude requires to take the trace of their product. It has already been pointed out that this leads to a severe proliferation of terms. For example:

$$
\begin{align*}
\operatorname{Tr}\left(\gamma^{\mu} \gamma^{\nu}\right)= & 4 g^{\mu \nu}, \\
\operatorname{Tr}\left(\gamma^{\mu} \gamma^{\nu} \gamma^{\rho} \gamma^{\sigma}\right)= & 4\left(g^{\mu \nu} g^{\rho \sigma}-g^{\mu \rho} g^{\nu \sigma}+g^{\mu \sigma} g^{\nu \rho}\right), \\
\operatorname{Tr}\left(\gamma^{\mu} \gamma^{\nu} \gamma^{\rho} \gamma^{\sigma} \gamma^{\lambda} \gamma^{\tau}\right)= & 4\left(g^{\mu \nu} g^{\rho \sigma} g^{\lambda \tau}-g^{\mu \nu} g^{\rho \lambda} g^{\sigma \tau}+g^{\mu \nu} g^{\rho \tau} g^{\sigma \lambda}-g^{\mu \rho} g^{\nu \sigma} g^{\lambda \tau}\right. \\
& +g^{\mu \rho} g^{\nu \lambda} g^{\sigma \tau}-g^{\mu \rho} g^{\nu \tau} g^{\sigma \lambda}+g^{\mu \sigma} g^{\nu \rho} g^{\lambda \tau}-g^{\mu \sigma} g^{\nu \lambda} g^{\rho \tau}  \tag{3.1}\\
& +g^{\mu \sigma} g^{\nu \tau} g^{\rho \lambda}-g^{\mu \lambda} g^{\nu \rho} g^{\sigma \tau}+g^{\mu \lambda} g^{\nu \sigma} g^{\rho \tau}-g^{\mu \lambda} g^{\nu \tau} g^{\rho \sigma} \\
& \left.+g^{\mu \tau} g^{\nu \rho} g^{\sigma \lambda}-g^{\mu \tau} g^{\nu \sigma} g^{\rho \lambda}+g^{\mu \tau} g^{\nu \lambda} g^{\rho \sigma}\right),
\end{align*}
$$

where $g^{\mu \nu}$ is the metric tensor. Such traces appear for every diagram in QED. What adds to this is that, as mentioned above, one eventually needs to take the absolute square of the amplitude, $|\mathcal{M}|^{2}$. Therefore, if there are 10 diagrams contributing to a process, each of which produces 10 terms after evaluating the fermion trace, this already results in $10^{4}$ terms in the squared amplitude. ${ }^{46}$

In order to arrive at the cross section, one needs to integrate the squared matrix element over a certain volume in the phase space of the final state (i.e., the momenta of the outgoing particles). This can be done in a very general way, for example by using Monte Carlo integration techniques (see Sect.2.3.4), which can be included in an automated framework.

There is one caveat that needs to be pointed out here. Consider, for example, the process $e^{+} e^{-} \rightarrow e^{+} e^{-} \gamma$, for which a diagram is shown in Fig. 8b. It turns out that the integral over the full phase space is divergent in this case - it does not exist. The divergences can be associated with regions of phase space where the photon in the final state becomes either soft $(E \rightarrow 0)$ or collinear to one of the other two final state particles. At first glance, this may seem unphysical. However, these configurations correspond to the situation where the emitted photon cannot be observed in isolation. They are therefore experimentally equivalent to the process $e^{+} e^{-} \rightarrow e^{+} e^{-}$and

[^20]thus should be excluded if one is interested in the case where three separate particles are observed in the final state. As long as one stays away from soft and collinear regions, the structure of phase-space integrals is sufficiently well understood to evaluate them numerically in a fully automatic way. We will return to this issue in Sect. 3.8 though.

In effect, tree-level predictions for physical processes can be obtained fully automatically. Software tools to perform this task have existed for many years and have proven extremely useful in analyzing the data of particle colliders $[160,161] .{ }^{47}$ Currently, the prime example for such a program—which actually works even at the one-loop level-is MadGraph5_aMC@NLO [163]. It is very easy to install and guides the user through the individual steps of defining the desired calculation. This amounts to specifying the final and initial state (e.g. ''e+e->e+e-'') and defining all the model and collider parameters (coupling strengths, masses, collider energy, etc.). The expert user can input all this information into a file which is read by MadGraph5_aMC@NLO and used to compute all the desired quantities without any human intervention.

### 3.4 Divergences, renormalization, and dimensional regularization

Let us now move on to higher orders. As pointed out above, this leads to Feynman diagrams with closed loops. In this case, momentum conservation at each vertex is no longer sufficient to uniquely express the momentum of the particles in the loop in terms of the external momenta. For example, the loop momentum $k$ in Fig. 7a is completely arbitrary. Since quantum mechanics requires one to sum over all probability amplitudes for a certain process, a closed loop indicates that the amplitude involves an integration over a four-momentum ( $k$ in Fig. 7a), which is why one refers to this as a loop integral. At first sight, this seems to be a complication with respect to the tree-level case which can be overcome by including a numerical integration in the automated calculation of Feynman diagrams. After all, integration is already required for the phase space, as pointed out above, and several efficient and flexible algorithms for the numerical evaluation of multi-dimensional integrals have been developed over the last few decades (for a review, see Ref. [164]).

There is a major obstacle though. Like phase-space integrals, also loop integrals are divergent in general. But in contrast to the former, this issue cannot be avoided through physical restrictions of the phase space. In fact, it was these singularities that prevented the consistent development of QFT in the 1930s and 1940s. The problem was eventually resolved by the method of renormalization, for which Feynman, Tomonaga, and Schwinger were awarded the Nobel Prize in 1965 (see, e.g., Ref. [1]).

To understand the origin of these singularities, let us consider the following Feynman integral (cf. also Eq. A.26):

$$
\begin{equation*}
B(q, m)=\int \frac{\mathrm{d}^{4} k}{(2 \pi)^{4}} \frac{1}{\left(k^{2}-m^{2}\right)\left((k-q)^{2}-m^{2}\right)} \tag{3.2}
\end{equation*}
$$

It arises in Feynman diagrams like the one shown in Fig. 7a, for example, where $q=q_{1}+q_{2}$ is the momentum of the virtual photon, $m$ is the mass of the particle in the loop, and $k$ is the loop momentum. This integral is divergent, which can be seen by recalling that a $D$-dimensional integral of the form

$$
\begin{equation*}
\int^{\infty} \frac{\mathrm{d}^{D} k}{k^{a}} \tag{3.3}
\end{equation*}
$$

is convergent only for $a>D$. In the integration region of $B(q, m)$ where $k^{2}$ and all components of $k$ are so large that $m$ and $q$ can be neglected, the integral takes the form of Eq. (3.3) with $D=a=4$. The integral in Eq. (3.2) therefore does not exist; it does not have a finite numerical value.

Let us, for the moment, "regularize" the integral by introducing a cutoff $\Lambda$, meaning that we restrict the integration region of $k$ to values of $|k|<\Lambda$, i.e., every component of $k$ is restricted by $\Lambda$. The resulting integral, denoted by $B(q, m, \Lambda)$, is well-defined, but its value depends logarithmically on $\Lambda$; say

$$
\begin{equation*}
B(q, m, \Lambda) \xrightarrow{\Lambda \gg m, q} a+b \ln \Lambda \tag{3.4}
\end{equation*}
$$

where $a$ and $b$ are functions of $q$ and $m$. Using this result, the theoretical prediction of an observable $\mathcal{O}$ which involves $B(q, m, \Lambda)$ also depends logarithmically on $\Lambda$ and thus does not exist as $\Lambda \rightarrow \infty$. The idea of renormalization is now to replace the parameters $g, m, \ldots$ of the Lagrangian by $\Lambda$-dependent quantities $g(\Lambda), m(\Lambda), \ldots$, and to define their $\Lambda$ dependence in such a way that it cancels the divergences that arise in the integrals. The theoretical prediction for an observable then becomes finite. $g(\Lambda)$ and $m(\Lambda)$ are called the bare parameters of the theory. Only observables $\mathcal{O}$ have a physical interpretation, the bare parameters are unphysical and should be seen

[^21]as book-keeping devices only. ${ }^{48}$ One may then define renormalized parameters by subtracting the divergent terms from the bare parameters in one or the other way, but this is irrelevant to our discussion.

As discussed in Sect. 2.3.3, renormalization was considered crucial in order to be able to evaluate the integrals, since only the proper combination of the integrals with the bare parameters gives a finite result. A way around this is to introduce the intermediate step of regularization, which allows one to separate the calculation of the integrals from the renormalization of the parameters. One way of regularizing the integral, by introducing a cutoff $\Lambda$, was already discussed above, but it interferes severely with the symmetries of the theory (Lorentz invariance, gauge invariance) and leads to inconsistent results.

As of today, the method of dimensional regularization, introduced by 't Hooft and Veltman [166], has proven most efficient to deal with divergences at higher orders in perturbation theory. The idea behind it is to replace the 4 -dimensional integration measure in Eq. (3.2) by a $D$-dimensional one. Remarkably, it is possible to define Feynman integrals without specifying the value of $D$; we can leave it as a free parameter and assume that its value is such that the integral converges. The main reason why this works is that the formula for the surface of the $D$-dimensional unit sphere,

$$
\begin{equation*}
\Omega_{D}=\frac{2 \pi^{D / 2}}{\Gamma(D / 2)} \tag{3.5}
\end{equation*}
$$

can be analytically continued to arbitrary complex values of $D$ due to Euler's generalization of the factorial to the complex plane in term of the $\Gamma$ function. The physical limit $D \rightarrow 4$ can thus be approached continuously. The divergences that occur in Feynman integrals at $D=4$ will manifest themselves as inverse powers of $\epsilon \equiv(4-D) / 2$. The bare parameters of the Lagrangian then also contain such $1 / \epsilon$-terms. The procedure of renormalization, which had been considered to be a major obstacle until the early 1970s, then reduces to the straightforward task of inserting these bare parameters into the final expression for the observable under consideration, which automatically subtracts all poles in $1 / \epsilon$ and allows one to take the limit $\epsilon \rightarrow 0$.

Analytical continuation of the integration dimension $D$ to the complex plane cannot be done for numerical integration though. Also, in order to cancel the divergences between the integrals and the bare parameters, one needs the explicit $\epsilon$ dependence of the amplitude around the physical limit in the form

$$
\begin{equation*}
\mathcal{M}=\frac{a_{-n}}{\epsilon^{n}}+\frac{a_{-n+1}}{\epsilon^{n-1}}+\cdots+\frac{a_{1}}{\epsilon}+a_{0}+\cdots \tag{3.6}
\end{equation*}
$$

where $n$ coincides with the number of loops (for UV divergences). This means that a straightforward numerical evaluation of higher-order contributions in perturbation theory as in the case of tree-level diagrams is no longer possible at higher orders. Rather, certain algebraic and analytic manipulations are necessary before numerical methods can be employed.

Since the problem of the proliferation of terms also exists at higher orders, and is actually much more severe, it was important that the methods to be applied to the calculation of loop integrals could be formulated algorithmically, so that the can be incorporated into an automatic setup. Not surprisingly, such algorithms were thus already developed very early on.

### 3.5 Integral reduction

The main strategy for evaluating Feynman integrals algorithmically is to express any given integral $I$ algebraically in terms of a fixed, finite set of known integrals $I_{n}$. Schematically,

$$
\begin{equation*}
I=\sum_{n=1}^{N} c_{n} I_{n} \tag{3.7}
\end{equation*}
$$

where the $I_{n}$ are tabulated (or available in the form of software), and the $c_{n}$ are derived from algebraic operations via a so-called reduction algorithm.

[^22]
### 3.5.1 One-loop

One of the most successful reduction algorithms for one-loop integrals was developed by Giampiero Passarino and Veltman in 1978 [167]. Consider, for example, an integral similar to Eq. (3.2), but with a non-unit numerator:

$$
\begin{equation*}
B_{\alpha}(p, m)=\int \frac{\mathrm{d}^{4} k}{(2 \pi)^{4}} \frac{k_{\alpha}}{\left[(k-p)^{2}-m^{2}\right]\left(k^{2}-m^{2}\right)} \tag{3.8}
\end{equation*}
$$

From Lorentz invariance, it follows that this integral must be proportional to $p_{\alpha}$ :

$$
\begin{equation*}
B_{\alpha}(p, m)=p_{\alpha} X(p, m) \tag{3.9}
\end{equation*}
$$

Contracting both sides by $p^{\alpha}$, it is easy to show that

$$
\begin{equation*}
X(p, m)=-\frac{1}{2 p^{2}} B(p, m) \tag{3.10}
\end{equation*}
$$

with $B(p, m)$ from Eq. (3.2). In this way, the integral $B_{\alpha}(p, m)$ has been reduced to $B(p, m)$.
More complicated processes lead to many more of those integrals. For example, every additional external line in the diagram implies an additional factor $\left(k-q_{i}\right)^{2}-m^{2}$ in the denominator, where $q_{i}$ is the external momentum associated with that line. In QED, $m$ is either the electron or the photon mass $(=0)$, but in other theories the factors in the denominator could involve different masses. There could also be several more factors $k_{\alpha}, k_{\beta}$, etc. in the numerator.

It turns out that any such one-loop integral (in a renormalizable theory) can be expressed in terms of only four basis integrals $I_{n}(n=1, \ldots, 4)$. The Passarino-Veltman reduction algorithm allowed to derive the corresponding coefficients $c_{n}$ in Eq. (3.7) in an algebraic way. It was essential for many next-to-leading order (NLO)-calculations in the context of precision physics at the Large Electron Positron Collider (LEP) at CERN. It remained the standard for about 30 years, when new insights into the structure of scattering amplitudes gave rise to the development of more efficient and numerically stable algorithms [168].

The four basis integrals depend on the numerical values of the external momenta and the masses of the particles in the loop. In simple cases, analytical results for these integrals are known and can be tabulated. For general values of the external parameters, efficient numerical integration routines have been developed which can be incorporated into an automatic setup (see, e.g., Refs. [169,170]). A crucial method in the evaluation of these integrals goes back to the original paper by Feynman. For historical reasons, we briefly describe this method in Appendix B.2. It is also at the basis of a number of multi-loop techniques, such as sector decomposition (see Sect. 3.6.2).

### 3.6 Beyond one-loop

The complexity of Feynman integrals increases sharply with the number of loops. But the question of whether a process can be calculated with current methods or not depends not only on the number of loops, but also on the number of external parameters, meaning the masses of the internal particles and the independent momenta of the external (in- and outgoing) particles. At one-loop level, the problem can be considered solved for any number of external parameters, as we have described above. Also, certain specific quantities with no or only one external scale have been calculated up to five loops, most prominently the anomalous magnetic moment of the electron in QED [171], or certain renormalization group functions (see, e.g., Refs. [172-174]). But, in contrast, problems with, say, three external parameters, are still at the limit of current technology already at the two-loop level. Among the most relevant is double-Higgs production at the LHC, for example. It is induced by the collision of two gluons (which are part of the colliding protons). But gluons do not immediately couple to Higgs bosons. Rather, the process is mediated by a virtual top-quark loop (see Fig. 9a, b). This means that the leading-order prediction in perturbation theory already leads to one-loop integrals. The three kinematic variables are the Higgs mass, the top mass, and the center-of-mass energy. In order to obtain a reliable theoretical prediction, one therefore needs to include two-loop diagrams like the one shown in Fig. 9c.

Among the main challenges in the calculation of such multi-loop scattering processes are the number of integrals, their divergences, and their general complexity. A major complication with respect to one-loop integrals is the occurrence of overlapping divergences, which means that the divergences are no longer associated with the limit of a single loop momentum, but specific regions in the multi-dimensional integration volume.

(a)

(b)

(c)

Fig. $9 \mathbf{a}$ and $\mathbf{b}$ Leading-order and $\mathbf{c}$ a NLO Feynman diagram for the process $g g \rightarrow H H$


Fig. 10 2-Loop Feynman diagrams

### 3.6.1 Integration by parts

In order to minimize the complications in multi-loop calculations, one of the main goals is again the reduction of the vast number of integrals to a smaller set. The foundation for the most general way to achieve this goes back to a method developed in the early 1980s by Konstantin G. Chetyrkin and Fyodor V. Tkachov, named integration-by-parts (IbP) $[175,176]$.

The key to this method can be understood as follows. Let us define ${ }^{49}$

$$
\begin{equation*}
I\left(n_{1}, \ldots, n_{5}\right)=\int \mathrm{d}^{D} p \int \mathrm{~d}^{D} k \frac{1}{p_{1}^{2 n_{1}} p_{2}^{2 n_{2}}\left(p_{1}-q\right)^{2 n_{3}}\left(p_{2}-q\right)^{2 n_{4}}\left(p_{1}-p_{2}\right)^{2 n_{5}}} \tag{3.11}
\end{equation*}
$$

This integral becomes particularly simple if one of its indices $n_{1}, \ldots, n_{5}$ is equal to zero. For example, if $n_{5}=0$, it is just the product of two one-loop integrals (see Fig. 10a). If any of the other indices is zero, it becomes a convolution of two one-loop integrals (see Fig. 10b). Both cases can be solved by a repeated application of the one-loop formula

$$
\begin{equation*}
\int \mathrm{d}^{D} p \frac{1}{p^{2 a}(p-q)^{2 b}}=\left(q^{2}\right)^{D / 2-a-b} F(a, b, D) \tag{3.12}
\end{equation*}
$$

where $F(a, b, D)$ is a dimensionless function which is known for general values of its arguments. However, assume that we need the result for $I(1,1,1,1,1)$, which is much more difficult to evaluate. The corresponding Feynman diagram is depicted in Fig. 10c. Using IbP, it is possible to express this integral by simpler ones by considering integrals of the form

$$
\begin{equation*}
I^{(i, j)}=\int \mathrm{d}^{D} p_{1} \int \mathrm{~d}^{D} p_{2} \frac{\partial}{\partial p_{i}^{\mu}} \frac{p_{j}^{\mu}}{p_{1}^{2} p_{2}^{2}\left(p_{1}-q\right)^{2}\left(p_{2}-q\right)^{2}\left(p_{1}-p_{2}\right)^{2}} \tag{3.13}
\end{equation*}
$$

For example, taking $i=j=1$, the integrand becomes

$$
\begin{equation*}
2\left(\frac{D}{2}-1-\frac{p_{1} \cdot\left(p_{1}-q\right)}{\left(p_{1}-q\right)^{2}}-\frac{p_{1} \cdot\left(p_{1}-p_{2}\right)}{\left(p_{1}-p_{2}\right)^{2}}\right) \frac{1}{p_{1}^{2} p_{2}^{2}\left(p_{1}-q\right)^{2}\left(p_{2}-q\right)^{2}\left(p_{1}-p_{2}\right)^{2}} . \tag{3.14}
\end{equation*}
$$

Using relations like $2 p_{1} \cdot q=p_{1}^{2}+q^{2}-\left(p_{1}-q\right)^{2}$, one finds that

$$
\begin{align*}
I^{(1,1)}= & (D-4) I(1,1,1,1,1)-I(0,1,1,1,2) \\
& -I(0,1,2,1,1)-I(1,0,1,1,2)-q^{2} I(1,1,2,1,1) \tag{3.15}
\end{align*}
$$

[^23]On the other hand, since integrals in dimensional regularization are finite, $I^{(i, j)}=0$ because it is the integral over a total derivative. Equation (3.15) is therefore an algebraic relation among integrals of the form in Eq. (3.11) with different values of indices. Each of the $I^{(i, j)}$ thus establishes a relation. Interestingly, the combination $I^{(1,1)}-I^{(2,1)}$ leads to

$$
\begin{equation*}
(D-4) I(1,1,1,1,1)=I(1,1,2,1,0)-I(1,1,2,0,1)-I(2,0,1,1,1)+I(2,1,1,1,0) \tag{3.16}
\end{equation*}
$$

which expresses the original integral completely in terms of integrals where one of the indices is zero. By recursive application of the IbP identities, any integral of the form Eq. (3.11) with arbitrary indices can be expressed by a small set of relatively simple master integrals.

In principle, this method can be applied at any loop order and to any kind of Feynman integral. Establishing the IbP relations in analogy to Eq. (3.13) is trivial. For many years, however, the crucial step was to combine these relations to actual reductions that allow expressing complicated integrals by simpler ones. Originally, this required major intellectual efforts. Beyond the two-loop level, the application of IbP was therefore essentially restricted to integrals with a single external mass scale [175-178]. Nevertheless, once the recursion relations were established, they could be implemented in algebraic programs like FORM, ${ }^{50}$ which then allowed expressing any integral of certain kinematics in terms of the associated master integrals (see, e.g., [179-181]). This becomes particularly helpful in combination with the method of asymptotic expansions to be discussed further below.

More systematic approaches to solving the problem of turning IbP identities into recursion relations started in the mid-1990s, but the breakthrough in the automation of IbP was achieved by Stefano Laporta in the year 2000 [182]. Starting from seed integrals of a certain class (defined by the external momenta and masses), his algorithm iteratively generates all integrals that follow from the IbP identities until one arrives at a system of equations which allows expressing the desired integrals in terms of master integrals.

In practical calculations, this can lead to systems involving millions of equations. This is why major efforts currently go into efficient implementations of the Laporta algorithm, or even just solving huge systems of linear equations (see, e.g., Refs. [183-185]). To a large extent, the evaluation of multiloop Feynman integrals is therefore reduced to an algebraic procedure which can generate huge intermediate expressions. In some sense, this mirrors the situation encountered in the 1960s with the computation of Dirac matrix traces (see Sect.2.1.2), making the use of efficient computer algebra tools even more indispensable. Indeed, recent years saw significant investments into hard- and software developments tailored toward algebraic manipulations. For example, parallelized versions of FORM were developed [186], and theoretical research institutions acquired large computing clusters designated for integral reductions. In short, the development of the integration-by-parts method, which until this day is at the heart of virtually every perturbative calculation beyond the one-loop level, significantly extended the field of application of algebraic programs in high-energy physics.

### 3.6.2 Calculation of master integrals

What remains after the IbP reduction is the evaluation of the master integrals. While originally this usually required completely different methods and large intellectual efforts, in recent years a number of ingenious algorithms have been developed. For a pedagogical introduction to these methods, we refer the reader to Ref. [22].

One of them is by differential equations. The key idea is to take derivatives of the master integrals with respect to external parameters rather than loop momenta as in Eq. (3.13). Explicitly applying the derivatives to the integrand produces new integrals with modified indices (i.e., powers of the propagators, see Eq. (3.11)). However, they can again be reduced to master integrals using IbP reduction. This establishes a system of first order linear differential equations for the master integrals which can be solved, for example numerically, given that the integrals are known in some limit of the external parameters (the initial condition). The latter, however, is typically rather simple to obtain (see also the discussion in Sect. 3.7 below). In 2013, Johannes M. Henn found that, in many cases, the system can be brought to a canonical form which even allows for a fully algebraic solution, provided the initial condition is known [187]. Subsequently, this observation was also turned into an algorithmic procedure [188] (see Ref. [189] for an implementation).

There is also a fully numerical approach to evaluating multi-loop Feynman integrals. As indicated above, one of the problems in this respect is overlapping divergences. In 2000, Thomas Binoth and Gudrun Heinrich devised the sector decomposition algorithm that allows disentangling such overlapping divergences [190]. This makes it possible to write any Feynman integral before integration in the form of Eq. (3.6), where the $a_{i}$ are then finite integrals which can be evaluated numerically. In complicated cases, this algorithm produces a large number of intermediate terms, and thus a large number of integrals to be evaluated, which again makes computer algebra indispensable. Implementations of this algorithm can be found in Refs. [191,192], for example.

[^24]
### 3.7 Approximation methods

In general, the more external parameters are involved in a certain calculation, the more complicated it becomes. For example, the result for a Feynman integral that depends only on a single parameter, say an external momentum $q^{2}$, will be of the form $\left(q^{2}\right)^{a D-b} f(a, b, D)$, where $a$ is the number of loops, $b$ the sum of all propagator powers, and $f(a, b, D)$ a function which is independent of $q$ (for an illustration of this formula, see Eq. (3.12)). On the other hand, if an integral depends on more than one mass scale, say $m^{2}$ and $q^{2}$, their ratio can enter as argument for any complicated function, from $\sqrt{1-m^{2} / q^{2}}$ to polylogarithms $\operatorname{Li}_{n}\left(m^{2} / q^{2}\right)$ and generalizations thereof. The integral may not even be expressible in terms of elementary functions in this case. ${ }^{51}$

However, since Feynman diagrams represent approximations within QFT anyway, and since experimental measurements are always associated with an uncertainty, it may be sufficient to evaluate the integrals only approximately in certain limits of the external parameters. Obviously, it will simplify the result considerably if, say, only the first two terms in its Taylor expansion in $m^{2} / q^{2}$ are required, rather than the full dependence in terms of polylogarithms, etc. But the actual question is, of course, whether one can obtain such an approximation in a relatively simple way directly from the integral, rather than by expanding the polylogarithms.

The answer to this question is positive, and there are algorithmic ways to obtain this approximate result. The most general one goes by the name of strategy of regions [194]. Consider again the integral of Eq. (3.2). Assume that we are only interested in the limit where $m$ is much smaller than all components of $q$. As a first attempt, one could try to expand both factors in the denominator for small $m$ :

$$
\begin{equation*}
B(q, m) \stackrel{?}{\approx} B_{m^{2} \ll\left\{k^{2}, q^{2}\right\}}=\int \frac{\mathrm{d}^{4} k}{(2 \pi)^{4}} \frac{1}{k^{2}(k-q)^{2}}\left(1+\frac{m^{2}}{k^{2}}+\cdots\right)\left(1+\frac{m^{2}}{(k-q)^{2}}+\cdots\right) \tag{3.17}
\end{equation*}
$$

One can now solve all occurring integrals (in $D$ dimensions rather than four) by applying Eq. (3.12). However, this does not give the correct result. The reason is that the integral extends to values of $k$ where $m^{2}$ is not smaller than $k^{2}$ or $(q-k)^{2}$, so that the expansion of the integrand becomes invalid. However, this can be cured by simply adding the expansions which are valid in these regions:

$$
\begin{equation*}
B(q, m) \approx B_{m^{2} \ll\left\{k^{2}, q^{2}\right\}}+B_{\left\{m^{2}, k^{2}\right\} \ll q^{2}}+B_{\left\{m^{2},(k-q)^{2}\right\} \ll k^{2}} \tag{3.18}
\end{equation*}
$$

where, for example,

$$
\begin{equation*}
B_{\left\{m^{2}, k^{2}\right\} \ll q^{2}}=\frac{1}{q^{2}} \int \frac{\mathrm{~d}^{4} k}{(2 \pi)^{4}} \frac{1}{k^{2}-m^{2}}\left(1-\frac{1}{q^{2}}\left(k^{2}-2 k \cdot q-m^{2}\right)+\cdots\right) . \tag{3.19}
\end{equation*}
$$

It can be shown that the doubly counted regions cancel among each other, so that one can indeed simply add all contributions. The first implementation of such an expansion algorithm was achieved in the late 1990s [195].

Note that, while the expansion reduces the number of mass parameters in the individual integrals, it raises the powers of the propagator. This method therefore develops its strength also due to the IbP algorithm which allows one to reduce integrals with higher powers of the propagators to master integrals (see Sect.3.6.1).

### 3.8 IR subtraction

It is now time to discuss the problem already alluded to several times which goes by the name of infra-red (IR) divergences. So far, we were only concerned with UV divergences in loop integrals which arise from regions where the integration momentum becomes large. However, consider the integral

$$
\begin{equation*}
\int \frac{\mathrm{d}^{D} k}{(2 \pi)^{D}} \frac{1}{k^{2}\left[\left(k+q_{1}\right)^{2}-m^{2}\right]\left[\left(k-q_{2}\right)^{2}-m^{2}\right]} \tag{3.20}
\end{equation*}
$$

arising in the calculation of the Feynman diagram shown in Fig. 7c, for example. Here, $m$ is the electron mass, and $q_{1}, q_{2}$ are the momenta of the outgoing electron and positron, respectively. For small $k$, using the on-shell condition $q_{1}^{2}=q_{2}^{2}=m^{2}$, we can approximate

$$
\begin{equation*}
\left(k+q_{1}\right)^{2}-m^{2}=k^{2}+q_{1}^{2}+2 k \cdot q_{1}-m^{2} \approx 2 k \cdot q_{1} \tag{3.21}
\end{equation*}
$$

[^25]
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Fig. 11 Sample diagrams contributing to the NNLO prediction of the process $e^{+} e^{-} \rightarrow e^{+} e^{-}$. a Double-virtual; b realvirtual; c double-real
and similarly for the second electron propagator. Therefore, the integral in Eq. (3.20) behaves as

$$
\begin{equation*}
-\int \frac{\mathrm{d}^{D} k}{(2 \pi)^{D}} \frac{1}{4 k^{2}\left(k \cdot q_{1}\right)\left(k \cdot q_{2}\right)} \tag{3.22}
\end{equation*}
$$

in the limit $k \rightarrow 0$, and therefore develops an infra-red divergence at $D=4$ when the integration momentum (which equals the momentum of the virtual photon) becomes soft. Even worse: if the electron mass were zero, one could write

$$
\begin{equation*}
k \cdot q_{1}=E\left(k_{0}-k_{3}\right), \quad k \cdot q_{2}=E\left(k_{0}+k_{3}\right) \tag{3.23}
\end{equation*}
$$

where, without loss of generality, we assumed the electron momentum to be along the $z$ axis. Given that

$$
\begin{equation*}
k^{2}=\left(k_{0}+k_{3}\right)\left(k_{0}-k_{3}\right)-k_{2}^{2}-k_{3}^{2}, \tag{3.24}
\end{equation*}
$$

we see that Eq. (3.22) has additional divergences at $k \rightarrow\left(k_{0}, 0,0, \pm k_{0}\right)$. Note that this corresponds to the case where the virtual photon is on the mass shell $\left(k^{2}=0\right)$ and collinear to either the electron or the positron.

The attentive reader may notice that these are exactly the kinematical regions mentioned at the end of Sect. 3.3 where the phase space integral for the process $e^{+} e^{-} \rightarrow e^{+} e^{-} \gamma$ becomes divergent. And indeed, it turns out that in the expression

$$
\begin{equation*}
\sigma\left(e^{+} e^{-} \rightarrow e^{+} e^{-}+X\right)=\sigma\left(e^{+} e^{-} \rightarrow e^{+} e^{-}\right)+\sigma\left(e^{+} e^{-} \rightarrow e^{+} e^{-} \gamma\right)+\mathcal{O}\left(\alpha^{4}\right) \tag{3.25}
\end{equation*}
$$

these infra-red singularities arising from real and virtual photons attached to the final state particles cancel. Note that the cancellation happens among terms of the same perturbative order. In our case this is $\alpha^{3}$, which corresponds to the leading-order contribution for the second term (the real emission), and the next-to-leading order contribution for the first term (the virtual correction).

It turns out that, like UV divergences, also these IR divergences can be regularized by going to $D \neq 4$ space-time dimensions in both the loop and the phase-space integral. They again manifest themselves as poles in $1 / \epsilon$, this time even up to $1 / \epsilon^{2}$ at one-loop level.

While this cancellation of divergences between phase-space and loop integrals can be proven to all orders in perturbation theory, its technical implementation is highly non-trivial. The main reason is that phase-space integrals typically need to be evaluated fully numerically, simply because the corresponding integration boundaries are dictated by the experimental setup, for example the energy and angular resolution or the fiducial volume of the detector. A theoretical algorithm thus needs to extract these soft and collinear divergences from phase-space integrals before integration. At NLO, general algorithms for this task were established in the 1990s [196-198].

At higher orders, the problem becomes considerably more complicated. For once, one now has to combine double-virtual two-loop corrections with mixed real-virtual and double-real emission contributions (see Fig. 11, for example). On the other hand, more combinations of particles can become collinear to one another, or both soft and collinear. Also, more than two particles can become simultaneously collinear. The need for high-precision calculations at the LHC produced a number of algorithms that work at next-to-next-to-leading order (NNLO) though [199-201]. Beyond that, only special cases can be treated up to now.

For completeness, let us remark that this cancellation of infra-red divergences between virtual corrections and real emission is complete only for photons attached to the final state particles. Note, however, that there are analogous corrections where the photon is attached to the initial state particles (see Fig. 12). In this case, after the combination of the real and virtual contributions, there are still collinear divergences left. Even though they require additional concepts like parton-distribution function in quantum chromodynamics (QCD) - the theory that

Fig. 12 Initial-state radiation


describes strong interaction-they do not pose any genuinely new technical problems that would matter for the discussion in the current paper. We therefore disregard them here.

### 3.9 Ambiguities of perturbation theory

The cancellation of divergences through renormalization leaves a remnant ambiguity in the observables that we have kept quiet about so far, but which plays an important role in theoretical predictions. The origin can be understood by going back to the discussion of Sect.3.4. We argued that both the Feynman integrals as well as the bare parameters depend on the regularization parameter $\Lambda$, but the associated divergences at $\Lambda \rightarrow \infty$ cancel in physical observables $\mathcal{O}$. However, consider the bare electro-magnetic coupling $e_{\mathrm{B}}(\Lambda)$, for example. It is a dimensionless quantity, so there must be another mass scale $\mu_{R}$ which cancels the mass dimension of $\Lambda$. This renormalization scale $\mu_{R}$ is completely arbitrary a priori; in fact, it can be shown that physical observables are formally independent of $\mu_{R}$, i.e.,

$$
\begin{equation*}
\mu_{R} \frac{\mathrm{~d}}{\mathrm{~d} \mu_{R}} \mathcal{O}\left(\mu_{R}\right)=0+\text { higher orders. } \tag{3.26}
\end{equation*}
$$

But as indicated in Eq. (3.26), this independence is broken by the uncalculated higher orders in perturbation theory. Working at fixed order, there is a residual numerical dependence on the arbitrary, and thus unphysical parameter $\mu_{R}$ in the theory prediction of $\mathcal{O}$.

On the one hand, this ambiguity actually provides a means to estimate the impact of the higher orders. For this, one chooses $\mu_{R}$ of the order of the "typical" mass scale of the observable $\mathcal{O}$, which could be the center-ofmass energy of the underlying scattering reaction, for example. Variations of $\mu_{R}$ around this value will affect the numerical prediction of $\mathcal{O}$, which, according to Eq. (3.26), is related to the neglected higher orders. On the other hand, an observable may depend on many scales, which makes it difficult to choose a typical scale and may spoil the reliability of the perturbative result (for a discussion, see Ref. [202]). An analogous problem exists for the infra-red divergences which are related to initial state radiation. In this case, the unphysical scale is referred to as the factorization scale $\mu_{F}$.

### 3.10 Final thoughts

As we have shown, today the calculation of the first two terms in the perturbative expansion can indeed be considered as fully automated. It is sufficient to specify the process to be considered, for example a specific collision reaction at a particle collider, as well as the associated input parameters (scattering energy, particle masses, etc.), and the computer will produce all the relevant results which can be directly compared to experimental measurements. The efforts gradually and successfully continue in this direction toward higher orders. This is made possible by a sort of "algebraization of integration," where certain classes of integrals are reduced to a known set of basis integrals, as described in Sect.3.5.

The automation procedure implies that no human actually needs to see, let alone draw, the relevant Feynman diagrams any more. But even though this means that their often-praised illustrative character has become irrelevant for the user, their actual structure is still crucial for the underlying computer algorithms. It is only the computer who "draws" (rather: generates) the diagrams, but it immediately processes them further into mathematical expressions made of numbers, matrices, and integrals. In this sense, one may wonder whether Feynman diagrams are really necessary at all, or whether there are representations of the scattering amplitudes that would be better suited for a fully automated treatment. This question becomes more and more relevant with the ever increasing efforts that are spent on calculating Feynman diagrams to higher-and-higher orders in perturbation theory. And indeed there have been promising ideas in this direction. A particularly successful one is related to an early observation of Stephen Parke and Tomasz Taylor of 1986, who discovered a remarkably simple formula for a particular set ${ }^{52}$ of QCD amplitudes with an arbitrary number of external particles [203]. In 2004, Edward Witten found a new mathematical interpretation of this relation, which initiated a huge wave of activity, resulting

[^26]in efficient algorithms to evaluate scattering amplitudes [204]. In turn, this research led to new insights and techniques also for traditional Feynman diagrammatic calculations, in particular generalized unitarity methods, which can be seen as generalizations of the well-known optical theorem [205]. Further steps in studying these structures beyond Feynman diagrams have led to the so-called amplituhedron, whose potential for applications to scattering reactions at particle colliders is still unclear though [206].

The issue of automated calculations of Feynman diagrams is thus not so much a fear of dehumanization, as expressed by some of the early witnesses to the introduction of computers in physics (see Sect.2.4.1). After all, the current level of automation was achieved only through huge intellectual investments, and it is undeniable that Feynman diagrams have been and still are extremely successful in helping us understand nature. However, although it is certainly possible that there just is no more efficient way, it is unclear what could have been achieved by spending similar efforts on alternative approaches to calculations in QFT. ${ }^{53}$ To put it more strikingly: what would Feynman say if he could see how much effort has been spent in taking his diagrams to the current level?

## 4 Conclusion

For over seven decades, Feynman diagrams have proven to be an invaluable tool for obtaining theoretical predictions from quantum field theories. Although their application is limited to perturbation theory at small coupling strengths - in the strong coupling regime non-perturbative methods like lattice gauge theory have to be appliedno other theoretical approach has resulted in such a vast amount and such a high precision of phenomenological results in particle physics. As illustrated by our developments, progress in this field had then required for every higher order in perturbation theory tremendous technological efforts and has generated ingenious mathematical ideas, methods, and tools. Modern calculations can now involve hundreds of thousands of Feynman diagrams, and it is clear in this situation that their initially much-praised visual benefit is minimal. Yet, in no way does this erode their importance to ongoing particle physics research.

This persistence of the importance of Feynman diagrams can be attributed to two key related factors: the highly algorithmic structure by which physicists have managed to tackle them and the successful development since the 1960s of algebraic programs aimed at processing the calculations. Today, leading-order and next-toleading order calculations, involving tree-level and one-loop diagrams, can be considered fully automated. This includes not only the actual calculation of the amplitudes, but also renormalization, IR subtraction, phase space integrations, resummation of soft-collinear emissions (parton showers), and hadronization effects (the latter two have not been discussed in this paper; see Ref. [207], for example). Various tools exist for achieving these goals, with MadGraph5_aMC@NLO-which has been described briefly in Sect. 3.3-being the most prominent example currently. For other examples, see Refs. [163,208, 209].

The results obtained thus far align with many hopes and expectations expressed in the early 1970s by pioneers of algebraic programs to compute Feynman diagrams. But unlike Hearn sometimes outlined, such progress was not achieved through a direct approach to heuristic questions with the help of artificial intelligence. While this field is now undergoing a major renewal that could potentially play a role in future developments, it is clear from our discussions that improvements in the computation of Feynman diagrams came from theoretical efforts in solving mathematical problems, simplifying procedures, and developing new algorithms. Most of the initial challenges faced by the field pioneers, particularly those related to computer implementation of renormalization and integration (as discussed in Sect. 2.3), have been successfully addressed by adopting problem-oriented approaches. Additionally, the initial tinkering and combination of relatively incompatible tools have been overcome by technological advances that enable the implementation of efficient and straightforward automated procedures. Nevertheless, despite the various accomplishments presented, we have also observed that the optimistic tone and high expectations generated at the start of the nascent field of computer algebra are partly at odds with various limitations still encountered today in the case of Feynman diagrams. The prospect of the "fully automated theoretical high-energy physicist" continues to face severe constraints starting at the two-loop level. While certain non-trivial steps in the calculation are already algorithmically accessible, the problems are still too diverse from process to process in order to allow for a fully automatic approach. At the three-loop level, many problems may have been solved, but a general solution will probably require many further technological breakthroughs.

Initial expectations were mostly built in the frame of the most elementary QED processes. However, as revealed by the developments in Sect.3, the increase in the number of external parameters resulting from the complexity of processes within the Standard Model has become a crucial factor in explaining our current limitations in manipulating mathematical expressions related to Feynman diagrams. Moreover, higher orders in perturbation theory were found to lead to different, more conceptual issues. For example, any fixed-order result depends on unphysical parameters, whose numerical impact is formally of higher orders, in particular the renormalization and factorization scale introduced in Sect.3.9. In order to make a numerical prediction, a particular choice for these

[^27]quantities has to be made, and as of today, no convincing general solution for this problem has been devised. This can lead to ambiguities which are beyond the expected precision of a theoretical prediction.

From a more general point of view, it is expected that the perturbative expansion described by Feynman diagrams does not converge, but is at best asymptotic [210]. This means that one may expect that the approximation gets worse beyond a certain perturbative order, which may, however, be higher than any order that could ever be calculated in practice. Such considerations may indicate that the perturbative approach in general and Feynman diagrams in particular may reach their limits sooner or later. An alternative approach to QFT, however, may not be able to make predictions for the observables studied currently at particle collider. Since scattering experiments and thus the whole concept of particle colliders are so closely tied to Feynman diagrams, a conceptual shift in theory will most likely also imply new kinds of experiments or observables (see, e.g., the discussion in Ref. [211]). As we cannot look into the future, we want to refrain from further speculations at this point though.

In any case, looking back, the continuing success of Feynman diagrams and the enormous theoretical efforts spent on their evaluation are stunning. Recent discoveries and the progressive resolution of various higher-order challenges even suggest that this trend may actually persist for the foreseeable future. Nonetheless, to take the discussion begun in the concluding remarks of Sect. 3.10 a little further, considering the above-mentioned limitations, one may in fact question directly why no significant alternative approaches to phenomenological calculations in quantum field theories have so far been developed (aside from lattice gauge theory, and not counting re-organizations of the perturbative series, i.e., resummation methods and the like). Then, as our developments illustrate, it could well be that it was precisely the pivotal role played by the development of algebraic programs in the success of Feynman diagrammatic method and the perspective of complete automation that were standing in the way of making progress along different paths.
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## A The structure of Feynman diagrams

In Sect.3.1, we argue that it is the restricted structure of Feynman integrals that allows for their extensive algorithmic solution. In this appendix, we explain the origin of this structure by giving a brief tour from the fields and the corresponding field equations to their representation in Feynman diagrams. Of course, this exposition cannot replace a proper course on QFT where these issues are discussed in detail. However, we hope that it helps the interested reader who is not familiar with these concepts to contextualize the issues discussed in this paper.

## A. 1 Field equations

Within the realm of relativistic QFT, the structure of Feynman diagrams is remarkably uniform. To a large extent, this is due to the fact that Poincaré invariance strongly restricts the form of relativistic fields and their quanta, which we call particles. In particular, only particles of spin 0 (scalars), spin $1 / 2$ (fermions), and spin 1 (vector bosons) are known to lead to consistent quantum field theories in four space-time dimensions.

The only known fundamental scalar particle is the Higgs boson, discovered in $2012 .{ }^{54}$ The known fundamental fermions are the charged leptons (electron, muon, tau) and their associated neutrinos ( $\nu_{e}, \nu_{\mu}, \nu_{\tau}$ ), as well as the quarks. The known vector particles are the gluons, the $W$ bosons, the $Z$ boson, and the photon. All of the latter are gauge bosons, meaning that they arise in the theoretical description of the fundamental set of particles as manifestations of an underlying gauge symmetry. Theories beyond the Standard Model typically introduce new particles, but their spin is also either $0,1 / 2$, or 1 . For example, supersymmetry introduces a new spin- $1 / 2$ particle for every spin- 1 and spin- 0 particle of the Standard Model, and a spin-0 particle for every Standard Model fermion.

The gravitational field according to general relativity, on the other hand, has spin-2 and leads to a non-renormalizable field theory in four space-time dimensions. Its superpartner, the gravitino, would carry spin- $3 / 2$. We will not consider them any further here, even though they would not significantly change the main messages of the paper.

The space-time dependence of each of these fields is governed by a specific field equation. For a spin-0 particle $\phi(x)$ this is the Klein-Fock-Gordon equation ${ }^{55}$ :

$$
\begin{equation*}
\left(\partial_{\mu} \partial^{\mu}+m^{2}\right) \phi(x)=0, \tag{A.1}
\end{equation*}
$$

where $m$ is the mass of the particle and

$$
\begin{equation*}
\partial_{\mu} \equiv \frac{\partial}{\partial x^{\mu}} \tag{A.2}
\end{equation*}
$$

denotes the derivative w.r.t. the space-time variable $x=(t, \mathbf{x})$. It is easy to verify that one solution to Eq. (A.1) is given by plane waves:

$$
\begin{equation*}
\phi^{ \pm}(x)=N^{ \pm}(p) e^{ \pm i p x} \tag{A.3}
\end{equation*}
$$

where $N_{ \pm}(p)$ is a normalization factor, and $p=(E, \mathbf{p})$ is the 4-momentum satisfying the relativistic relation between energy, momentum, and mass:

$$
\begin{equation*}
p^{2} \equiv E^{2}-\mathbf{p}^{2}=m^{2}, \tag{A.4}
\end{equation*}
$$

Vector bosons $A_{\mu}(x)$, on the other hand, obey the field equation

$$
\begin{equation*}
\partial_{\mu} \partial^{\mu} A^{\nu}(x)-\partial_{\mu} \partial^{\nu} A^{\mu}(x)+m^{2} A^{\nu}(x)=0 \tag{A.5}
\end{equation*}
$$

For a photon, it is $m=0$, and Eq. (A.5) reduces to the well-known Maxwell equations (in the absence of charges and currents, see below). The Lorentz index in $A_{\mu}(x)$ indicates that it has four components, not all of which are independent, though. They correspond to the polarization degrees of freedom well-known from classical optics. In the quantized language, they reflect the spin-orientation relative to the particle's momentum direction, also known as helicity. A solution to Eq. (A.5) is again given by plane waves:

$$
\begin{equation*}
A_{\mu}^{ \pm}(x)=\epsilon_{\mu}^{ \pm}(p) e^{ \pm i p x} \tag{A.6}
\end{equation*}
$$

where the polarization vector $\epsilon_{\mu}^{ \pm}(p)$ satisfies

$$
\begin{equation*}
p^{\mu} \epsilon_{\mu}^{ \pm}(p)=0, \tag{A.7}
\end{equation*}
$$

and again $p^{2}=m^{2}$.
Fermions obey the Dirac equation:

$$
\begin{equation*}
\left(i \gamma^{\mu} \partial_{\mu}-m\right) \psi(x)=0 \tag{A.8}
\end{equation*}
$$

where the $\gamma^{\mu}$ are the $4 \times 4$ Dirac matrices. Their defining properties are

$$
\begin{equation*}
\operatorname{Tr}\left(\gamma^{\mu}\right)=0, \quad \gamma^{\mu} \gamma^{\nu}+\gamma^{\nu} \gamma^{\mu} \equiv\left\{\gamma^{\mu}, \gamma^{\nu}\right\}=2 g^{\mu \nu} \mathbb{1}_{4 \times 4} \tag{A.9}
\end{equation*}
$$

with $g^{\mu \nu}$ the metric tensor. ${ }^{56}$ Thus, Eq. (A.8) is really a matrix equation, and $\psi(x)$ is again a field with four components. Two of them are needed to describe the particle's helicity (parallel or anti-parallel to its momentum direction), the other two encode the degrees of freedom for the anti-particle. Also the Dirac equation has plane-wave solutions,

$$
\begin{equation*}
\psi(x)=u_{ \pm}(p) e^{ \pm i p x} \tag{A.10}
\end{equation*}
$$

with $p^{2}=m^{2}$ and the 4 -component spinors $u_{ \pm}(p)$ obeying the algebraic matrix equation

$$
\begin{equation*}
\left(\gamma^{\mu} p_{\mu} \pm m\right) u_{ \pm}(p)=0 \tag{A.11}
\end{equation*}
$$

For the following section, it is important to realize that each component of vector and Dirac fields also obeys the Klein-Fock-Gordon equation (Eq. (A.1)), as can be shown by simple manipulations of Eqs. (A.5) and (A.8). ${ }^{57}$ The latter just impose additional constraints on the components of the corresponding fields.
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Fig. 13 Diagrammatical representations of propagators

## A. 2 Feynman propagators

All of the field equations discussed in the previous section correspond to free fields, i.e., they do not take into account interactions. The latter introduce non-linear terms on the right-hand side of these equations, which may involve products of all possible fields. A common way to tackle the solution of such equations is via Green's functions, which corresponds to solving them in the case where the right-hand side is proportional to a four-dimensional delta function $\delta^{(4)}(x)$ (possibly times $x$-independent factors that ensure Poincaré invariance of the equation). Consider, for example, the Klein-Fock-Gordon equation (Eq. (A.1)) with such a term:

$$
\begin{equation*}
\left(\partial_{\mu} \partial^{\mu}+m^{2}\right) D(x)=-i \delta^{(4)}(x) . \tag{A.12}
\end{equation*}
$$

Replacing $D(x)$ by its Fourier transform $\tilde{D}(p)$

$$
\begin{equation*}
\tilde{D}(p)=\int \frac{\mathrm{d}^{4} p}{(2 \pi)^{4}} e^{i p x} D(x) \tag{A.13}
\end{equation*}
$$

turns this into an algebraic equation

$$
\begin{equation*}
\left(p^{2}-m^{2}\right) \tilde{D}(p)=i \tag{A.14}
\end{equation*}
$$

which can be solved trivially as long as $p^{2} \neq m^{2}$. However, the inverse Fourier transform back to $D(x)$ involves an integration over all $p$, including the singularity at $p^{2}=m^{2}$. This leads to an ambiguity in the solution for Eq. (A.12) which Feynman suggested resolving by introducing the so-called " $i \epsilon$ " prescription, leading to the unique solution

$$
\begin{equation*}
D(x)=i \int \frac{\mathrm{~d}^{4} p}{(2 \pi)^{4}} \frac{e^{-i p x}}{p^{2}-m^{2}+i \epsilon}, \tag{A.15}
\end{equation*}
$$

where the limit $\epsilon \rightarrow 0_{+}$is implied. It can be shown that, for $x_{0}>y_{0}$, the Feynman propagator $D(x-y)$ encodes the probability that a particle which is created at the space-time point $y$ will be annihilated at $x$. On the other hand, if $x_{0}<y_{0}$, it encodes the probability that an anti-particle which is created at $x$ will be annihilated at $y$.

The Feynman propagators for fermions and vector particles only differ from this by the numerators ${ }^{58}$ :

$$
\begin{align*}
D_{F}(x) & =i \int \frac{\mathrm{~d}^{4} p}{(2 \pi)^{4}} \frac{\gamma^{\mu} p_{\mu}+m}{p^{2}-m^{2}+i \epsilon} e^{-i p x}, \\
D_{\mu \nu}(x) & =i \int \frac{\mathrm{~d}^{4} p}{(2 \pi)^{4}} \frac{-g_{\mu \nu}}{p^{2}-m^{2}+i \epsilon} e^{-i p x} . \tag{A.16}
\end{align*}
$$

In Feynman's original interpretation of his diagrams, propagators are depicted as lines that connect space-time points. Conventionally, one uses solid lines for fermions, wavy lines for vector bosons, and dashed lines for scalars (see Fig. 13). Note that the direction of the arrow differentiates fermions from anti-fermions.

## A. 3 Vertices

The Green's function can be viewed as the response of the field to a disturbance which is $100 \%$ localized in space and time, described by the $\delta$-function in Eq. (A.12). A general interaction is then taken into account by the superposition of such infinitesimal disturbances.

[^29]Fig. 14 Diagrammatical representation of the vertex in QED


Let us consider QED, the theory of electrons (and their anti-particles, the positrons) and photons. Including interactions, instead of the free equations Eqs. (A.5) and (A.8), the field equations read

$$
\begin{align*}
\partial_{\mu} \partial^{\mu} A^{\nu}(x)-\partial_{\mu} \partial^{\nu} A^{\mu}(x) & =e \bar{\psi}(x) \gamma^{\nu} \psi(x),  \tag{A.17}\\
\left(i \gamma^{\mu} \partial_{\mu}-m\right) \psi(x) & =e A_{\mu}(x) \gamma^{\mu} \psi(x),
\end{align*}
$$

where $e$ is the unit of electric charge, which in natural units $(\hbar=c=1)$ is a dimensionless number, $e=\sqrt{4 \pi \alpha} \approx 0.3$, where $\alpha \approx 1 / 137$ is the fine structure constant.

For many reasons, it is more convenient to work with Lagrangians rather than field equations. For example, both equations above follow from the QED Lagrangian

$$
\begin{equation*}
\mathcal{L}=-\frac{1}{4} F_{\mu \nu} F^{\mu \nu}+\bar{\psi}\left(i \gamma^{\mu} \partial_{\mu}-m\right) \psi+e \bar{\psi} \gamma^{\mu} \psi A_{\mu} \tag{A.18}
\end{equation*}
$$

where

$$
\begin{equation*}
F_{\mu \nu}=\partial_{\mu} A_{\nu}-\partial_{\nu} A_{\mu}, \tag{A.19}
\end{equation*}
$$

by applying the Euler-Lagrange equations

$$
\begin{equation*}
\frac{\partial \mathcal{L}}{\partial \phi}-\partial_{\mu} \frac{\partial \mathcal{L}}{\partial\left(\partial_{\mu} \phi\right)}=0 \tag{A.20}
\end{equation*}
$$

for $\phi=A_{\mu}$ and $\phi=\bar{\psi}$, respectively. The first two terms in Eq. (A.18) lead to the free field equations, while the third term incorporates both interaction terms in Eq. (A.17). In fact, it is this term that defines the interaction vertex, and the graphical representation is as simple as translating each field factor into a line (see Fig. 14). Notice that $\psi$ and $\bar{\psi}$ are distinguished by the "fermion direction," indicated by the arrow on the line.

## A. 4 Feynman diagrams

It is now remarkably simple to draw the Feynman diagrams that need to be calculated in order to obtain the probability amplitude for a certain process in QED. Assume, for example, that we want to calculate the probability that electrons and positrons annihilate into photons when they collide with a certain relative velocity. Theoretically, this is described as the transition from an initial state consisting of an $e^{+} e^{-}$pair at $t=-\infty$ to a final state of two photons at $t=+\infty .{ }^{59}$ Only these two asymptotic states are considered to be observable. Ontological interpretations of any other part of a Feynman diagram are difficult, to say the least, but this shall not be the issue of the current paper (see, e.g., [4-8]).

The corresponding Feynman diagrams at the lowest order in perturbation theory are shown in Fig. 15. The external lines on the left and right of the diagram describe the initial and final state. Mathematically, they correspond to the solutions of the free wave equations. For fixed external momenta, they are thus replaced by plane waves. The interaction is encoded in the two vertices at $x_{1}$ and $x_{2}$ which are connected by an electron propagator (see Fig. 13). According to the Feynman rules, the diagrams in Fig. 15 are proportional to $e^{2} \approx 0.09$. Higher orders in perturbation theory correspond to Feynman diagrams with higher powers of $e$, and thus a larger number of vertices. But since the initial and final states should be the same as in Fig. 15, higher orders correspond to Feynman diagrams with closed loops, such as those shown in Fig. 16.

The diagrams of Figs. 15 and 16 are immediately converted into mathematical expressions if we translate the graphical notation of the propagators and vertices according to Figs. 13 and 14. In order to obtain the full leading-order amplitude for the process, we need to sum over all possible diagrams, however. Since the intermediate particles are unobservable, this means that we need to integrate over all space-time points. In this sense, the specific diagram in Fig. 15a is just a representative of an infinite number of Feynman diagrams.

Specifically, up to numerical factors, the amplitude for the diagram in Fig. 15 reads

$$
\begin{gather*}
\mathcal{A}=\int \mathrm{d}^{4} x_{1} \int \mathrm{~d}^{4} x_{2}\left(\bar{u}_{+}\left(p_{2}\right) e^{i p_{2} x_{2}}\right)\left(i e \gamma^{\mu}\right)\left(i \int \frac{\mathrm{~d}^{4} p}{(2 \pi)^{4}} \frac{\gamma_{\rho} p^{\rho}+m}{p^{2}-m^{2}+i \epsilon} e^{-i p\left(x_{1}-x_{2}\right)}\right)  \tag{A.21}\\
\left(i e \gamma^{\nu}\right)\left(u_{-}\left(p_{1}\right) e^{i p_{1} x_{1}}\right)\left(\epsilon_{\mu}^{-}\left(k_{1}\right) e^{-i k_{1} x_{1}}\right)\left(\epsilon_{\nu}^{-}\left(k_{2}\right) e^{-i k_{2} x_{2}}\right) .
\end{gather*}
$$
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Fig. 15 Leading-order Feynman diagrams for the process $e^{+} e^{-} \rightarrow \gamma \gamma$



Fig. 16 Sample Feynman diagrams for the process $e^{+} e^{-} \rightarrow \gamma \gamma$ at next-to-leading order

Note that the only space-time dependence is through the exponentials of the external plain wave functions and the propagators. Thus, integration over the two space-time variables $x_{1}, x_{2}$ is easily performed using the relation

$$
\begin{equation*}
\int \mathrm{d}^{4} x e^{i p x}=(2 \pi)^{4} \delta^{(4)}(p) \tag{A.22}
\end{equation*}
$$

resulting in two $\delta$-functions

$$
\begin{equation*}
\delta^{(4)}\left(p_{2}+p-k_{2}\right) \delta^{(4)}\left(p_{1}-p-k_{1}\right) \tag{A.23}
\end{equation*}
$$

One of them can be used to solve the $p$-integral, so that the remaining expression is purely algebraic:

$$
\begin{equation*}
\mathcal{A}=-i e^{2} \bar{u}_{+}\left(p_{2}\right) \gamma^{\mu} \frac{\gamma_{\rho} p^{\rho}+m}{p^{2}-m^{2}+i \epsilon} \gamma^{\nu} u_{-}\left(p_{1}\right) \epsilon_{\mu}^{-}\left(k_{1}\right) \epsilon_{\nu}^{-}\left(k_{2}\right)(2 \pi)^{4} \delta\left(p_{1}+p_{2}-k_{1}-k_{2}\right), \tag{A.24}
\end{equation*}
$$

where $p$ is no longer an integration variable, but a short-hand notation for $p \equiv p_{1}-k_{1}=k_{2}-p_{2}$. All integrations have been carried out, and momentum conservation is manifest, both overall via the $\delta$-function, as well as at each vertex via the momentum assignments. This is a general feature of tree diagrams, i.e., diagrams without any closed loops. What remains in this case is a purely algebraic expression which, aside from the fundamental parameters of the theory like masses and couplings, depends only on the momenta of the external particles.

As already indicated in Appendix A.4, in Feynman's original paper, he suggested a space-time reading of his diagrams, in the sense that the lines represent world lines connecting vertices at specific space-time points. However, due to the discussion above, it has become more common to adopt a momentum-space reading of Feynman diagrams. The actual position (relative and absolute) of the vertices is irrelevant, only the flow of momenta (the "topology") is important. In order to obtain the probability amplitude for a certain process, one needs to add up all topologically distinct Feynman diagrams. In the case under consideration, these are indeed given by Fig. 15, because the momentum flowing through the propagator is different ( $p=p_{1}+k_{2}=k_{1}-p_{2}$ in Fig. 15 b ).

Consider now the case of a Feynman diagram with a closed loop, for example the one in Fig. 16a. The momenta of the propagators in the loop are no longer fully determined by the external momenta; we can add an arbitrary momentum $l$ to each of them without violating momentum conservation at the vertices. Following the same operations that led to Eq. (A.24), one will find that there are indeed not enough $\delta$-functions to eliminate all momentum integrations. Instead, the integration over the four-dimensional loop momentum $l$ remains (the $\delta$-function that ensures overall momentum conservation will still be present though). In general, a Feynman diagram with $n$ closed loops involves $n$ four-dimensional momentum integrations.

We thus see that the general structure of a Feynman diagram with external momenta $q_{1}, q_{2}, \ldots$ (the dependence on the particle masses will be suppressed) is necessarily of the following form:

$$
\begin{equation*}
A\left(q_{1}, q_{2}, \ldots\right)=T^{\mu \nu \cdots}\left(q_{1}, q_{2}, \ldots\right) I_{\mu \nu \cdots}\left(q_{1}, q_{2}, \ldots\right) \tag{A.25}
\end{equation*}
$$



Fig. 17 Tadpole diagram
where $T^{\mu \nu \cdots}$ is an algebraic component which, aside from trivial factors like coupling constants, involves the external momenta, Dirac matrices, spinors, and polarization vectors. The Feynman integral takes the form

$$
\begin{equation*}
I_{\mu \nu \cdots}\left(q_{1}, q_{2}, \ldots\right)=\int \frac{\mathrm{d}^{4} k}{(2 \pi)^{4}} \frac{\mathrm{~d}^{4} l}{(2 \pi)^{4}} \cdots \frac{k_{\mu} \cdots l_{\nu} \cdots}{\left(\left(k-q_{1}\right)^{2}-m_{1}^{2}\right)\left(\left(l-k-q_{2}\right)^{2}-m_{2}^{2}\right) \cdots} \tag{A.26}
\end{equation*}
$$

Despite the uniform structure of Feynman diagrams, their evaluation can be highly involved, with the complexity increasing enormously with the number of loops.

## B Calculation of sample one-loop integrals

## B. 1 Tadpole

Let us consider the following one-loop Feynman integral in dimensional regularization (see Sect. 3.4):

$$
\begin{equation*}
A^{(b)}(m)=\int \frac{\mathrm{d}^{D} k}{(2 \pi)^{D}} \frac{1}{\left(k^{2}-m^{2}\right)^{b}} \tag{B.1}
\end{equation*}
$$

For $b=1$, it corresponds to a Feynman diagram as shown in Fig. 17. According to its form, it is usually referred to as a tadpole diagram. Note that momentum conservation implies that the external momentum $q=0$. For reasons that will become clear below, we evaluate the integral for general values of $b>0$.

One complication when evaluating this integral is that the four-momentum $k$ is defined in Minkowski space, which means that its square $k^{2}=k_{0}^{2}-\mathbf{k}^{2}$ is not positive definite. Further manipulations of the integral are much more transparent when applying a so-called Wick rotation, which means to substitute $k_{0}=i k_{0, E}$, leading to $k^{2} \rightarrow-k_{E}^{2}$, where $k_{E}^{2}=k_{0, E}^{2}+\mathbf{k}^{2}$ is positive definite. It can be shown that the only effect of this rotation on the integration measure is an additional factor $i$. Therefore,

$$
\begin{equation*}
A^{(b)}(m)=i(-1)^{b} \int \frac{\mathrm{~d}^{D} k_{E}}{(2 \pi)^{D}} \frac{1}{\left(k_{E}^{2}+m^{2}\right)^{b}} . \tag{B.2}
\end{equation*}
$$

Since the integrand in $A^{(b)}(m)$ depends only on the modulus of $k_{E}$, one can perform the ( $D-1$ )-dimensional angular integration to obtain

$$
\begin{equation*}
A^{(b)}(m)=i(-1)^{b} \Omega_{D} \int_{0}^{\infty} \frac{\mathrm{d} k_{E}}{(2 \pi)^{D}} \frac{k_{E}^{D-1}}{\left(k_{E}^{2}+m^{2}\right)^{b}} \tag{B.3}
\end{equation*}
$$

where the surface of the unit sphere in $D$-dimensional space is given by Eq. (3.5). Euler's $\Gamma$-function is defined through

$$
\begin{equation*}
\Gamma(1)=1, \quad z \Gamma(z)=\Gamma(z+1), \quad \Gamma^{\prime}(1)=-\gamma_{\mathrm{E}}=-0.577 \ldots \tag{B.4}
\end{equation*}
$$

It is well-defined in the whole complex plane, except for $z=0,-1,-2, \cdots$, where it develops poles. The remaining onedimensional integral can be brought to the form of Riemann's beta function:

$$
\begin{equation*}
\int_{0}^{1} \mathrm{~d} t t^{z_{1}-1}(1-t)^{z_{2}-1}=\frac{\Gamma\left(z_{1}\right) \Gamma\left(z_{2}\right)}{\Gamma\left(z_{1}+z_{2}\right)}, \tag{B.5}
\end{equation*}
$$

leading to

$$
\begin{equation*}
A^{(b)}(m)=(-1)^{b} \frac{i m^{D-2 b}}{(4 \pi)^{D / 2}} \frac{\Gamma(b-D / 2)}{\Gamma(D / 2)} . \tag{B.6}
\end{equation*}
$$

Since $D$ is arbitrary, it can always be chosen such that this expression is finite. In the limit $D \rightarrow 4$, however, it diverges for $b \in\{1,2\}$ because the $\Gamma$ function in the numerator diverges in these cases. ${ }^{60}$ In fact, we could have anticipated this problem already from Eq. (B.2). Similar to the discussion related to Eqs. (3.2) and (3.3), one concludes that, for these values of $b$, the integral diverges at $D=4$ in the region where all components of the integration momentum get large.
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## B. 2 Feynman parameters

Let us now consider the integral Eq. (3.2). Already Feynman in his original paper of 1949 suggested a way to compute it by introducing what today is called Feynman parameters:

$$
\begin{equation*}
\frac{1}{a b}=\int_{0}^{1} \mathrm{~d} x \frac{1}{[a x+(1-x) b]^{2}} \tag{B.7}
\end{equation*}
$$

Applying this to Eq. (3.2), one obtains

$$
\begin{equation*}
B(q, m)=\int_{0}^{1} \mathrm{~d} x \int \frac{\mathrm{~d}^{D} k}{(2 \pi)^{D}} \frac{1}{\left[k^{2}-m^{2}+2 x p \cdot q+x q^{2}\right]^{2}} . \tag{B.8}
\end{equation*}
$$

Completing the square in the denominator and shifting the integration momentum leads to

$$
\begin{equation*}
B(q, m)=\int_{0}^{1} \mathrm{~d} x \int \frac{\mathrm{~d}^{D} k}{(2 \pi)^{D}} \frac{1}{\left[k^{2}-M^{2}(x)\right]^{2}}, \quad M^{2}(x)=m^{2}+x(1-x) q^{2} . \tag{B.9}
\end{equation*}
$$

The $k$-dependence of the integrand is now the same as in Eq. (B.1), so we can use Eq. (B.6) to obtain

$$
\begin{equation*}
B(q, m)=\frac{i}{(4 \pi)^{D / 2}} \frac{\Gamma(2-D / 2)}{\Gamma(D / 2)} \int_{0}^{1} \mathrm{~d} x\left(M^{2}\right)^{D / 2-2}(x) . \tag{B.10}
\end{equation*}
$$

What remains is a one-dimensional integral over the polynomial $M^{2}(x)$, raised to an $\epsilon$-dependent power $D / 2-2=-\epsilon$, for which there are standard methods to evaluate.

## B. 3 Tensor decomposition

So far, the integrands did not have any $k$-dependence in the numerator in this section. However, as we saw in Eq. (3.8), in general an amplitude may involve tensor integrals. But using Lorentz covariance, any tensor integral can be expressed by a scalar integral. For example, an integral of the form

$$
\begin{equation*}
B_{\mu}(q)=\int \frac{\mathrm{d}^{D} k}{(2 \pi)^{D}} \frac{k_{\mu}}{k^{2}(k-q)^{2}} \tag{B.11}
\end{equation*}
$$

must transform like a $1^{\text {st }}$-rank Lorentz tensor (i.e., a vector). Lorentz covariance then implies that it must be proportional to $q^{\mu}$, and therefore

$$
\begin{equation*}
I_{\mu}(q)=\frac{q_{\mu}}{q^{2}} I(q), \tag{B.12}
\end{equation*}
$$

where

$$
\begin{equation*}
I(q)=\int \frac{\mathrm{d}^{D} k}{(2 \pi)^{D}} \frac{q \cdot k}{k^{2}(k-q)^{2}} \tag{B.13}
\end{equation*}
$$

is a scalar integral. One can even go further and use

$$
\begin{equation*}
q \cdot k=\frac{1}{2}\left[(k-q)^{2}-k^{2}-q^{2}\right], \tag{B.14}
\end{equation*}
$$

which results in three integrals without any loop momentum in the numerator.
In the general case of higher-rank tensor integrals, or integrals which depend on more than one external momentum, more than one tensor structure can emerge. Consider, for example,

$$
\begin{equation*}
I_{\mu \nu}\left(q_{1}, q_{2}\right)=\int \frac{\mathrm{d}^{D} k}{(2 \pi)^{D}} \frac{k_{\mu} k_{\nu}}{k^{2}\left(k-q_{1}\right)^{2}\left(k-q_{2}\right)^{2}} . \tag{B.15}
\end{equation*}
$$

We make an ansatz with all possible tensor structures:

$$
\begin{equation*}
I_{\mu \nu}\left(q_{1}, q_{2}\right)=g_{\mu \nu} A_{1}+\left(q_{1 \mu} q_{2 \nu}+q_{1 \nu} q_{2 \mu}\right) A_{2}+\left(q_{1 \mu} q_{1 \nu}+q_{2 \mu} q_{2 \nu}\right) A_{3} \tag{B.16}
\end{equation*}
$$

where the coefficients $A_{i}$ depend on the invariants $q_{1}^{2}, q_{2}^{2}$, and $q_{1} \cdot q_{2}$, and we have already taken into account the symmetry in $\mu \leftrightarrow \nu$ and $q_{1} \leftrightarrow q_{2}$. Contracting this ansatz successively by the three tensor structures leads to a system of equations which can be solved for the $A_{i}$, and which involves only scalar integrals.

It has been realized by Passarino and Veltman that this can be turned into a recursive algorithm [167]. In principle, it reduces any one-loop tensor Feynman integral to a unique set of a few basis integrals which had been previously studied by 't Hooft and Veltman [212] (see also Sect. 3.5).
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[^0]:    ${ }^{\mathrm{a}}$ e-mail: harlander@physik.rwth-aachen.de (corresponding author)

[^1]:    ${ }^{1}$ See Figs. 13 and 14 in Appendix A.
    ${ }^{2}$ While it is widely accepted that Feynman diagrams do not provide a detailed realistic picture of particle processes, but only a simplified representation, long-standing debates concerning their physical reading must be acknowledged. They began right from the graphs' inception in the late 1940s, around what David Kaiser has called the Feynman-Dyson split: "[the] tension between Feynman's and Dyson's positions, with their varying emphases on 'intuition' versus derivation, physical pictures versus topological indicators" [3, p. 263]. An interesting discussion of related interpretation issues can be found in Refs. [4-8]. As far as the present paper is concerned, by dealing with the algorithmic dimension of Feynman diagrams and computational methods, we distance ourselves from these debates. Thus, our use of the idea of "representation" remains in a rather instrumental vein.

[^2]:    ${ }^{3}$ It should be noted that this literature also contributes to a better understanding of the debates mentioned in Footnote 2.
    ${ }^{4}$ The exact extent to which Feynman diagram calculations have had a direct impact on the design of modern computer algebra systems nevertheless requires further development beyond the scope of this article. It is worth noting, however, that Stephen Wolfram, the creator of MATHEMATICA recently elaborated on his own experience with SCHOONSCHIP-one of the programs initially dedicated to Feynman diagrams that will be featured in this paper-and acknowledged that it had had some influence during his career [20].

[^3]:    ${ }^{5}$ A detailed account of QED developments can be found in Ref. [1].

[^4]:    ${ }^{6}$ For consistency, we use the "order $e^{n "}$ convention here. More details are given in Sect. 3.2 as well as other examples. Historically, corrections of order $e^{4}$ and $e^{6}$ were usually referred to as "fourth" and "sixth" order contributions, and by extension it was common to speak of "fourth and sixth order magnetic moment of leptons" or of "fourth-order Lamb shift." We note in passing that the diagrams which determine $g-2$ also contain information about the Lamb shift.
    ${ }^{7}$ The following developments on the evolution of QED and the question of the adequacy of the theory to the experiment are based in particular on various reports written in the early 1970s (see, e.g., Refs. [25-27]).
    8 Note that his name is also often spelled "Peterman" in the primary and secondary literature.

[^5]:    ${ }^{9}$ On the history of the $g_{\mu}-2$ experiments, see Ref. [55].

[^6]:    ${ }^{10}$ On the history of modern computing, see Ref. [60].

[^7]:    ${ }^{11}$ Some more technical details of the individual steps in (i-v) are discussed in Sect. 3. It will also become clear that the workflow and the focus points of a perturbative calculation are somewhat different today.

[^8]:    12 ALGOL 58, originally named IAL, resulted from the common efforts of the Association for Computing Machinery (ACM) and the German Gessellschaft für Angewandte Matematik und Mechanik (Society of Applied Mathematics and Mechanics) which held a joint meeting at ETH Zurich from May 27 to June 2, 1958, with the goal of elaborating a universal programming language [83].
    ${ }^{13}$ In computing, a word is the natural unit of data that can be manipulated by a specific processor. The IBM 7090 used a word length of 36 bits.

[^9]:    ${ }^{14}$ For a more complete account of similar calculations performed with algebraic programs around 1970, see Ref. [73].
    ${ }^{15}$ One of the first occurrences of cross-checked results using different algebraic programs is actually a bit out of this context and dates from 1967. Brodsky and Jeremiah D. Sullivan used REDUCE to confirm the results they had obtained with FTRACE for the low order $W$-boson contribution to the anomalous magnetic moment of the muon [94]. FTRACE was another, less influential, algebraic program written by Stanley M. Swanson in assembly language on an IBM 7090 at Stanford [95].
    ${ }^{16}$ Most of the contributions presented here, as well as those concerning the anomalous magnetic moment of leptons, have been reviewed in Ref. [96].
    ${ }^{17}$ Unlike Appelquist and Brodsky who performed the integration procedures numerically, Fox adopted Soto Jr.'s analytical approach on this point. His interest in this type of reasoning would later materialize in contributions to implementing integration methods in REDUCE. See the discussion in Sect. 2.3.4.
    18 The following list highlights the main early contributions and do not pretend to be completely exhaustive.
    ${ }^{19}$ Their results were confirmed only in 1973 by Calmet and Petermann [103]. C. Chang and Levine also computed these diagrams but did not publish their results [96, p. 4].

[^10]:    ${ }^{20}$ Note that de Rújula, Lautrup and Petermann had previously calculated by hand the contributions of three of these diagrams and verified it with SCHOONSCHIP [109].

[^11]:    ${ }^{21}$ Although a first operational version was available in 1977, Remiddi pointed out that CERN decided not further support the dissemination of Veltman's program and terminated Strubbe's appointment. The question of SCHOONSCHIP's portability then became, in the 1980s, one of the reasons for Jos Vermaseren's development of FORM, one of the most widely used symbolic manipulation systems in high-energy physics to date [74, p. 519] [119]; see also Sect.3.6.1.
    ${ }^{22}$ In modern perturbative calculations, this has been superseded by integral reductions, see Sect.3.5.
    ${ }^{23}$ According to further developments in the quoted article, Hearn was certainly basing this comment on his experience with a PDP-10 using a 36 -bit word length.

[^12]:    ${ }^{24}$ Some technical details on the current status of these methods are given in Sects. 3.4 and 3.8.

[^13]:    ${ }^{25}$ Infra-red divergences, which are particularly complex to implement (see Sect. 3.8), were not considered.
    ${ }^{26}$ It still constitutes a major challenge today, the main technical details of which are presented in Sect. 3 .
    ${ }^{27}$ Note that this approach was superseded in the late 1970s by G. Peter Lepage's introduction of the VEGAS algorithm which today remains the standard choice for Monte Carlo integration [132,133].
    ${ }^{28}$ In the early 1970s it was also available for PDP-10, IBM 360, and CDC 6600 computers [134, p. 549].
    ${ }^{29}$ Maison and Petermann pointed out that SINAC could easily be translated into other algebraic programs [138, p. 122]. For REDUCE, the RSIN program, strongly inspired by SINAC, was prepared by Fox and Hearn [139].

[^14]:    30 "[...] la structure analytique des solutions est encore trop mal connue pour espérer avoir une solution générale." Our translation.

[^15]:    ${ }^{31}$ Emphasis is ours.
    ${ }^{32}$ Calmet made explicit reference here to the Second Symposium on Symbolic and Algebraic Manipulation, held in Los Angeles in 1971 [147].
    ${ }^{33}$ See Sect. 3.1.
    ${ }^{34}$ In particular, Campbell's set of programs was the first which was able to recognize combinations of denominators and replace them by results of four-dimensional integrals that arise from Feynman diagrams with loops.
    ${ }^{35}$ More technical details on this point in Sect.3.2.

[^16]:    ${ }^{36}$ It seems that the temporary nature of this situation can be explained by a certain lack of resources. As Werner M. Seiler recalled, although Calmet had initially been approached to extend the program he had developed during his doctoral thesis into a "French answer to REDUCE" he nevertheless felt that "he would not find the right conditions for this in France and decided to go to the USA instead to collaborate among others with Tony Hearn in Utah" [150, p. 14].

[^17]:    37 " $[\mathrm{L}]$ 'utilisateur qui veut résoudre un problème spécifique ne doit pas rester passif et attendre qu'un langage lui apporte toutes les techniques dont il a besoin. Il doit s'efforcer de créer lui-même ces techniques lorsqu'elles n'existent pas encore." Our translation.
    ${ }^{38}$ An interesting discussion of this point at the turn of the 1970s and 1980s can be found in [155], which contrasts the "brute force" calculations of SCHOONSCHIP and the "intelligent" calculations of MACSYMA.

[^18]:    ${ }^{39}$ The Feynman rules for QED are shown in Fig. 13 (only the electron and the photon propagator $D_{F}$ and $D_{\mu \nu}$ appear in QED) and Fig. 14 of Appendix A.
    ${ }^{40}$ We do not consider gravity here, because a consistent quantum field theoretic description of this interaction is currently still missing.
    ${ }^{41}$ An outline of the origin of this structure is given in Appendix A.

[^19]:    42 "Elastic" means that the particle content in the initial and final state is the same, but their momenta are different.
    ${ }^{43}$ The reader is warned not to confuse the symbol for the electron $e^{-}$or the positron $e^{+}$with the unit of electric charge, $e$.
    ${ }^{44}$ I.e., they cannot be transformed into one another without cutting and reconnecting lines.

[^20]:    ${ }^{45}$ See Figs. 13 and 14 and Eq. (A.16) of Appendix A.
    ${ }^{46}$ This is a very naive way of counting, of course, because many terms will be identical and can thus be combined. But for illustration purposes, this example should be sufficient.

[^21]:    ${ }^{47}$ For a (somewhat outdated) overview of tools for the automated calculation of Feynman diagrams, see Ref. [162].

[^22]:    ${ }^{48}$ In a Wilsonian picture, they regain a physical meaning as effective parameters of a more fundamental theory which is valid at energies $E>\Lambda$ [165].

[^23]:    ${ }^{49}$ It is understood that $k^{2 n} \equiv\left(k^{2}\right)^{n}$.

[^24]:    50 See Footnote 21.

[^25]:    ${ }^{51}$ In fact, a whole class of new analytic functions was inspired by their usefulness in calculating multi-loop Feynman integrals [193].

[^26]:    ${ }^{52}$ Those with maximal helicity violation.

[^27]:    ${ }^{53}$ We really refer to alternative approaches rather than complementary ones, such as lattice gauge theory.

[^28]:    ${ }^{54}$ A "fundamental" particle is one that is not composite, i.e., not a bound state of other particles. There are many composite scalar particles, for example the pions, which are bound states of two quarks.
    ${ }^{55}$ As usual, we adopt the summation convention according to which a sum over indices which appear twice in a monomial is to be carried out. In this case, a sum is implied over $\mu \in\{0,1,2,3\}$. Furthermore, unless stated otherwise, we use natural units where $\hbar=c=1$, and the metric tensor $g_{\mu \nu}=\operatorname{diag}(1,-1,-1,-1)$.
    ${ }^{56}$ Unless stated otherwise, we restrict ourselves to flat space-time with $g^{\mu \nu}=\operatorname{diag}(1,-1,-1,-1)$ in this article.
    ${ }^{57}$ For massless vector bosons, it is sufficient that this holds only in Lorentz gauge where $\partial_{\mu} A^{\mu}=0$.

[^29]:    ${ }^{58}$ For massless particles, it is $m=0$, of course. For the vector particles, the derivation requires "gauge fixing," meaning that the Feynman propagator depends on an arbitrary parameter which drops out when calculating a physical quantity. Furthermore, for non-Abelian gauge theories like quantum chromodynamics, gauge fixing requires the introduction of Faddeev-Popov ghosts which are auxiliary, unphysical "particles."

[^30]:    59 Annihilation into a single photon is kinematically forbidden.

[^31]:    ${ }^{60}$ For $b \in\{0,-1,-2, \ldots\}$, also the denominator is divergent, and the integral would require further investigation. In fact, it can be shown that for any $b<0$, one can consistently set $A^{(b)}(m)=0$.

