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Abstract
Modern financial markets produce massive datasets that need to be analysed using
new modelling techniques like those from (deep) Machine Learning and Artificial
Intelligence. The common goal of these techniques is to forecast the behaviour of the
market, which can be translated into various classification tasks, such as, for instance,
predicting the likelihood of companies’ bankruptcy or in fraud detection systems.
However, it is often the case that real-world financial data are unbalanced, meaning
that the classes’ distribution is not equally represented in such datasets. This gives the
main issue since any Machine Learning model is trained according to the majority
class mainly, leading to inaccurate predictions. In this paper, we explore different data
augmentation techniques to deal with very unbalanced financial data. We consider a
number of publicly available datasets, then apply state-of-the-art augmentation
strategies to them, and finally evaluate the results for several Machine Learning
models trained on the sampled data. The performance of the various approaches is
evaluated according to their accuracy, micro, and macro F1 score, and finally by
analyzing the precision and recall over the minority class. We show that a consistent
and accurate improvement is achieved when data augmentation is employed. The
obtained classification results look promising and indicate the efficiency of
augmentation strategies on financial tasks. On the basis of these results, we present
an approach focused on classification tasks within the financial domain that takes a
dataset as input, identifies what kind of augmentation technique to use, and then
applies an ensemble of all the augmentation techniques of the identified type to the
input dataset along with an ensemble of different methods to tackle the underlying
classification.

Keywords: Augmentation techniques; Ensemble method; Financial sector; Machine
learning; Unbalanced data

1 Introduction
Financial Technology (Fintech) aims to introduce new approaches to improve and auto-
mate the delivery and usage of financial services [11–15]. When Fintech emerged for the
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first time in the 21st century,1 the term was initially referred to the back-end systems of
established financial institutions. Then, there was a shift to more consumer-oriented ser-
vices. Today, Fintech includes different sectors and industries such as education, retail
banking, fundraising and nonprofit, and investment management.

The advent of Big Data and all the recent advances in Machine Learning (ML) and Deep
Learning (DL) have the potential to revolutionize the banking industry through practical
applications. Indeed, the fact that ML and DL can process a vast amount of data at high
speed plays a key role that makes them suitable and applicable to real-world scenarios.

Several financial problems hide different computer science tasks related to classification
[21]. For a certain classification task, given an input set (fixed) of categories and a set of
objects, the goal is to assign one or more categories to each object. In practical datasets
within the financial domain, depending on the underlying task, data are often distributed
unevenly among classes. This makes the dataset unbalanced and leads to a decrease in the
predictive performances of ML and DL approaches [70]. In particular, this phenomenon
leads to classification issues for datasets where only a very small number of samples belong
to a certain class (minority class) whereas the remaining classes (majority classes) have a
very large number of data instances. When imbalanced datasets need to be handled, basic
ML and DL approaches mainly focus on the majority classes due to their occurrences.
Identifying the instances in the minority classes becomes more difficult as they are often
mislabeled as noise.

To overcome the unbalancedness issue, many techniques and algorithms have been im-
plemented to reduce the gap between the classes to classify [21]. They apply a resampling
process at the data level which aims at balancing minority and majority data samples be-
fore the training of ML and DL approaches on the data. These resampling techniques can
be mainly categorised into under-sampling and over-sampling approaches [2, 6]. Under-
sampling is commonly performed by randomly removing data samples from the major-
ity class of the training set [25]. However, this random process is very likely to remove
critical or important data samples from the training set, resulting in a critical loss in per-
formance of the classification algorithm [24]. In addition, the under-sampling is not even
applicable to all those datasets whose unbalancedness is too extreme (like in the finance
domain), since the removal process would drop too many data samples yielding a highly
poor training set, which would make the training of any ML and DL approaches on such
data practically impossible.

In this context, to handle highly unbalanced data, different over-sampling, or data aug-
mentation, strategies can be adopted [80]. Their goal is to increase the size of data used for
training a model by artificially replicating the data instances of the minority class adopting
some intelligent look-ahead mechanisms. Within the financial domain where datasets are
often highly unbalanced, augmentation techniques are beneficial and help ML and DL ap-
proaches in increasing their prediction accuracies. This is the object of the work reported
in this paper. In particular, we consider several problems within the financial domain most
of which have the characteristic of being associated with very unbalanced datasets and fo-
cus on various data augmentation techniques in order to properly handle such extremely
unbalanced data. Specifically, we tackle the following tasks:

1https://thepaymentsassociation.org/article/fintech-the-history-and-future-of-financial-technology/.
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• Classifying Polish and American companies depending on whether they went in
bankrupt or not;

• Classifying success or failure cases of bank marketing where an agent calls a client to
sell a long-term deposit via telemarketing calls;

• Classifying a credit card transaction as regular or fraudulent.
• Classifying a credit approval as granted or not from the bank for a certain customer

asking for a loan;
The datasets we have used for each task, except for the credit approval, are characterized
by unbalancedness. Although the credit approval has a balanced dataset, it consists of
too few instances to train well a classifier. We aim to experiment with our proposed aug-
mentation strategies in this particular kind of context too. Thus, we apply state-of-the-art
augmentation strategies to all the datasets and evaluate the results for several ML and DL
approaches. The considered augmentation strategies are of two kinds: i) those that aug-
ment the instances associated with the minority class and ii) those that augment evenly
a balanced dataset represented by too few instances. We then compare the classification
results against two levels of baselines: i) when no augmentation strategies are applied or
ii) when basic augmentation strategies are used to increase the training data. On the ba-
sis of the results, which prove the benefit brought by the augmentation techniques, we
present a two-level ensemble approach to perform classification within the financial do-
main which: i) takes a dataset as input, ii) identifies from its features whether it contains
(and what kind) any unbalance issue, iii) applies all the augmentation techniques that work
best with the discovered kind, iv) performs an ensemble of different ML methods using
the different augmented datasets. The reader notices that a first-level ensemble is applied
when generating the augmented datasets and a second-level ensemble is used when em-
ploying several ML methods for the classification task.

Therefore, the contributions of this paper are the following:
• We tackle various tasks within the financial domain characterized by different kinds of

unbalancedness in the data that we had to deal with using augmentation techniques;
• We leverage state-of-the-art augmentation techniques to balance the training data

and to bring benefits to the subsequent classification task;
• We show that in every case, augmentation techniques are beneficial for classification

tasks within the financial domain and suggest best practices to adopt such strategies
in other similar problems in the same domain;

• We adopt augmentation techniques on the bankruptcy dataset in the USA, which has
been recently presented in [48] and has only been used for classification tasks by just
leveraging undersampling techniques because of the strong unbalance condition of
the bankruptcy class;

• We define a two-level ensemble approach focused on the financial domain for
classification tasks that can be used to select the best combination (augmentation,
ML) approach and also to evaluate any method trying to automatically infer either the
augmentation approach to use or the ML approach to run;

• We share the code in a public repository2 and keep it general so that it is possible to
replicate our work and easily adapt it to tackle other classification tasks suffering from
similar unbalance problems.

2https://github.com/golshidr/Augmentation-methods-datasets.
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The remainder of this paper is organized as follows. Section 2 contains the related work
on augmentation techniques for tasks within the financial domain. Section 3 describes
the financial tasks that we have considered and tackled in this paper. The augmentation
techniques that we have analysed and used within the mentioned tasks are detailed in
Sect. 4. In Sect. 5 we present an overview of the ML algorithms we used to address the
considered financial problems. The experiments that we have carried out containing the
obtained results for the aforementioned tasks and the proposed augmentation techniques
are described in Sect. 6. Furthermore, Sect. 7 includes the details of a two-level ensemble
approach, previously mentioned, that we propose in this paper. Finally, Sect. 8 ends the
paper with conclusions and future directions where we are headed.

2 Related work
A number of problems in finance can be formulated from a ML perspective as classifica-
tion tasks, where is often the case that the class to categorize is much smaller than the
number of samples in the other classes [70]. As an example, suppose you want to classify
in a financial market the companies which will bankrupt. Here, the number of bankrupt
companies is much smaller than the others, and the performance of any classifier trained
on this data is generally poor, since it is complex to estimate an effective decision bound-
ary to distinguish such companies from the healthy ones with few observations. As a re-
sult, the minority class of bankrupt companies is typically categorized as data outliers or
even noise of the healthy companies distribution. On the other hand, the design choice
of undersampling the majority class of healthy companies leads to an improvement of the
recall over the bankruptcy events but a very poor precision over the healthy ones. In both
cases, performance is low, especially in dynamic and temporal contexts where the data
distribution is not stationary over time [48]. The issue of imbalanced data in the financial
domain is therefore very critical, and a number of research works have appeared in the
literature to handle various financial problems by resampling the data to balance minority
and majority classes before training on a classifier [65]. Augmentation techniques, in par-
ticular, obtain a balanced dataset by increasing the individuals of the minority class with
new synthetic samples [80], and are usually employed when highly unbalanced data need
to be handled [24].

In this context, to manage a different over-sampling or data augmentation, different
strategies can be adopted [80]. Among these, maybe the most used and effective one is
the Synthetic Minority Oversampling Technique (SMOTE) by Chawla et al. [17], which
generates synthetic data for the minority class by using the similarities computed with k-
Nearest Neighbors (kNN) for each of the minority samples. Veganzones and Séverin [74]
used SMOTE in the context of bankruptcy prediction from the financial ratios of a large
set of companies in France. Dal Pozzolo et al. [26] adopted SMOTE and an ensemble of
incremental learning classifiers for the detection of fraudulent credit card transactions.
A main disadvantage of SMOTE is that the over-sampled synthetic data may overlap in
some cases with samples of the majority class, creating redundancy in the training phase
of the ML algorithm. To deal with this issue, variations of this method have also arisen in
the literature. Le et al. [43] considered various resampling techniques based on SMOTE to
improve the performance of basic classifiers on the Korean companies’ bankruptcy data,
ranging from 2016 to 2017. Similarly, in [31] the authors tested a hybrid approach com-
bining SMOTE with an ensemble of classification algorithms for bankruptcy prediction
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on a real dataset from Spain. Pranavi et al. [60] combined SMOTE with a Random For-
est for detecting fraudulent transactions, increasing the overall classification accuracy of
the algorithm to a remarkable 90%. Garcia [33] proposed a combination of SMOTE with
cluster-based under-sampling, leading to promising classification results for bankruptcy
prediction. In [45] the authors proposed a fast and accurate ML model called XGBS, using
the extreme gradient boosting model and the squared logistics loss (SqLL) for handling
the bankruptcy forecasting problem, and validating the approach on imbalanced datasets
for firms in Korea, US, and Japan. In [44], the authors developed an ensemble approach
to handle the problem of data imbalance in bankruptcy forecasting, combining three al-
gorithms, namely the CBoost algorithm [46], the technique with a cost-sensitive (HAOC)
framework, and the XGBS algorithm [45]. The CBoost uses the k-means clustering al-
gorithm to calculate the initial weight vector for the training set. Next, CBoost performs
several iterations to determine a set of weak classifiers, and finally, XGBS combines this
set to create the final classifier.

Other relevant augmentation techniques for financial unbalanced problems have been
also proposed in the literature. Authors in [36] proposed a novel boosting regression data
resampling method based on a conditional variational autoencoder that can be used in dif-
ferent tasks for regression including unbalanced datasets. Others designed deep learning
approaches for the prediction of hourly movement directions of different banking stocks
leveraging stock prices and technical features [34]. These last were reduced through a re-
cursive feature elimination selection [81].

Alarfaj et al. [3] compared different decision tree splitting criteria for credit card fraud
detection, deriving a new measure for separating class samples which obtains decision tree
solutions with higher performance. Alfaiz and Fati [4] considered over-sampling in vari-
ous ML techniques, including random forests, decision trees, logistic regression, support
vector machines, and artificial neural networks, to detect fraudulent credit card transac-
tions, achieving top performance when the data augmentation was included relative to the
models alone. Last, but not least, Chugh and Malik [19] employed random forest and the
Adaboost algorithm with data augmentation to detect fraudulent transactions in various
countries.

Beside the issue of imbalanced data, it is worth mentioning another important problem
when handling economic and financial data, which is data imputation. It is common to
find missing values in financial time series, like e.g. stock market data. The reasons might
be diverse, like the closing periods of markets during holidays, or the inability to capture
financial data in a specified period of time, recording errors and noise, and so on [68].
Missing data makes it daunting to predict future financial time series points using the most
up-to-date market information. Thus, when the problem of missing data arises, hence
there is an urgent need to handle it [72]. A number of data imputation methods have been
proposed in the literature. For a comprehensive overview the reader is referred to [18, 67],
and in particular to [39] for specifically handling financial time series.

Another common issue that is often encountered in financial time series is conditional
heteroskedasticity [42]. In these cases, the level of volatility cannot be predicted over time,
and weighted regressions represent a frequent approach to produce estimations [20, 47].
With heteroscedasticity, the least squares assumption of constant variance in the resid-
uals is violated. Weighted regression minimizes, with the correct weight set, the sum of
weighted squared residuals to produce residuals with a constant variance [20].



Ranjbaran et al. EPJ Data Science           (2023) 12:24 Page 6 of 31

As it will be shown in the following, in our paper we have used data augmentation on
various classical, very unbalanced, financial tasks. We have sampled the datasets using dif-
ferent data augmentation techniques to overcome class imbalances. The balanced datasets
were used to train a set of popular classifiers, which have been validated according to com-
mon classification metrics. In line with the findings of the state-of-the-art works that ap-
plied specific augmentation techniques and specific machine learning or deep learning
approaches, we have proved the benefit of augmentation techniques on different financial
tasks involving unbalanced datasets and on different machine learning methods. Also,
ours is the first work to propose a classification task using augmentation techniques on a
new dataset related to the bankruptcy of publicly traded companies in the American stock
market.

3 Proposed tasks
In this section, we describe the tasks that we have tackled in this paper.

3.1 Bankruptcy prediction
Corporate bankruptcy prediction is one of the main tasks in credit risk assessment due
to its economic damage and social consequences. After the 2007/2008 financial crisis, it
has become a priority for most financial institutions, regulatory agencies, and academics
[66]. Bankruptcy prediction has been widely researched as a binary classification problem
with several ML techniques [27, 54, 78, 84]. The basic goal is to assess the likelihood of
companies’ default by looking for relationships among different types of financial data, and
the financial status of a firm in the future [30]. Barboza et al. [7] show that, on average,
ML models exhibit 10% higher accuracy than scoring-based ones [55, 77]. Specifically,
Support Vector Machines (SVM), Random Forests (RF), as well as bagging and boosting
techniques were tested for predicting bankruptcy events and compared with results from
the discriminant analysis, Logistic Regression, and Neural Networks. However, the main
open problem related to this task consists in dealing with a very large imbalance among
the classes due to the rarity of bankruptcy events in the real economy. This issue becomes
even worse when considering DL approaches that usually require a vast amount of data
for training [40, 51]. Private and public companies have in general different dynamics that
may significantly impact the probability of dealing with financial troubles like bankruptcy.
In light of this, to further analyze our results, we applied the same methodology to two
different publicly available datasets:

• Bankruptcy prediction for private companies: This dataset is related to the bankruptcy
prediction of private companies in Poland between 2000 and 2012. The dataset has
been proposed in [84] and is publicly available on the UCI ML Repository.3 It provides
financial statements for both healthy and bankrupted companies in their last 5 years
of activity. Table 1 shows the total number of companies under investigation, within
each time frame. Each company-year observation is composed of 64 accounting
variables from the financial statements. A detailed description of these features is
provided in the UCI repository.

• Bankruptcy prediction for public companies in the stock market: This dataset is related
to the bankruptcy prediction of publicly traded companies in the American stock

3https://archive.ics.uci.edu/ml/datasets/Polish+companies+bankruptcy+data.
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Table 1 Statistical data about the bankruptcy dataset for Polish companies

Time
frame

Financial statements
(features)

Total
companies

Bankrupt
companies

Active
companies

1st Year 64 7027 271 6756
2nd Year 64 10,173 400 9773
3rd Year 64 10,503 495 10,008
4th Year 64 9792 515 9277
5th Year 64 5910 410 5500

Table 2 Firms distribution by year for the American stock market dataset

Year Total firms Bankrupt firms Year Total firms Bankrupt firms

2000 5308 3 2010 3743 23
2001 5226 7 2011 3625 35
2002 4897 10 2012 3513 25
2003 4651 17 2013 3485 26
2004 4417 29 2014 3484 28
2005 4348 46 2015 3504 33
2006 4205 40 2016 3354 33
2007 4128 51 2017 3191 29
2008 4009 59 2018 3014 21
2009 3857 58 2019 2723 36

market (New York Stock Exchange and NASDAQ) for the period between 1999 and
2018. It has been proposed in [48] and is publicly available on GitHub.4 It provides
data from 8262 different companies and, in particular, 18 accounting variables for
each fiscal year. Companies are labelled each year depending on their state in the next
year and according to the Security Exchange Commission (SEC) rules. Table 2 shows
the dataset distribution.

3.2 Bank marketing
Marketing managers try to improve the effects of their campaigns by carefully choosing
the target audiences and the best communication channels. ML techniques can be used
to improve these direct marketing initiatives [76]. One of the freely available datasets col-
lected for this purpose is from the Portuguese marketing campaign companies.5 Deposit
subscriptions as well as actual statistics were gathered from a marketing campaign of a
Portuguese banking institution. Finding a model that can explain a contact’s success, or
whether a client subscribes to a deposit, is the business’s goal. Better use of the available
resources (such as human effort, phone calls, and time) and the selection of a high-quality
and affordable group of potential buyers are all advantages of using such a strategy to
boost campaign efficiency [53]. In this task, telemarketing calls are used to sell long-term
deposits to target clients. Depending on who initiated the contact (the client or the contact
center), contacts can be categorized as inbound or outbound. Both categories are present
in the dataset. Human agents call a list of clients during a campaign to sell the deposit
(outbound); otherwise, if the customer calls the contact center for another reason, he/she
is requested to subscribe to the deposit (inbound) [53]. The result is an interaction that
can either be successful or a failure, which translates to a binary classification task to solve.

4https://github.com/sowide/bankruptcy_dataset.
5https://archive.ics.uci.edu/ml/datasets/Bank+Marketing.

https://github.com/sowide/bankruptcy_dataset
https://archive.ics.uci.edu/ml/datasets/Bank+Marketing
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Table 3 Examples of some Bank Marketing features

Name of feature Description

Age age of contact
Martial status Married, Single, Divorced, Windowed
Annual balance in euro currency
Debit card Yes or No
Loans in delay Yes or No
Agent Human that answered the call
Date and Time Referring to when the contact was made
Duration Of the contact (in seconds)

This study takes into account actual data that was gathered from a Portuguese retail bank
between May 2008 and June 2013, for a total of 52,944 phone contacts. Only 6557 entries
of the dataset are related to successes, rendering the samples highly imbalanced. Each
record included the output target, the contact outcome (“failure”, “success”), and candi-
date input features like age, education, housing, marital status, etc. Some of these features
are text, so they must be encoded into numbers. Some bank marketing features considered
in the research studies are reported in Table 3. In the mentioned table, for example, the
age, marital status, and annual balance of each consumer are specified. It has also reported
whether the customer owns a debit card, if he/she experienced a loan payment delay, etc.
The customer’s agent who made the call, the date, and the duration of the conversation
are additional details further included in the dataset.

3.3 Credit card frauds
Fraud in credit cards is a growing problem as more and more transactions are conducted
online. Researchers have been using different machine learning methods to detect and
analyze frauds in online transactions [10]. Credit card fraud is a significant issue that af-
fects millions of people worldwide. According to the Federal Trade Commission (FTC),
consumers reported losing more than $5.8 billion to fraud in 2021, an increase of more
than 70 % over the previous year. The FTC received fraud reports from more than 2.8
million consumers last year [32]. In addition to the direct financial losses suffered by con-
sumers, credit card fraud also has broader economic impacts. According to the Nilson
Report, U.S. losses from card fraud are forecasted to total $165.1 billion over the next 10
years [62]. Datasets on credit card frauds are extremely unbalanced, and with a large dif-
ference in the number of samples between legal and fraud transactions [83]: indeed, on av-
erage, 98% of real-world transactions are legal, and only 2% are frauds. There are several
datasets available for credit card fraud detection. One such dataset is available on Kag-
gle [73] and contains transactions made by credit cards in September 2013 by European
cardholders. This dataset presents transactions that occurred in two days, where there are
492 frauds out of 284,807 transactions. The dataset is highly unbalanced, with the posi-
tive class (frauds) accounting for only 0.172% of all transactions [73]. The numerical input
variables contained in the dataset are derived from a Principle Component Analysis (PCA)
transformation [25] since it is not possible to obtain the original features and additional
context due to confidentiality concerns. Only the original features “Time” and “Amount”
have been retained and not changed by the PCA approach. The other features are then the
principal components derived by PCA. The target variable, labeled “Class”, takes value 1
in the event of fraud, and 0 in all other circumstances [26]. The dataset is public and can
be freely obtained from the Kaggle website [73].



Ranjbaran et al. EPJ Data Science           (2023) 12:24 Page 9 of 31

Table 4 Representation of the features in the credit card approval dataset

Feature Type Values

A1 Nominal a, b
A2 Continues 13.75 - 80.25
A3 Continues 0 - 28
A4 Nominal u, y l, t
A5 Nominal g, p, gg
A6 Nominal c, d, cc, i, j, k, m, r, q, w, x, e, aa, ff
A7 Nominal v, h, hbb, j, n, z, dd, ff, o
A8 Continues 0 - 28.5
A9 Nominal t, f
A10 Nominal t, f
A11 Continues 0 - 67
A12 Nominal t, f
A13 Nominal g, p, s
A14 Continues 0 - 2000
A15 Continues 0 - 100,000
Class Nominal + , –

3.4 Credit approval
The procedure a company or person must go through in order to be approved for a loan
or to be able to pay for products and services over a long period of time is known as credit
approval. The decision to approve a credit application is based on the lender’s assessment
of the borrower’s ability and willingness to repay the loan, or pay for the purchased prod-
ucts plus interest in a reasonable time frame, as well as the creditor’s desire to lend the
money. Typically, companies get permission to withdraw money from client accounts and
also permit clients to bank loans from them. Between the borrower and the lender, credit
implies a condition of trust for the repayment of the borrowed money (or products) [75].
We focus on the real-world Australian credit approval dataset, which can be publicly ob-
tained from the UCI ML Repository.6 There are 690 cases in this dataset [63], of which
307 involve creditworthy applicants and 383 involve uncreditworthy ones. Each instance
has class labels (accepted or rejected), eight numeric attributes, and six nominal attributes.
The attribute types in the dataset are well-balanced and include continuous, nominal with
few classes, nominal with many classes, as well as a few missing values. To preserve the
privacy of the data, all feature names have been altered to anonymous values. Nonethe-
less, there are 67 records of missing values in 7 feature attributes. In Table 4 the features
of the dataset can be seen.

Although this dataset is balanced, the contained data samples are too few with respect
to the included features, making the training of a classifier upon it extremely difficult and
low performing. Therefore, we included this dataset in our study to experiment with our
proposed augmentation strategies also in this particular context.

4 Augmentation techniques
As there are insufficient samples of the minority class, imbalanced classification has
the limitation that a model cannot efficiently learn the decision boundary. Given that
under-sampling approaches are not well-suited to properly handle extremely unbalanced
data [25], as it is in our considered financial datasets, in our work we focused on three cat-
egories of data augmentation methods. The first category, which represents our baseline,

6https://archive.ics.uci.edu/ml/datasets/Credit+Approval.

https://archive.ics.uci.edu/ml/datasets/Credit+Approval
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uses statistical information from each data column, the second category is based on the
SMOTE approach [17], and the last category is based on deep neural networks [80].

As far as the first category is concerned, its purpose is to define a baseline and empirically
prove that it is outperformed by the approaches of the other categories. For the baseline
methods, we exploited the information about each feature of the input datasets. Statistical
functions such as minimum, maximum, mean, and standard deviation have been used to
create synthetic data. We defined two different baselines using such information.

For the second category, SMOTE is used to generate synthetic data points from raw data.
This algorithm generates new instances of the minority class by creating convex combina-
tions of neighbouring instances [17]. It takes samples of the feature space for each target
class and its neighbours and then generates new instances that combine the features of
the target cases with the features of its neighbours. It is worth noting that the data gen-
eration process employed by SMOTE is intrinsically linear, as most data augmentation
techniques. Therefore, if the minority class does not have enough representative samples,
there is no guarantee that the given data distribution reflects the (true) underlying data
distribution (in other words it may not constitute a representative sample in the statistical
sense). The newly generated data points would not be able to introduce much variance
to the data, being only slightly different than the original points, which could potentially
lead to a bias in the estimation [58]. Thus, for these cases, oversampling the whole data,
without extra assumptions about the underlying distribution, is an unbiased approach in
the statistical sense. To overcome this issue, it is crucial to perform the splitting of the
data between training and test sets, and only afterwards balance the data uniquely in the
training set. In this way, the test is left as unbiased as possible in order to get an objective
evaluation of the model’s performance.

The third category is represented by a state-of-art data augmentation algorithm that is
based on deep neural networks, namely the Variational Autoencoders (VAEs) approach
[21]. As it has been shown in the survey by Wen et al. [80], VAEs perform very well in
problems with an extremely shrunk number of data samples. This kind of augmentation
methodology can be employed also in problems where, although balanced, there are a few
data samples for training learning models, as is the case, for instance, in the classification
of credit approvals that we further consider in our study. VAEs estimate the Probability
Density Function (PDF) of the training data and next the model samples the learned PDF
to generate new data records that are similar to the original dataset distribution [41]. Rel-
ative to classical augmentation techniques like SMOTE, this generation process has the
advantage to maintain the original data statistical properties minimising the introduction
of bias during the process.

In the following sections, we describe in detail the two used baselines, the SMOTE-
based methods, and the Variational Autoencoders approach.

4.1 Baseline: min-max approach
The first baseline is pretty straightforward. Here, the minimum and maximum of each
column of the various datasets have been calculated, and a random number has been gen-
erated from this interval for each column and assigned as a new feature to a new synthetic
data sample, which is then additionally included in the original dataset. Basically, for a
given feature i, the algorithm generates random values xi, such that minimumi ≤ xi ≤
maximumi, to create the new additional data record.
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Table 5 An example of the Min-Max approach. The reported samples are labelled with the minority
class, and it is shown the generation of two additional data samples

Minority class

# Feature 1 Feature 2 Feature 3 Class

1 58 2143 12 1
2 33 231 19 1
3 47 446 14 1
4 33 512 87 1

Min 33 231 12
Max 58 2143 87
Min ≤ xi ≤Max 33≤ xi ≤ 58 231≤ xi ≤ 2143 12≤ xi ≤ 87

Synthetic Data 45 467 54 1
Synthetic Data 52 1232 18 1

Table 6 An example of the Min-Max approach. The reported samples are labelled with the majority
class

Majority class

# Feature 1 Feature 2 Feature 3 Class

1 35 1787 18 0
2 61 675 26 0
3 42 245 78 0
4 48 545 39 0
5 51 891 10 0
6 31 880 2 0

Let us consider a dataset consisting of two classes and 3 features. Class 1 is the minority
class whereas class 0 is the majority, and the data augmentation method is supposed to
increase the number of samples of the minority class.

An example of the data augmentation method with the Min-Max approach can be seen
in Tables 5–6. In Table 6 six samples of the majority class are illustrated, whereas in Ta-
ble 5 the four samples of the minority class can be seen. The minimum and maximum
of each column in the minority class are calculated separately, and a random number is
chosen in this interval for each of the three features in order to generate synthetic data. In
the mentioned interval, as many synthetic data as needed can be generated randomly. In
particular, in the example reported in Table 5, two synthetic data are required to have the
equivalent number of records between the minority and majority classes.

4.2 Baseline: mean-std approach
In this approach, for each column, we compute the mean and the standard deviation. Then,
for a certain feature i, each new value xi is generated as xi = Stdi – Meani.

As mentioned before, let us consider a dataset with three features and two classes. Class
1 is the minority class, class 0 is the majority class, and the Mean-Std approach is intended
to increase the amount of minority class samples.

Tables 7–8 provide the example of the data augmentation procedure by means of the
Mean-Std Approach. Table 8 shows six elements for the majority class. In Table 7 four el-
ements for the minority class are displayed as well as the mean and the standard deviation
feature. Then, two synthetic data are created by subtracting the standard deviation from
the mean. The disadvantage of this method is that it produces constant numbers for the
values of the same features of the new synthetic data, creating redundancy.
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Table 7 An example of the Mean-Std approach. The reported samples are labelled with the minority
class, and it is shown the generation of two additional data samples

Minority class

# Feature 1 Feature 2 Feature 3 Class

1 58 2143 12 1
2 33 231 19 1
3 47 446 14 1
4 33 512 87 1

Mean 42.75 833 33
Std 10.49 763.43 31.28
xi =Mean – Std 42.75 – 10.49 833 – 763.43 33 – 31.28

Synthetic Data 32.26 69.57 1 1.72
Synthetic Data 32.26 69.57 1.5 1.72

Table 8 An example of the Mean-Std approach. The reported samples are labelled with the majority
class

Majority class

# Feature 1 Feature 2 Feature 3 Class

1 35 1787 18 0
2 61 675 26 0
3 42 245 78 0
4 48 545 39 0
5 51 891 10 0
6 31 880 2 0

4.3 SMOTE
One way to solve the imbalance problem is to duplicate minority samples. However, this
does not provide any new information to the machine learning algorithm training on the
data. SMOTE creates new synthetic samples by interpolating between existing minority
class samples [50]. More precisely, SMOTE [17, 52] generates as many entries as the mi-
nority class until there is the same number of entries in both classes. SMOTE has been
widely used and has been shown to be effective in many applications. It has also been ex-
tended and modified in various ways to improve its performance in specific scenarios [71].

SMOTE generates synthetic data for the minority class using the nearest neighbour of
the data samples. New instances that combine the features of the target class with the
features of its neighbours can be generated. The fundamental concept is that k-nearest
neighbours of the samples are used to generate a synthetic instance for the minority class.
The k-nearest elements are chosen from the samples in the minority class. Afterwards,
the SMOTE algorithm randomly selects n samples and saves them. Suppose the new data
samples are named Xi. The new samples X ′ are generated based on the following equation:

X ′ = X + rand · (Xi – X), i = 1 . . . n,

where rand follows a uniform distribution in the range (0, 1).
In Fig. 1 a graphical representation of the generation process of the SMOTE algorithm

is shown. The main idea is that to generate a synthetic instance for the minority class, k-
nearest neighbours of the samples are used. The samples of the minority class are shown in
green color and the majority class is shown in blue. To create a new sample, the distances
among the samples of the minority class are calculated, and new data can be created within
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Figure 1 Schematic illustration of the SMOTE algorithm

Table 9 A numerical example of SMOTE augmentation

Consider a sample (10, 14) and let (8, 11) be its nearest neighbour.
(10, 14) is the sample for which k-nearest neighbours are being identified.
(8, 11) is one of its k-nearest neighbours.
Let us consider:
x1,1 = 10, x1,2 = 14, x1,2 – x1,1 = 4
x2,1 = 8, x2,2 = 11, x2,2 – x2,1 = 3
The new samples are generated as
(x′1, x′2) = (10, 14) + rand(0, 1) ∗ (4, 3)
rand(0, 1) generates a random number between 0 and 1.

the distances among samples (in the Euclidean space case, they would be the lines created
connecting each pair of samples) until both classes have the same size. The generated
data is shown in red in the right illustration reported in Fig. 1. Table 9 shows a numerical
example of the overall generation process of SMOTE.

4.4 SCUT: SMOTE-clustering
SMOTE and Clustered Undersampling Technique (SCUT) [1] is an over-sampling
method derived from SMOTE using the Expectation Maximization (EM) algorithm.
The EM algorithm down-samples the hard clusters generated iteratively by the classi-
cal SMOTE with a Gaussian probability distribution. Each member has then a probability
of belonging to a certain Gaussian instead of just being assigned to a specific cluster. An
advantage of using EM is that the number of clusters does not have to be specified before-
hand. EM assigns a probability distribution to each instance relative to each particular
cluster.

Figure 2 shows a graphic view of how the SCUT algorithm works. Instead of just being
assigned to a certain cluster as SMOTE, each synthetic data has a chance of falling into
a particular Gaussian distribution. This algorithm works similarly to SMOTE, with the
difference that it is slightly improved by using the Gaussian probability distribution, such
that it generates more accurate data. The data of the class that is going to be increased
is divided into several clusters, and the new data is assigned with a probability in each of
these clusters. In the example given in Fig. 2, the data of the minority class are clustered
into two clusters, and the new data in the red color are placed in these clusters (on the
right side of the figure).
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Figure 2 Schematic illustration of the SMOTE-Clustering algorithm

4.5 VAEs: variational autoencoders
A Variational Autoencoder (VAE) is a generative model that can be used for data aug-
mentation. It consists of an encoder network that maps input data to a latent space and
a decoder network that maps points in the latent space back to the data space. By sam-
pling points in the latent space and decoding them, new synthetic samples can be gener-
ated [37, 79].

A VAE is composed of a (deep) neural network’s encoder, a decoder, and a loss function.
VAE is a technique used in probability models to describe approximate inference in a latent
Gaussian model where the approximate posterior and model likelihood is parametrized
by neural networks. Generally, an autoencoder network is made of a pair of two connected
networks: an encoder and a decoder. The procedure starts with the encoder compressing
the original data into a short code ignoring the noise. Then, the decoder uncompresses
that code to generate data as close as possible to the original input [28].

VAEs are auto-encoders that encode inputs as distributions rather than points, and their
hidden space is tuned by constraining the distributions returned by the encoder to be close
to the standard Gaussian [64]. VAEs are a probabilistic version of autoencoders that ad-
dress the problem of latent space irregularity. They allow the generation of synthetic data
with different attributes. VAEs can be seen as the decoder part of an autoencoder which
learns the set of parameters θ to approximate the conditional pθ (x|z) to generate data,
based on a sample from a true prior, z ∼ pθ (z). The true prior pθ (z) is generally distributed
as a standard Gaussian [41], that is:

Pθ (x) =
∫

Pθ (x|z)Pθ (z) dz.

In Fig. 3 the architecture of VAEs is shown. The idea is to map the original data to a
latent space (by the encoder) and reconstruct back values from the latent space into their
original dimension (by the decoder). Although this encoded-decoded double transforma-
tion initially seems computationally onerous, it is only required to formulate a quantified
reconstruction error. The VAEs training goal is to reduce this error, which converts it into
the appropriate transformation function while another regularization regulates the latent
distribution’s shape. Figure 4 provides a brief example of how VAEs behave. Seven features
from the original data are coded into the latent space. For each feature, the latent attribute
is extracted and the latent vector is generated. This latent vector is converted into fresh
synthetic data with the aid of the decoder.
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Figure 3 Architecture of VAEs

Figure 4 Toy example for VAEs

5 ML algorithms
In this section, we provide an overview of the ML algorithms that we have used for our
financial classification tasks. It is worth noting that, given that the goal of our work is
to prove whether or not the inclusion of data augmentation helps in improving the clas-
sification performance for highly imbalanced financial problems, we have used classical
implementations for the considered ML algorithms with standard parameters settings.7

5.1 Naive Bayes classifier (NB)
The Naive Bayes Classifier [82] is a supervised ML technique using a training dataset with
given target classes to predict the class of upcoming instances. In its most basic form, a

7https://scikit-learn.org/.

https://scikit-learn.org/
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Naive Bayes technique assumes that the “presence or absence” of one attribute in a set is
independent of the presence or absence of any other attributes in the same set. The NB
method performs comparably well relative to other popular ML algorithms for classifica-
tion, according to a variety of experiments carried out on real-world datasets (see for ex-
ample the work by Osisanwo et al. [57]). This method takes the assumption that the class-
given attributes are independent. Following that, the classification is carried out using the
“Bayes” method to determine the likelihood of the correct class of new instances [38]. In
Bayesian statistics, the prior probability is the likelihood of an event occurring before fresh
data are gathered. This is the most logical estimate of the probability of an outcome based
on the available data before an experiment. It is defined as follows.

Prior Probability of X :
(

Number of X instances
Total number of instances

)
,

Likelihood of Y given X :
(

Number of X in Presence of Y
Total number of X

)
.

According to the Bayesian theory, the final classification is then created by integrating
the two sets of data (likelihood, prior) to create a posterior probability, representing the
classification outcome provided by the algorithm:

Posterior =
(

Prior ∗ Likelihood
Evidence

)
,

where the Evidence is a scaling factor depending only on the observations X.
We have developed the Naive Bayes Classifier using the sklearn library in Python8 with

the default algorithmic parameters.

5.2 Support vector machines (SVMs)
SVMs were first developed by Cortes and Vapnik [22] with the specific aim of addressing
binary classification problems. Given the input parameters x ∈ X and their corresponding
output parameters y ∈ Y = {–1, 1}, the separation between classes is achieved by fitting the
hyperplane f (x) that has the optimal distance to the nearest data point used for training
of any class, that is:

f (x) =
n∑

i=1

αiyi〈xi, x〉 + b, (1)

where n is the total number of parameters. The goal is to find the hyperplane which max-
imizes the minimum distances of the samples on each side of the plane. However, the
solution to the above problem is not always possible, since fitting a plane could result in
samples being on the “wrong” side of the plane. To account for this, a penalty is associated
with the instances which are misclassified and added to the minimization function. This
is done via the parameter C in the minimization formula:

f (x) = ωT x + b
1
2
‖ω‖2 + C

n∑
i

c(f , xi, yi). (2)

8https://scikit-learn.org/stable/modules/generated/sklearn.naive_bayes.GaussianNB.html.

https://scikit-learn.org/stable/modules/generated/sklearn.naive_bayes.GaussianNB.html
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By varying C, a trade-off between the accuracy and the stability of the function is de-
fined. Larger values of C result in a smaller margin, leading to potentially more accurate
classifications, however, over-fitting can occur. The above approach only allows for the
separation of linear data. In most real-world problems, this is not the case. To overcome
this issue, a mapping of the data into a richer feature space, including non-linear features is
applied prior to the hyperplane fitting. For the purpose of this mapping, kernel functions
k(x, x′) are used.

Different kernel functions can be used, including exponential, polynomial, sigmoid ker-
nels, or Gaussian radial-basis (RBF) [5]. In our paper, we focus on the latter, which repre-
sents a widely used kernel performing well in many works in the literature:

K
(
xi, x′) = exp

(
–γ ‖xi – x′‖2), γ > 0, (3)

where γ defines the variance of the RBF, practically defining the shape of the kernel func-
tion peaks: lower γ values set the bias to low and corresponding high γ to high bias. For
our implementation, we have used the SVM model available in the scikit-learn library in
Python9 and used the default parameters setting.

5.3 Multilayer perceptron (MLP)
This technique belongs to the category of feed-forward artificial neural networks. At least
three layers of nodes make up an MLP: the input layer, the hidden layer, and the output
layer. Each node is a neuron that utilises a non-linear activation function, except for the
input nodes. In an MLP, the data flow from the input to the output layer in the forward
direction, much like a feed-forward network. The backpropagation learning approach is
used to train the MLP’s neurons. In contrast with a linear perceptron, MLP has numerous
layers and uses nonlinear activation functions. It is capable of separating data that cannot
be separated linearly. Each input data has n features and is fed to the perceptron neural
network. One of the input data enters the neural network at each step. The perceptron
neural network generates an output proportional to the input data and weights by using
a set of weights (W) and a bias value [29]. The perceptron can be used to define a linear
decision boundary with this discrete output, which is controlled by the activation func-
tion. The separation hyperplane between misclassified data and the decision boundary is
determined to be as short as possible. The equation which modifies the network weights
with the help of the activation functions is represented by:

y = function

( n∑
i=1

wiIi + Bias

)
= function

(
W T I + Bias

)
,

where y is expected to map an input vector I to an output class, function is the activa-
tion function, W is the set of parameters, or weights, in the layer, and b is the bias vector.
Note that in the case of a deep MLP neural network, which is composed by a set of con-
secutive MLP layers, the input vector of a layer, I , is the output of the previous layer. We
have developed the Multilayer Perceptron Classifier with the popular Rectified Linear Unit

9https://scikit-learn.org/stable/modules/generated/sklearn.svm.SVC.html.

https://scikit-learn.org/stable/modules/generated/sklearn.svm.SVC.html
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(ReLU) activation function and Adam optimization solver, and using the sklearn library
in Python10 with the default parameters’ values.

5.4 K-nearest neighbours (KNN)
The KNN algorithm is a supervised ML algorithm that can be used to solve classification
problems [35]. One of its advantages consists of the simplicity of its implementation. The
KNN approach is indeed a simple approach that classifies any new instances based on a
similarity metric. The KNN algorithm is an example of an instance-based learner which
works as follows. Each new instance is compared to the previous ones using a distance
metric, and the class is assigned to the current instance based on the closest previous
instance. The majority class of the closest k neighbours is allocated to the new instance
when more than one nearest neighbour is used. A distance or similarity metric between
two data instances must be defined for the K-Nearest Neighbor, such as, e.g., the Euclidean
distance, Manhattan Distance, and Cosine similarity, among others [35]. We have devel-
oped the KNN Classifier adopting experimentally the Euclidean distance and using the
scikit-learn library in Python11 with the default parameters’ values.

5.5 Random forests
Random Forests are a class of supervised ML algorithms that are widely used to handle
classification problems [9, 23]. On various data samples, it builds decision trees and uses
its majority vote to classify data. Decision tree predictions are used by the Random Forest
algorithm to determine the classification outcome. It predicts by taking the average or
mean of the output from the various trees. The accuracy of the result usually improves as
the number of trees grows, although the algorithm complexity increases yielding higher
computational running times. Finding a good balance is indeed very important for the
performance of the algorithm. A slight change in the data can result in a big change in
the decision tree’s structure, which can lead to instability. On the other hand, overfitting
of the data is a problem in decision trees, but not in random forests where the numerous
trees decrease the occurrence of that event. Random Forests are therefore able to boost the
precision of the classification task [59]. We have developed the Random Forests Classifier
using the scikit-learn library in Python12 and using the default parameters’ values.

5.6 Stochastic gradient descent (SGD)
Stochastic Gradient Descent (SGD) is a popular machine-learning approach for classifica-
tion that uses an optimization routine to determine the parameters of an adopted kernel
that minimizes the cost function of the classification task [49]. SGD has been used to solve
large-scale, sparse ML problems that are frequently experienced in classification. The ap-
proach basically implements a standard stochastic gradient descent learning procedure
that supports various classification loss functions and penalties [69].

The model is built in a stage-wise fashion, generalizing to any classification routine
through the optimization routine, which can be deployed to any arbitrary differentiable
loss function. A common and widely adopted choice consists in deploying an SGD-based

10https://scikit-learn.org/stable/modules/generated/sklearn.neural_network.MLPClassifier.html.
11https://scikit-learn.org/stable/modules/generated/sklearn.neighbors.KNeighborsClassifier.html.
12https://scikit-learn.org/stable/modules/generated/sklearn.ensemble.RandomForestClassifier.html.

https://scikit-learn.org/stable/modules/generated/sklearn.neural_network.MLPClassifier.html
https://scikit-learn.org/stable/modules/generated/sklearn.neighbors.KNeighborsClassifier.html
https://scikit-learn.org/stable/modules/generated/sklearn.ensemble.RandomForestClassifier.html
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estimator for classification tasks by using the SGD routine within regularized linear ap-
proaches. We have developed the Stochastic Gradient Descent Classifier experimentally
adopting Hinge loss and L2 regularization, and using the scikit-learn library in Python13

with the default parameters’ values.

6 Experimental evaluation
In this section, the effectiveness of the various data augmentation techniques is tested on
the mentioned tasks and datasets. We show in particular the adopted evaluation metrics
and the results we obtained with our augmented classification for the different tasks.

6.1 Evaluating metrics
We used the F1 score, Macro F1, Micro F1, and the precision and recall of the minority
class to measure the performances of our models. We do not take into account the accu-
racy as in our single-label binary classification it corresponds to the Micro F1.

The F1 score is utilized to evaluate classification techniques and is recommended in
the case of unbalanced data as it focuses on the recognition of the minority class. The
harmonic mean of a classifier’s precision and recall is used to calculate the F1 score, which
integrates both metrics into a single value [6]. In particular:

precision =
TP

TP + FP
,

recall =
TP

TP + FN
,

and

F1 = 2 ∗ precision ∗ recall
precision + recall

,

where TP, TN, FN, and FP correspond, respectively, to the True Positives, True Negatives,
False Negatives, and False Positives obtained by the model [6].

We have also employed the Macro-F1 and Micro-F1 scores [56]. A macro-average com-
putes the metric independently for each class and then takes the average (hence treating
all classes equally), whereas a micro-average aggregates the contributions of all classes to
compute the average metric. Their formulas are defined as follows:

Macro-F1 =
1
N

·
N∑

i=1

F1i,

where i is the class/label index and N the number of classes/labels, and

Micro-F1 = 2 · Microprecision · Microrecall
Microprecision + Microrecall

·

6.2 Computational results
In this section, we show the results that we obtained for the financial tasks presented in
Sect. 3. To provide fair and reliable results, the augmented data affects the training set

13https://scikit-learn.org/stable/modules/generated/sklearn.linear_model.SGDClassifier.html.

https://scikit-learn.org/stable/modules/generated/sklearn.linear_model.SGDClassifier.html
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only, whereas the test set is always composed of real data. Furthermore, in our settings,
we made sure that the test set was composed of samples with the same number of minority
and majority classes.

6.2.1 Bankruptcy in Poland
In this dataset, a total of 41,514 active companies and 2091 bankrupt companies were
analyzed. As mentioned in Sect. 3, the dataset we have used is divided into 5 groups. All
tests were run independently in each group and the discussed results are the average of all
of them. We have used different kinds of augmentation methods as mentioned above, like
the min-max approach, mean-std, SMOTE, and SMOTE-Clustering approach. In each
approach we balanced the dataset, that is the size of the minority class became the same as
the size of the majority class. After applying data augmentation techniques, the augmented
dataset included 41,514 instances of active companies and 41,514 bankrupt companies.
The candidates for the test set were extracted from the real data (before the augmentation)
and included all the samples from the minority class and the same number of samples from
the majority class. The dimension of the test set for each run was fixed to 100. On the other
hand, the training set consisted of the augmented data including the candidates for the test
set except the 100 samples used for the current iteration. We used a k-fold cross-validation
setting in each of the five groups. Table 10 shows the number of samples in the training and
the test set and the value of k for the validation. As an example, the first row indicates that
for the first year of the dataset we have 13,412 elements in the training set (corresponding
to 6756*2-100 as can be seen in Sect. 3.1), 542 candidate elements for the test set (evenly
balanced), and 100 of these are chosen as actual test set (again evenly balanced) for the
current iteration (the other 442 were already included in the count of the training set).
A value of k equal to 5 means that at least 500 real elements (250 of the minority class
and 250 of the majority class) must have been chosen before the augmentation so that the
k-fold cross-validation with k = 5 could be carried out.

The obtained results are shown in Table 11 and represent the precision and recall and
F1 scores of the minority class obtained by the various classifiers for the five classes. In our
experiments, we always show the comparison against the classifiers adopting the various
augmentation methods, along with their original non-augmented versions. As it can be
observed in Table 11, the SMOTE-Clustering method has outperformed the other meth-
ods and has shown in particular superior F1 scores relative to almost all the other algo-
rithms except SGD. Overall, with an F1 micro score of 0.94%, the Random Forest method
has produced the best-performing scores. It is worth noting that the analyzed datasets
contain a number of non-numerical features that have been encoded as numerical fea-
tures and utilized in this way to train appropriately the ML algorithms.14 Moreover, it

Table 10 Details about the bankruptcy in Poland dataset

# Groups # Training samples #Candidates for test set # Test set in each run K value

First 13,412 542 100 5
Second 19,446 800 100 8
Third 19,916 990 100 9
Forth 18,454 1030 100 10
Fifth 10,900 820 100 8

14https://scikit-learn.org/stable/modules/classes.html#module-sklearn.preprocessing.

https://scikit-learn.org/stable/modules/classes.html#module-sklearn.preprocessing
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Table 11 Classification results for the bankruptcy in Poland dataset

Evaluation metric Naive Bayes SGD KNN MLP Random forest SVM

Without augmentation
F1 score macro 0.3584 0.4019 0.3583 0.5317 0.3639 0.40
F1 score micro 0.5006 0.5175 0.5692 0.6249 0.5691 0.5161
Precision minority class 0.4997 0 0 0.6824 0 0.6118
Recall minority class 0.9732 0.0868 0 0.2335 0.0062 0.0773

Baseline: min-max approach
F1 score macro 0.3689 0.364 0.5429 0.5243 0.7141 0.3583
F1 score micro 0.4509 0.511 0.6125 0.6023 0.7359 0.5692
Precision minority class 0.4351 0.3145 0.9937 0 0.9966 0
Recall minority class 0.9254 0.0494 0.2247 0.212 0.4725 0

Baseline: mean-std approach
F1 score macro 0.3691 0.3708 0.3583 0.4868 0.7241 0.3583
F1 score micro 0.4513 0.5468 0.5692 0.6052 0.7449 0.5692
Precision minority class 0.4349 0.204 0 0.6491 0.9976 0
Recall minority class 0.9236 0.0284 0 0.1744 0.4815 0

SMOTE approach
F1 score macro 0.3157 0.5932 0.9013 0.8829 0.9381 0.6826
F1 score micro 0.4335 0.6028 0.9137 0.8948 0.9474 0.7029
Precision minority class 0.4305 0.5551 0.8292 0.8541 0.9074 0.6166
Recall minority class 0.9738 0.6581 0.9694 0.8782 0.844 0.6975

SMOTE-clustering approach
F1 score macro 0.4168 0.4494 0.9176 0.6447 0.9082 0.6772
F1 score micro 0.5801 0.4603 0.9293 0.6834 0.9169 0.6949
Precision minority class 0.4537 0.4345 0.8394 0.6814 0.881 0.612
Recall minority class 0.5098 0.6437 0.9836 0.4935 0.9144 0.7091

should be highlighted that the increase in performance is mainly due to a better capability
of the models to classify the minority class when the augmentation methods are employed.
Among them, SMOTE and SMOTE-Clustering appear to be the algorithms achieving the
top performance.

6.2.2 Bankruptcy in USA
We used another dataset related to companies located in the USA to tackle the same task
of correctly classifying bankruptcy. In the survey of bankrupt and active companies in the
USA, 8261 instances were examined. Of these, 561 companies had declared bankruptcy,
and 7700 were active. As it is obvious, this dataset is very unbalanced so data augmentation
methods have been used in this dataset.

After augmenting this dataset, we have 7700 data for companies that are still active and
7700 samples for companies that have gone bankrupt. The candidates for the test set have
been chosen before augmenting the data and have been fixed to 1122. The test set size
was set to 100 for each iteration. We applied a k-fold cross-validation with k equal to 11.
Table 12 illustrates the split of training and test set we have used and the value of k. 15,300
is the size of the training set (7700*2-100), 1122 is the number of candidates for the test
set, and 100 of these are chosen in the test set for the current iteration while the others
are added to the training set.

Results are shown in Table 13, which indicates that the data augmentation techniques
employed in most of the considered classification methods were successful in improving
the F1 scores. Random Forest, in particular, achieved very high performance, outperform-
ing all the other classification methods for all the metrics. The other methods, although
with lower F1 scores values, obtained improved results when adopting the augmentation
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Table 12 Details about the bankruptcy in USA dataset

# Training samples #Candidates for test set # Test set in each run K value

15,300 1122 100 11

Table 13 Classification results for the bankruptcy dataset in USA

Evaluation metric Naive Bayes SGD KNN MLP Random forest SVM

Without augmentation
F1 score macro 0.3416 0.5779 0.3917 0.3855 0.4059 0.3478
F1 score micro 0.5202 0.6278 0.5398 0.5381 0.5482 0.521
Precision minority class 0 0.7791 0.8651 0 0.95 0
Recall minority class 0 0.3195 0.0493 0.0443 0.0632 0.0067

Baseline: min-max approach
F1 score macro 0.347 0.4792 0.4797 0.4819 0.359 0.343
F1 score micro 0.5202 0.5772 0.5816 0.5312 0.5277 0.5202
Precision minority class 0 0.7465 0.8588 0.5157 0 0
Recall minority class 0.0061 0.1637 0.1582 0.2434 0.0157 0.0017

Baseline: mean-std approach
F1 score macro 0.3416 0.5315 0.3429 0.3781 0.372 0.35
F1 score micro 0.5202 0.5953 0.5052 0.5344 0.5331 0.5227
Precision minority class 0 0.7194 0 0 0.9762 0
Recall minority class 0 0.2693 0.01 0.0367 0.0288 0.0083

SMOTE approach
F1 score macro 0.7136 0.7051 0.9246 0.7693 0.9823 0.5228
F1 score micro 0.7157 0.7093 0.9253 0.7715 0.9825 0.5272
Precision minority class 0.7113 0.7231 0.8639 0.77 0.9804 0.5051
Recall minority class 0.6863 0.6507 1 0.7436 0.9823 0.5016

SMOTE-clustering approach
F1 score macro 0.7111 0.7442 0.9179 0.7428 0.9875 0.5261
F1 score micro 0.7132 0.7458 0.9186 0.7452 0.9875 0.5305
Precision minority class 0.7097 0.7244 0.8537 0.7534 0.9852 0.5094
Recall minority class 0.6813 0.7715 1 0.699 0.99 0.495

methods too. The reason is likely because the features in this dataset are statistically de-
pendent on each other and, therefore, using statistical attributes like mean, standard de-
viation, minimum, and maximum to augment data, has shown to be successful in creating
synthetic data with the same characteristics as the original ones. Moreover, by leverag-
ing SMOTE-based approaches, we achieved the current best results on this dataset over
the minority class with respect to the state-of-the-art to date presented by Lombardo
et al. [48].

6.2.3 Bank marketing
For this other task, the bank marketing dataset contains 45,211 observations, which in-
cludes 5289 for positive instances and 39,922 for negative instances. The number of suc-
cessful and unsuccessful samples has been balanced by using data augmentation tech-
niques. In particular, the amount of failed items has increased. Similar to the previous
tasks, the test set has been separated before the augmentation. The test set is divided into
subsets with size 1000, each of which contains 500 samples that were successful and 500
samples that failed. A k-fold cross-validation was performed using an appropriate k which
satisfies the previous constraint. Table 14 shows the split of training and test sets and the
value of k. In particular, 5289 real elements from the minority class and 5289 real elements
from the majority class have been extracted before the augmentation and represent the
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Table 14 Details about the bank marketing dataset

# Training samples #Candidates for test set # Test set in each run K value

78,844 10,578 1000 10

Table 15 Classification results for the bank marketing dataset

Evaluation metric Naive Bayes SGD KNN MLP Random forest SVM

Without augmentation
F1 score macro 0.3734 0.405 0.4312 0.3517 0.3791 0.4338
F1 score micro 0.557 0.5405 0.5753 0.5464 0.5518 0.5524
Precision minority class 0 0.4347 0.8308 0 0.5362 0.5464
Recall minority class 0.0222 0.1129 0.0862 0.0011 0.0308 0.1106

Baseline: min-max approach
F1 score macro 0.3738 0.4475 0.5326 0.311 0.477 0.3083
F1 score micro 0.3824 0.5413 0.5714 0.419 0.5836 0.454
Precision minority class 0.3726 0.5074 0.5274 0.4331 0.5569 0.454
Recall minority class 0.5384 0.1496 0.6065 0.8976 0.257 1

Baseline: mean-std approach
F1 score macro 0.3116 0.3504 0.5324 0.5002 0.4594 0.3083
F1 score micro 0.3226 0.4935 0.5713 0.5214 0.5259 0.454
Precision minority class 0.2815 0.1737 0.5273 0.4882 0.5107 0.454
Recall minority class 0.3576 0.0282 0.6062 0.7362 0.5497 1

SMOTE approach
F1 score macro 0.8055 0.4632 0.9105 0.7237 0.9957 0.5509
F1 score micro 0.82 0.567 0.9149 0.7534 0.9957 0.5628
Precision minority class 0.8749 0.4522 0.8525 0.8819 0.9997 0.5187
Recall minority class 0.7024 0.2902 0.9679 0.5326 0.9917 0.5115

SMOTE-clustering approach
F1 score macro 0.8058 0.6152 0.8916 0.7269 0.9972 0.548
F1 score micro 0.82 0.6742 0.8968 0.7546 0.9972 0.5574
Precision minority class 0.8723 0.7603 0.828 0.8784 0.9992 0.5107
Recall minority class 0.707 0.4435 0.9575 0.5346 0.9952 0.5444

candidates for the test set. During each fold, the test set is formed taking 1000 elements
from these candidates in a balanced way. The others are part of the training set.

The obtained F1 scores are illustrated in Table 15, which demonstrates how data aug-
mentation techniques have improved the classification performances across all ML algo-
rithms. KNN and Random Forest, in particular, have outperformed all the others and have
generally provided superior results when using SMOTE-based techniques with respect to
the other augmentation approaches.

6.2.4 Credit card frauds
For the credit card fraud task, there are 284,315 samples total in the used dataset, and only
492 among them are labelled as fraud transactions. Once again, before performing the
augmentation, we created our list of candidates for the test by taking real data: 492 fraud
transactions and 492 non-fraud transactions. Then we performed the augmentation and
generated our complete and balanced training set. We applied a k-fold cross-validation
using test sets with sizes equal to 100. Table 16 shows the split of training and test sets and
the value for k we have chosen.

The test results shown in Table 17 demonstrate that, after data augmentation, KNN,
MLP, and Random Forest algorithms have provided high F1 scores. The performance of
the algorithms with SMOTE and SMOTE-Clustering approaches appears to be very simi-
lar although slightly better performances are achieved with SMOTE-Clustering. As in the
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Table 16 Details about the credit card frauds dataset

# Training samples #Candidates for test set # Test set in each run K value

567,546 984 100 9

Table 17 Classification results for the credit card frauds dataset

Evaluation metric Naive Bayes SGD KNN MLP Random forest SVM

Without augmentation
F1 score macro 0.8218 0.3373 0.3351 0.3395 0.8781 0.3351
F1 score micro 0.8277 0.5052 0.5042 0.5062 0.8802 0.5042
Precision minority class 0.9942 0 0 0 1 0
Recall minority class 0.6566 0.002 0 0.004 0.7587 0

Baseline: min-max approach
F1 score macro 0.7282 0.3351 0.3351 0.3351 0.8615 0.3351
F1 score micro 0.7471 0.5042 0.5042 0.5042 0.8647 0.5042
Precision minority class 1 0 0 0 1 0
Recall minority class 0.4902 0 0 0 0.7266 0

Baseline: mean-std approach
F1 score macro 0.5465 0.3351 0.3351 0.3351 0.3788 0.3351
F1 score micro 0.615 0.5042 0.5042 0.5042 0.5244 0.5042
Precision minority class 0.9726 0 0 0 1 0
Recall minority class 0.2297 0 0 0 0.041 0

SMOTE approach
F1 score macro 0.8847 0.7158 0.9849 0.9485 0.976 0.5409
F1 score micro 0.8862 0.7605 0.9849 0.9486 0.976 0.5528
Precision minority class 0.9923 0.8797 0.9819 0.9867 0.9936 0.5087
Recall minority class 0.7769 0.7316 0.9878 0.909 0.958 0.5015

SMOTE-clustering approach
F1 score macro 0.8798 0.8812 0.9879 0.9395 0.9898 0.549
F1 score micro 0.8814 0.8833 0.9879 0.9397 0.9898 0.5584
Precision minority class 0.9822 0.9887 0.9901 0.9871 0.9963 0.5127
Recall minority class 0.7759 0.775 0.9857 0.8908 0.9832 0.5454

previous tasks, although the performance growth is smaller by leveraging augmentation
techniques, it is clear that the models benefit once again from a better capability of learning
the minority class with a higher recall over the minority class obtained by the classifiers.

6.2.5 Credit approval
For the credit approval, there are 698 samples, 306 of which are assigned to the positive
class and 383 to the negative class. In contrast to the cases mentioned above, this dataset
is not unbalanced but it consists of too few samples to be fed to ML approaches. As it is
widely acknowledged, in this case, there are not enough instances available to train ML
algorithms [61]. The VAEs auto-encoder has been utilized to solve this problem by gener-
ating the required data artificially. A copy of the original data is obtained at the start of the
procedure for testing. Then, by applying a VAEs auto-encoder, we obtained 10,000 sam-
ples for each class. They have been used to train ML algorithms. The test set was taken
before applying the augmentation technique and contained 50 negative samples and 50
positive samples out of a candidate set of 698 elements. A k-fold cross-validation was ap-
plied using the split of training and test shown in Table 18. Again, the candidates for the
test set have been extracted before the augmentation and consisted of 698 samples. Dur-
ing each cross-validation iterations, 100 balanced elements from the 698 were chosen as
a test set and the others were left for training.
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Table 18 Details about the credit approval dataset

# Training samples #Candidates for test set # Test set in each run K value

19,900 698 100 6

Table 19 Classification results for the credit approval dataset

Evaluation metric Naive Bayes SGD KNN MLP Random forest SVM

Without augmentation
F1 score macro 0.7703 0.657 0.6283 0.7498 0.7824 0.5326
F1 score micro 0.8087 0.6811 0.6541 0.778 0.8088 0.5658
Precision minority class 0.786 0.7574 0.6765 0.7762 0.8164 0.5909
Recall minority class 0.8486 0.6943 0.7114 0.8343 0.8171 0.62

DL approach
F1 score macro 0.7138 0.629 0.7797 0.8884 0.9771 0.3674
F1 score micro 0.773 0.687 0.8084 0.8932 0.9771 0.4712
Precision minority class 0.8183 0.8017 0.8068 0.8759 0.9853 0.639
Recall minority class 0.7057 0.5629 0.8229 0.9343 0.9686 0.3629

Table 19 illustrates the results obtained for the credit approval dataset. In particular, the
reader can notice how the data augmentation approach has improved again the F1 scores
in KNN, MLP, and Random Forest, the last of which provides the highest values for F1
macro, F1 micro, precision, and recall of the minority class. These results further con-
firm the superiority in performance of the over-sampling classifiers also in this particular
case of a balanced dataset with very low samples, suggesting an overall validity of the data
augmentation approach for financial tasks.

7 A two-level ensemble approach for financial classification tasks
The results we showed in Sect. 6 confirmed that the tested augmentation methods for
the mentioned classification tasks within the financial domain bring benefit to the overall
accuracy. Moreover, we proved that these methods enable to achieve better performance
in heterogeneous conditions where the samples are composed of different types of data
such as:

• Numerical financial variables from financial reports for the bankruptcy prediction;
• Personal information with several nominal attributes and textual data for the bank

marketing task;
• Abstract features such as the ones generated with the PCA for the frauds detection

task;
• Mix of numerical/nominal data that suffer from data missing for the Credit approval

task and in scenarios where privacy preserving plays a fundamental role.
However, as previously discussed, there is not any absolute or standard solution that can
be prior adopted depending on the use case because although the nature of data plays a
crucial role, the design should also take into account the type of unbalancedness to deal
with and the different importance that a wrong prediction can have depending on the
context. In addition, the financial domain is dynamic and strongly dependent on time fac-
tors and events that can emerge over time and require novel investigations and model
re-training. For this reason, we propose a two-level ensemble approach to drive the ex-
perimental setup in each scenario by automatically identifying the augmentation and ML
methods to apply. This is an architectural scheme we have designed that can be leveraged
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Figure 5 Scheme of the two-level ensemble approach we propose

to successfully employ augmentation techniques and machine/DL methods for classifica-
tion tasks and provide an evaluation method for approaches which automatically identifies
the augmentation or ML method to apply.

In Fig. 5 we show the approach we have outlined. For sake of understanding, we will
focus on binary tasks, on three different kinds of unbalancedness, and on the machine/DL
approaches we covered in Sect. 5. In the future work section, we will address its extension
to other domains, other augmentation methods, and further machine and DL techniques.
First, a labeled dataset has to be fed to the proposed approach. As mentioned, we assume
that the label represents a binary value and the dataset may have already been prepro-
cessed and may present numerical elements only. Each column of the dataset represents
a different feature.

The Data Analysis module analyses the samples of the dataset and their related labels
to identify whether the dataset presents unbalancedness or not. Several state-of-the-art
techniques exist to identify whether a dataset is unbalanced or not [16] and is not the
purpose of this paper to explore them. If it does, it has to recognize its kind. The three
types of unbalancedness that we have initially taken into account are defined as follows.

• The dataset is strongly unbalanced. It means that the number of samples of the
minority class is much smaller than the number of those corresponding to the
majority class. Moreover, the samples of the minority class are too few to perform the
down-sampling of the samples of the majority class as the resulting balanced dataset
would be too small for ML models to be trained and executed.

• The dataset is balanced but the overall number of samples is small for ML models to
work efficiently.

• The dataset is unbalanced but it is possible to perform a down-sampling of the
samples belonging to the majority class to match up those in the minority class as the
resulting balanced dataset would be fine for ML to work well.

We let the reader notices that in our paper we have discussed methods to tackle the first
kind of unbalancedness (i.e., VAEs) and others to tackle the second kind (SMOTE and
SCUT). The reader is referred to [8] for a survey paper about an exhaustive list of augmen-
tation techniques for text classification. Once the input dataset has been analysed, assum-
ing one of the three kinds of unbalancedness has been found, the Augmentation module is
triggered. All the augmentation techniques available in this module and corresponding to
the underlying kind of unbalancedness are employed to create different augmented ver-
sions of the original dataset. Then, the Machine Learning module is called to run all the
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ML models present here and on all the augmented versions of the input dataset. Finally,
the Ensemble module is run. It includes the metrics that need to be taken into account;
for the sake of simplicity, we will consider the accuracy. Then, it is employed to ensemble
all the results using a majority voting strategy (clearly, other ensemble strategies may be
adopted as well). The results are ensembled according to two levels. In the first level, a
set of (ML algorithm, and augmentation technique) pairs are selected for each different
ML algorithm (which corresponds to the key of the pair). Then, another ensemble is per-
formed among the resulting winner pairs. As an example, let d1, d2, d3 be three augmented
versions of the input dataset by using the augmentation technique identified within the
dataset. Different ML algorithms M1, M2, . . . , Mn will be applied to each of them produc-
ing M1(d1), M1(d2), M1(d3), M2(d1), M2(d2), M2(d3), . . . , Mn(d1), Mn(d2), Mn(d3). A first en-
semble strategy is applied to each different pair (ML algorithm, augmentation technique)
to select one winning pair for each key, that is the combination with the highest accuracy
on the underlying classification task. That is, out of M1(d1), M1(d2), M1(d3) we will have
a winner M1(dwi ), out of M2(d1), M2(d2), M2(d3) we will have a winner M2(dwj ), out of
Mn(d1), Mn(d2), Mn(d3) we will have a winner Mn(dwn ). Then, a second ensemble is ap-
plied to all the models that passed the first stage, that is M1(dwi ), M2(dwj ), . . . , Mn(dwn ) to
finally obtain the winner Mi(dx) which corresponds to the pair with the highest accuracy
on the given classification task.

This scheme can be used to also evaluate any approach that automatically tries to infer
one of the two elements of the pair (ML algorithm, augmentation technique) or even both
of them. By ranking the results of the two-level ensemble approach in decreasing order
of the adopted metric (the accuracy in our example), we can simply define a rank which
would return the rank position of the tested algorithm with respect to all the possible
combinations and assess its performance.

8 Conclusions and future directions
In this work, we analyzed how the state-of-the-art augmentation strategies deal with the
financial domain, which commonly presents imbalanced conditions that prevent current
ML models from correctly learning the less represented class. This is one of the main is-
sues in intelligent Fintech, since the minority class is usually related to the rarest event that
one might be interested in predicting. We evaluated several financial tasks with publicly
available datasets and different imbalance conditions to finally prove that especially ex-
ploiting the SMOTE technique with clustering (SCUT) and VAEs leads to consistent and
accurate improvements for all the tasks in terms of precision, recall, and F1 scores. More-
over, by analyzing the precision and recall metrics over the minority class in each dataset,
we proved that the performance achieved is effectively due to a generally better capability
of the models to learn the minority class. We will also explore the benefits of the same
techniques for multi-class classification tasks in other domains for future comparisons.

In light of these results, as the second contribution of this paper, we also proposed a two-
level ensemble approach to target classification tasks, that compares augmenting tech-
niques given a dataset as input, and which returns the best combination of ML model and
augmentation strategy as output. We are currently employing this approach to evaluate
one methodology we designed which automatically identifies the augmentation technique
to apply and leverage a fine-tuned transformer architecture for the targeted task.
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Future developments are related firstly to further analysis of other augmentation tech-
niques and their support in our two-level ensemble approach, such as Generative Adver-
sarial Models (GANs) and conditional generative models. Moreover, since synthetic data
generation has a positive effect on financial tasks, the same methodologies could also be
exploited for deeper analysis toward the explainability and interpretability of more com-
plex DL models available for these tasks.
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