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Abstract. The deposition of femtosecond laser optical energy in gases leads to the emission of secondary
electromagnetic and acoustic radiation. These optoacoustic components have a complex nonlinear depen-
dency on the laser beam characteristics, such as the pulse energy, duration, wavelength and the focusing
conditions, as well as on the optical and elastic characteristics of the gaseous medium. The initial inter-
action times are governed by the high electronic excitation and ionization. These phenomena result in
a self-modulation of the laser pulse, significantly affecting the optical energy deposition on the medium.
Such complex nonlinear phenomena are very difficult to be studied via analytical equations. To address
this, a multiphysics Particle-In-Cell model is applied for the evaluation of the optical energy deposition
and plasma generation from tightly focused femtosecond pulses in ambient air. The computational domain
of the model is built to describe optical energy deposition in its full spatiotemporal scale. The model is
validated by experimental results of the absorbed energy. The agreement between the computational and
experimental results provides the basis for the future development of an advanced microstructural Finite
Element Method model, which, combined with the Particle-In-Cell model, will have the ability of deliv-
ering detailed insights for all the sub-domains and timescales varying from nano- to femto-seconds of the

laser-induced breakdown phenomenon.

1 Introduction

Laser-induced breakdown (LIB) in ambient air or other
gases has gained significant attention in recent years. To
a large extent, this is related to the suitability of the
secondary radiative phenomena following plasma gener-
ation for a variety of scientific and technological appli-
cations. Some examples are the well-established Laser-
Induced Breakdown Spectroscopy (LIBS) [1-3], remote
sensing [4-6], inertial nuclear fusion [7], medical appli-
cations [8], military applications (i.e., non-destructive
weapons) [9,10], and acoustics [11-13] and audio appli-
cations [14,15].

Energy deposition in ambient air or other gases from
ultrashort laser pulses is a highly complex phenomenon
that involves a multitude of linear and nonlinear physi-
cal processes. Overall, the chain of processes starts with
the deposition of optical energy in a confined area of the
targeted medium, where the conditions for the genera-
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tion of free electrons are met. In this region, the opti-
cal intensity surpasses a minimum threshold beyond
which, the medium becomes opaque for the particu-
lar laser wavelength. It is known that the threshold
depends on various parameters, such as the duration
and wavelength of the laser pulse [16-18]. For fem-
tosecond laser pulses with sufficient energy, the dom-
inant mechanisms of free electron generation are tun-
neling and above threshold ionization. The free elec-
trons interact with the heavy particles, namely the ions,
atoms and molecules, in the ionized region. From these
interactions, optical radiation is emitted due to radia-
tive recombination of free electrons and de-excitations
of bound electrons to less excited states. At the same
time, energy is transferred from the electrons to the
heavy particles, leading to a local thermalization of
the medium. The increased heat in the confined vol-
ume causes a rapid expansion that generates pressure at
the boundary with the surrounding air. The expansion
takes place at supersonic velocities, essentially form-
ing a shock wave and leading to the progressive de-

@ Springer


http://crossmark.crossref.org/dialog/?doi=10.1140/epjd/s10053-021-00237-x&domain=pdf
http://orcid.org/0000-0002-7761-8277
mailto:kkaleris@upnet.gr

236 Page 2 of 8

excitation of the volume. When the pressure in the
expanded region is equilibrated by the pressure of the
surrounding air, the shock wave decouples from the
source and propagates through the medium, progres-
sively transforming into a sound wave.

The multitude of underlying processes render the
complete and precise modeling of laser breakdown in
gases an extremely challenging task. In addition, the
various processes evolve at significantly different time
scales. It is indicative that, for a laser excitation of
a few tens of femtoseconds, the electrons relax within
several nanoseconds, while the complete cooldown of
the thermalized medium typically lasts for at least a
few microseconds, depending on the amount of the
deposited energy [18]. This means that the complete
phenomenon spans over approximately nine orders of
magnitude in the time domain, a fact that strongly hin-
ders the development of unified models describing laser
breakdown of the air or other gases. Moreover, under
the described conditions, the pulse propagation is gov-
erned, among others, by nonlinear phenomena, such as
plasma defocusing, self-focusing and self-phase modu-
lation. Plasma defocusing takes place due to the change
in the linear refractive index induced by the generated
free electrons, while self-focusing and self-phase mod-
ulation are related to the optical Kerr effect, namely
the quadratic dependence of the refractive index on the
electric field of the pulse. Self-focusing causes energy
from the pulse’s spatial wings to shift towards the pulse
core, effectively reducing the beam radius and acting
as a positive lens. Self-phase modulation is the time-
domain analogous of self-focusing; it causes a nonlinear
phase shift that is proportional to the optical intensity,
ultimately leading to chirping of the laser pulse.

Several works present models of the individual pro-
cesses involved [5,17,19-21]. Most of these works are
based on complex systems of differential equations that
are difficult to solve. Many of them focus on the early
stages of the plasma formation, describing the time evo-
lution of the densities and temperatures of electrons and
heavy particles. Also, there are works describing laser-
induced breakdown by ultrashort laser pulses in the
multiphoton regime, where the optical intensities are
relatively low and the linear and nonlinear propagation
effects are negligible [22]. However, to the best of our
knowledge, until now there is no complete and detailed
description of LIB and its accompanying radiative phe-
nomena in gases in the full spatiotemporal extent.

This work introduces an alternative computational
approach and presents results from the modeling of the
optical pulse propagation, focusing and optical energy
deposition in the air from femtosecond laser pulses.
The simulations are based on a Particle-In-Cell (PIC)
approach that allows for the control of multiple param-
eters of both the optical radiation and the targeted
medium in a broad range of values. Moreover, such a
model enables the study of the optical energy deposi-
tion in spatial and temporal domains that cover the
phenomenon in its full extent. The official release ver-
sion of the PIC code “EPOCH” used here (v4.17.1) con-
siders laser-plasma pulse propagation effects related to
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the generation and redistribution of free charges and
currents in the plasma, while it does not account for
nonlinear propagation phenomena related to the mod-
ulation of the refractive index, since displacement cur-
rents are not included in any release version. Note that,
there are in-house modifications of the open-source code
including the dielectric nature of the material, such as
[23]; however, such modules are not included in the
official release versions. Moreover, higher-order ioniza-
tions, such as double or triple ionization, are efficiently
modeled by the used PIC code, which are very com-
plicated to model via analytical ionization rate equa-
tions. The advantage of PIC codes for the simulation of
such multiparametric and complex phenomena lies in
that they provide multiphysics computational environ-
ments where all fundamental equations governing the
phenomena under investigation are implemented, and
the appropriate solvers are assigned. In this manner,
only the parameters of the problem need to be cali-
brated and the computational domains to be defined.

The PIC code EPOCH [24] is highly suitable as an
alternative approach for the description of the inter-
action of laser pulses with gases, due to the kinetic
description of the plasma. In common simplistic fluid
approximations of the plasma, the dependent variables
are functions of four independent variables (z,v, z,t)
by the assumption that the velocity distribution of the
species is Maxwellian and, thus, only one tempera-
ture is considered in such approximations. Conversely,
the kinetic description of the plasma adopted by the
EPOCH code is based upon the dynamics of the phase
space distribution function of the particles in which,
the velocity and the position of the particles are inde-
pendent variables f,,(x,y, 2, Uz, uy, us, t) and, therefore,
may accurately describe the plasma state under the
influence of the laser pulse. These numerical advantages
for the modeling and simulation of laser-gas interactions
are balanced by the high number of independent vari-
ables to be determined. The seven aforementioned inde-
pendent unknowns demand the solution of the Vlasov,
the Maxwell, the charge density and the electric current
equations. The solution of this system of equations is
computationally demanding, especially when large spa-
tiotemporal domains, such as the LIBS domains, are
simulated.

In this work, simulation results for three different
laser pulse energies are shown and compared to exper-
imental measurements, showing good agreement. This
validates the model and demonstrates that, in contrast
to the common practice of using analytical systems
of Partial Differential Equations (PDEs), PIC codes
can be effectively used for the simulation of multiscale
phenomena, such as the laser pulse propagation and
energy deposition in LIB, within large spatiotemporal
domains. Also, the study shows that such an approach
provides very good insight in the spatiotemporal evo-
lution of significant parameters, such as the electron
density, electron and ion temperatures, pulse energy
and deposited energy, as well as the spatiotemporal
evolution of the optical pulse during its propagation
and interaction with the medium. It also provides clear
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indications about the geometry and dimensions of the
plasma channel and the time scales of the described
phenomena. Therefore, the first step for the develop-
ment of a complete, modular and/or unified multi-scale
computational approach to predict the secondary radia-
tive phenomena following LIB in terms of the character-
istics of the optical radiation and the properties of the
medium, is accomplished. The basis for further devel-
opment of an advanced microstructural Finite Element
Method (FEM) model, with reference to the presented
PIC model, that will deliver detailed results for all the
sub-domains and timescales of the LIB problem, is set.

2 Deposition of optical energy in air

The deposition of optical energy from short or ultra-
short laser pulses in air strongly depends from the
parameters of the optical radiation, namely the pulse
energy, duration, wavelength, and focusing conditions
[16,18,20]. This effectively signifies that the breakdown
phenomenon and the following secondary light and
sound radiation can be controlled, to a certain extent,
from the characteristics of the laser pulses. In this study,
experimental measurements of the pulse propagation
and energy absorption in air breakdown from tightly
focused femtosecond laser pulses are presented. Laser
pulses of tpwun = 23 fs duration, Az, = 805 nm central
wavelength and energy up to 2.7mJ are used for the
plasma generation. The PIC code EPOCH [2] is used
to simulate the pulse-medium interaction. This alterna-
tive numerical approach is chosen due to the numerical
capabilities of the PIC codes to describe the tempera-
ture and density evolution of the plasma and the ioniza-
tion processes of the neutral medium. Additionally, the
Maxwell description of the laser pulse inside a plasma
channel accounts for linear and nonlinear pulse prop-
agation phenomena and, particularly, Gaussian focus-
ing and nonlinear plasma defocusing due to spatially
and temporally resolved generation and redistribution
of charges and current densities, which, in turn, influ-
ence the Electric and Magnetic fields of the optical pulse
and, thus also, the focusing conditions. Nevertheless,
PIC simulations are computationally demanding and
require high parallelization in multi-core architecture
High-Performance Computer—HPC systems [25,26],
especially for the modeling of the large spatiotempo-
ral domains in which LIB takes place. The need for
such large scales stems from the fact that the laser
pulse has to be initialized at many Rayleigh lengths
far from the focal spot to ensure that the pulse prop-
agation starts at a distance where there is no plasma
generation. Due to the excessive requirements in com-
putational resources for the simulation of 3D domains,
it is common practice in PIC models to use 2D domains.
2D PIC models have been successfully used to sim-
ulate 3D problems in other research areas, e.g., laser
wakefield [26]. Here, the predictions of a 2D and a 3D
PIC model were compared in a restricted spatiotempo-
ral domain of the problem, showing perfect agreement
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and thus validating the 2D global approximation. Ulti-
mately, the agreement between the model’s predictions
and the experimental results provides further evidence
about the validity of the presented 2D approximation.

2.1 Experimental measurements

The experiments presented here were carried out in the
facilities of the Institute of Plasma Physics and Lasers
(IPPL). The experimental setup is shown in Fig. 1. A
Ti: Sapphire femtosecond laser (Amplitude Technolo-
gies, Pulsar PW, probe beam) emitting ~ 23 fs pulses
with central wavelength A = 805 nm and energies up to
2.7mJ was used for the plasma generation. The pulses
were focused in the air by an optically thin lens with
a focal length f = 10 cm, corresponding to f/8 focus-
ing conditions; the transmittance of the lens was more
than 99%. The energy of the laser pulses was measured
before and after the breakdown spot using an energy
meter (Gentec, Maestro). Measurements were carried
out for three pulse energies, .9, 1.8 and 2.7mJ, cor-
responding to peak intensities at the theoretical focal
spot in vacuum of 6.85 x 10%%, 1.37 x 10'7 and 2.06 x
101" W/cm?. From the measurements, the absorbed
energy was determined as the difference between the
energy FEj before and the energy E, after the break-
down:

Euws = Ey— E,

The values of Ey and E, were derived by averaging over
50 laser pulses.

2.2 Multiphysics PIC model

The PIC method follows the kinetic description for col-
lisionless, weakly coupled plasmas, based on the Vlasov-
Maxwell system of equations. In particular, the prop-
agation of the electric and magnetic field of the laser
pulse is calculated via the Maxwell equations:

V-E(w,t):%pT(x,t) (1)

V-B(z,t)=0 (2)

%B (z,t) = =V x E (z,t) (3)
Lens

Laser

Optical pulse
T g; I
I 1
I 1
I 1
I 1
| 1

Fig. 1 Experimental setup used to measure the energy
absorption in air breakdown by tightly focused femtosecond
laser pulses
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0
Hoso B (2,1) = V X B (w,1) = io 7 (,8) (4)

where E and B are the magnitudes of the electric and
magnetic fields, p,, Jp are the charge and current den-
sities, respectively, and g, o the electric permittivity
and magnetic permeability of the free space. Moreover,
the description of the spatiotemporal evolution of the
charged particles distribution function in the plasma
due to the induced Lorenz force is calculated via the
Vlasov equation:

%fn (z,v,t) +v- -V, (z,v,t)

Gn 9 _
+m7n(E+v><B) %fn(xavat)*o (5)

where f,(z,v,t) is the distribution function for species
n (protons, electrons, etc.), g, and m,, are the charge
and mass of species n, c is the speed of light in vacuum
and v is the particle’s velocity. The change in the parti-
cle species and motion influences the electric and mag-
netic fields, and the respective changes are introduced
in the model via the charge and current densities of the
different particle species:

pren) = | [anfn(x/v,t)] w )
Tr (a,t) = / [anfn(x,v,t)] vdv  (7)

The generation of free electrons in the EPOCH code
is modeled through electron rate equations depend-
ing on the ionization regime. Particularly, multiphoton
ionization (MPI) is taken into account by a Wentzel-
Kramers—Brillouin approximation based on Ammosov
et al. [24,27]. Tunneling ionization (TT) is modeled via
the Ammosov-Delone-Krainov (ADK) [28] ionization
rate, while barrier suppression ionization (BSI) is mod-
eled by a correction on the ADK rates, introduced by
Posthumus et al. [29]. The dominant ionization regime
is determined using the Keldysh parameter:

w/2mee 8
Y= 5 (8)
where w is the laser frequency, m. is the electron mass, €
is the ionization energy for the electron and e is the elec-
tron charge. In the EPOCH code, transition from MPI
to TT takes place when the Keldysh parameter becomes
smaller than 0.5; thus, for MPI v > 0.5 while for TI
v < 0.5. Computationally, each time the conditions for
ionization of a macroparticle are met, the macroparti-
cle is removed from the system and is replaced by two
new macroparticles representing the ion and electron
species.

Moreover, ionization occurs when:
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U<l—e"A 0<U,<1 (9)

where Uy is a uniform random number and W the ion-
ization rate.

In EPOCH, optical energy absorption by two distinct
mechanisms is taken into account:

a. photoionization (multiphoton, tunneling, barrier sup-
pression ionization)
b. plasma absorption

In particular, energy conservation is accounted for by a
current density correction through Poynting’s theorem,
while in tunneling ionization and BSI, the energy loss
from the field is the ionization energy of the electron
[24]. In multiphoton ionization, the energy loss is cal-
culated as the total energy of the K absorbed photons,
E, = Khw. For a detailed description of the optical
energy losses in EPOCH, see [24].

As a final remark, self-phase modulation is not taken
into consideration, as the code does not support the
generation of new frequencies.

2.3 Numerical model

In the EPOCH code, the standard PIC method is imple-
mented where the particles are pushed by the Boris
pusher algorithm, while the electromagnetic field is
advanced by the Yee solver and the current density
is calculated by the Villasenor and Buneman scheme
[24,30-32]. Particularly, the 2nd-order Yee solver and
macro-particles with a 1st-order b-spline shape function
corresponding to a 3rd-order weighting, are used [24].
Photoionization, and particularly multiphoton, tunnel-
ing and barrier suppression ionization, is included in
the model via the Field Ionization module [23]. Colli-
sional ionization and binary collisions are ignored since,
during the interaction of the femtosecond laser pulse
with the self-induced plasma, a very low percentage of
plasma electrons undergo collisions. For typical elec-
tron densities ~ 10*® m~3, which are the case in the
presented simulations, the characteristic electron colli-
sion time is estimated [21] to be about 350 fs, which
is at least 10 times longer than the laser pulse dura-
tion [24]. The 2D models are simulated within a mov-
ing window in the laboratory frame. The computa-
tional domain size is 800 x 45um and is discretized
by 4000 x 900 cells. A non-ionized, 20% Oxygen, 80%
Nitrogen atomic gas mixture is considered with a den-
sity of p = 2.6 x 10?° m~3. The laser pulse is modeled
as a linearly p-polarized Gaussian beam with a Gaus-
sian temporal profile with a beam waist at focus in vac-
uum of w, = 6.03 wm. The resulting Rayleigh Length
(RL) is zr = 143 pm. The laser pulse is initialized at
40zr before the focal spot, where ionization has not
yet initiated due to the low laser intensity. The laser
pulse propagates at a distance of 80z, namely 40z
before and 40zp after the theoretical focal spot. The
total simulated time window is 40ps and the timestep is
At = 180 as. In this manner, the simulation spans over
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Fig. 2 Propagation of the 23 fs laser pulse and ionization of the ambient air, .9 mJ optical pulse a before the focal spot,
b at the focal spot and c after the focal spot, d the 1.8 mJ and f 2.7mJ laser pulses at the focal spot. Laser pulse E-fields
are shown in a blue-red scale (V/m). The respective plasma densities are shown in brown-yellow scale (m™?)

more than 4 orders of magnitude in the time domain.
The laser propagates to the x-direction and is polarized
in the y-direction. The laser is injected by the leftmost
x-boundary, while the rest of the boundaries are set to
be open.

3 Results and discussion

In this section, experimental results and results from
PIC simulations are presented from the interaction of
tightly focused 0.9, 1.8 and 2.7mJ laser pulses with
the ambient air. From the PIC simulations, the pulse
propagation and the plasma generation are studied in
detail, providing information regarding the dimensions
of the plasma channel, the generated free electron den-
sity and the pulse intensity along the propagation path.
Also, the total absorbed optical energy is estimated
and compared to the experimental measurements. Fig-
ure 2 presents the evolution of the laser pulse dur-
ing the simulation. Figure 2a—c show the electric field
strength (blue/red) of the 0.9mJ laser pulse and the
free electron density (brown/yellow) at three differ-
ent positions along the propagation path. Figure 2a is
before the focus, where there are no generated free elec-
trons, while Fig. 2b is on focus where all the gas atoms
are 1s' ionized. Figure 2c shows the simulated pulse
after the focus, where the electron density has again

dropped to zero. Figure 2d, e show the 1.8 and 2.7mJ
pulses, respectively, on the focal spot. By comparison
of Fig. 2b, d and e it occurs that the plasma channel
starts forming at different positions in space and has
a different geometry for each simulated laser energy. It
is important to note that the simulations showed only
first ionization taking place for all the laser pulse ener-
gies under consideration. Moreover, first ionization is
saturated along a significant part of the plasma chan-
nel in all three cases. These aspects are clearly shown
in the next figure.

Figure 3a presents the absorbed optical energy as a
function of the pulse propagation distance, expressed in
Rayleigh lengths, for the three laser pulse energies. The
focal spot in vacuum corresponds to 40zz = 5880 pwm.
From the figure, the generated plasma channels can be
approximately determined by the domains where the
absorbed energy increases. Indicatively, for the .9mJ
pulse, the absorption starts at 25z and terminates at
40zR, corresponding to a plasma channel of 2.15mm
length, while for the 1.8 mJ pulse, the absorption starts
at 10zr and terminates at 40zg, corresponding to a
plasma channel of 4.3 mm length. For the 2.7 mJ pulse,
absorption takes place almost along the whole simu-
lation domain, indicating a plasma channel of more
than 11.4mm long. Note that, in all three curves of
Fig. 3a, there is a region where the absorption rate
is constant and having also its maximum value. For
example, for the curve of the 1.8 mJ pulse, this region
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Fig. 3 a Absorbed energy as a function of the propagation distance in RLs for the pulses of energies .9, 1.8 and 2.7 mJ.
b The evolution of the amplitude of the E-Field of the laser pulses as a function of propagation distance in RLs

starts approximately at 25zr and ends at 35zg. It can
be deduced that, in these regions the first ionization of
the air particles is saturated and the free electron den-
sity equals the particle density of the medium, namely
pe = p = 2.6x10* m~3. Preliminary evaluations also
showed that the peak electron temperature for the .9 mJ
at the focal spot is ~ 10°K, which is in good agree-
ment with the findings in [33]. However, an extensive
analysis of the electron and ion temperatures is beyond
the scope of this work. Figure 3b shows the peak value
of the laser E-field, which is influenced by the optical
focusing and the plasma-related refocusing, as well as
the energy depletion of the pulse due to the ionization
and plasma absorption processes, as a function of the
pulse propagation distance. As expected, the regions
of maximum absorption of Fig. 3a coincide with the
regions in Fig. 3b where the E-field takes its maximum
values.

Moreover, by observation of the tightest beam waist
and the Gouy phase of the pulse, the focal spot of the
.9, 1.8 and 2.7mJ pulses was found to be shifted with
respect to the theoretical focal spot, by —160, —310
and —460 pm, respectively. This can be attributed to
the combined effect of the optical absorption, which
leads to a progressive energy depletion of the pulse as
it propagates in the plasma, and the plasma defocus-
ing, that leads to a wider beam waist and, hence, lower
optical intensities. The focal shift estimated by the PIC
model demonstrates the capability of such an approach
to capture complex phenomena that significantly affect
the optical energy deposition in LIB. The actual beam
waists were measured to be wy = 11.4pum, 11.7um
and wy = 12.6 wm for the .9, 1.8 and 2.7mJ pulses,
respectively. The respective domains where the free
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electron density is nonzero were found to be 36zg, 58z
and ~ 80zg.

Finally, the comparative plot of the experimentally
and computationally evaluated absorbed energy in
terms of the initial pulse energy is shown in Fig. 4 for
the three laser pulses. The error in the measurement
of the optical pulse energy before breakdown has been
measured around 4%, while after breakdown the error
is estimated to be 10%. For such errors, the size of the
error bars is smaller than that of the markers and for
this reason, they are not shown. The good agreement
between the measurements and the simulations proves
the validity of the presented computational approach
and demonstrates that, in contrast to the common prac-
tice of using analytical systems of PDEs, PIC codes
can be effectively used for the simulation of multiscale
phenomena within large spatiotemporal domains. Note
that, the parameter values used for the simulations cor-
respond exactly to the actual values of the experimental
parameters and no additional adjustments were made
in order to match the model’s predictions to the exper-
imental measurements. Moreover, the percentages of
the absorbed energy are 27%, 45% and 50% for the
three pulses, respectively. It becomes evident that, in
the energy range under consideration, the deposition
of optical energy in the medium becomes more effi-
cient with increasing laser pulse energy. Preliminary
experimental measurements carried out by some of the
authors have shown that this increase in the absorp-
tion efficiency reaches a plateau for pulse energies above
4mJ. This saturation can be potentially attributed to
the strong defocusing induced by the increased plasma
density, which leads the pulse intensity to significantly
drop before reaching its theoretical peak value. How-
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Fig. 4 Experimentally measured absorbed energy versus
the absorbed energy computed by the simulations for the
laser pulse energies of .9, 1.8 and 2.7mJ

ever, the simulation of pulses for energies of more than
4mJ is outside the scope of this work.

4 Conclusions

This work presented a computational study, validated
via experiments, of the optical energy deposition in
highly ionized ambient air by strong femtosecond laser
pulses. A computational model was developed that
allowed for the simulation of the interaction of the laser
pulse with the atmospheric air across a wide range of
pulse- and medium-related parameters in a multi-tens
of picoseconds time scale. The model was based on
the EPOCH simulation code, which implements a PIC
approach, and was validated by comparison to experi-
mental results. Specifically, the optical energy absorp-
tion in air breakdown from laser pulses with different
energies was simulated computationally and measured
experimentally, showing very good agreement.

For the PIC simulations, large spatial and tempo-
ral domains were used in order to capture the energy
deposition process to its full extent. The pulse propa-
gation was initiated sufficiently far from the theoretical
focal spot, so that the intensity of the yet unfocused
pulse to be below the ionization threshold at the begin-
ning of the simulation. The simulation spanned over
more than 4 orders of magnitude in the time domain.
The model was capable of capturing potential 2nd-,
3rd- or higher-order ionizations, as well as nonlinear
propagation effects such as plasma defocusing, which
are very complicated to model directly through systems
of energy transport and electron yield equations. The
presented work demonstrated that, given the availabil-
ity of the required computational power, PIC simula-
tions are appropriate for modeling the optical energy
deposition in gaseous media over large spatiotemporal
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domains. Moreover, they can provide valuable insight in
the involved physical processes leading to the plasma
formation, by estimating the spatiotemporal dimen-
sions of the phenomenon, the degree of ionization of
the medium, the time-evolution of the free electron den-
sity and the temperatures of free electrons and heavy
particles in the interaction region. Such information
extracted by the PIC model can be of significant impor-
tance for the development of complete equation-based
models of laser-induced breakdown.

In the future, such a model based on an optical
energy transport equation including a sink accompa-
nied by electron rate equations will be developed, with
reference to the results obtained from the PIC simula-
tions. The model will be based on the transport equa-
tion with a sink term, similarly to the model developed
by Bulgakov, Bulgakova et al. [34-36]. Such a model
will account for the spatiotemporal laser pulse propa-
gation under the influence of a Gaussian focusing lens,
while the losses due to optical energy deposition in the
medium by photoionization in the MPI and TT regimes,
as well as due to plasma absorption, will be included in
the sink term. The transport equation will be solved
in combination with a spatiotemporal free electron rate
equation, while an additional spatiotemporal equation
will be potentially used to describe the modulation of
the refractive index due to plasma defocusing and Kerr
self-focusing.

The ultimate objective of such a complete model is
the computational evaluation of the secondary emis-
sion of light and sound radiation following laser-induced
breakdown and the determination of the dependence of
the secondary radiation from the parameters of the laser
pulse and the medium. This will allow for the precise
modulation of the laser radiation in order to achieve sec-
ondary light or sound shaping for LIB applications such
as optical spectroscopy, optical high-harmonic genera-
tion, X-ray generation, electron and ion sources, remote
acoustic measurements and sound reproduction, as well
as remote sensing, material diagnostics and medical
applications.
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