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Abstract We present an analysis of two key sets of data
constraining the high x gluon at up to approximate N3LO in
QCD within the MSHT global PDF fitting framework. We
begin with LHC 7 and 8 TeV inclusive jet and dijet production
at both NNLO and aN3LO. This makes use of the formalism
established in the previous global MSHT20aN3LO PDF fit,
but now considers the role of dijet production for the first time
at this order. We present a detailed comparison of the fit qual-
ity and PDF impact for both cases, and consider the role that
electroweak corrections, and the scale choice for inclusive jet
production has. Some mild tension between these data sets
in the impact on the high x gluon is seen at NNLO, but this
is largely eliminated at aN3LO. While a good fit quality to
the dijet data is achieved at both orders, the fit quality to the
inclusive jet data is relatively poor. We examine the impact
of including full colour corrections in a global PDF fit for the
first time, finding this to be relatively mild. We also revisit
the fit to the ATLAS 8 TeV Z pT data, considering the role
that the pT cuts, data selection and different aspects of the
aN3LO treatment have on the fit quality and PDF impact. We
observe that in all cases the aN3LO fit quality is consistently
improved relative to the NNLO, indicating a clear preference
for higher order theory for these data.

1 Introduction

Parton distribution functions (PDFs) of the proton are a key
element in the LHC precision physics program. As such,
recent dedicated efforts to extract these as accurately and pre-
cisely as possible have been performed by multiple groups,
accompanied by the release of public PDF sets [1–4]. In these
analyses, a wide range of data from HERA and fixed target
experiments to the Tevatron and the LHC are included in
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the fit, while the state-of-the-art in the theoretical calculation
entering these fits is now by default next-to-next-to leading
order (NNLO) in the QCD perturbative expansion.

More recently the MSHT group undertook the first PDF
analysis at approximate N3LO order [5], resulting in the
public MSHT20an3lo PDF set. This included the informa-
tion already known at N3LO for the PDF evolution, heavy
flavour transitions and DIS coefficient functions, which con-
stitutes a large amount of information. At the same time it
also included approximations and corresponding uncertain-
ties for the unknown parts. A clear impact on the fit qual-
ity was observed, with as expected an improvement seen by
going to this next (approximate) order, while the impact on
the PDFs and LHC phenomenology was in some cases found
to be significant. Given the amount of known N3LO infor-
mation available, these represent a more accurate PDF deter-
mination. An analysis of the impact of QED corrections on
top of the aN3LO fit was also presented recently [6], though
these are not included in this work. Since the publication
of the MSHT20an3lo PDF set, there have been a few fur-
ther theoretical ingredients determined; this includes addi-
tional moments and other pieces for several splitting func-
tions [7–11], in addition to progress determining the remain-
ing unknown transition matrix elements [12–14]. We expect
the impact of such additional information to be small, as we
parameterised the effects of missing pieces as sources of the-
oretical uncertainty on our aN3LO PDFs. Furthermore we
have explicitly checked that for the additional splitting func-
tion information the effect on the PDFs is mild and within the
uncertainties. Therefore the newly calculated ingredients are
not included in this work as we wish to analyse with respect
to the public MSHT20aN3LO PDFs, for which this informa-
tion was not yet available. We therefore leave the analysis
and inclusion of these few additional theoretical constraints
and ingredients to a future, dedicated work.
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There are many implications for LHC physics and PDF
fitting to investigate. A particularly relevant topic relates to
the impact of LHC data on the high x gluon. This is a region
where direct information was relatively lacking prior to the
inclusion of data from hadronic collisions, and specifically
the LHC, in PDF fits. However, with the advent of the LHC
and the availability of a range of differential and high preci-
sion inputs from, in particular, top quark pair, jet and Z boson
pT (or Z boson in association with jets) measurements, sig-
nificant constraints on the high x gluon, as well as other
parton flavours, can be placed. The impact of theses data sets
and their interplay has been the focus of much discussion,
see [1,15–17] for studies in the context of the MSHT PDF
fit, as well as elsewhere in [2–4,18–26].

In the case of jet production, only inclusive jet data are
included in the baseline MSHT20 fit [1], as well as the more
recent aN3LO analysis [5]. However, a range of LHC dijet
data are available [27–31] along with NNLO theoretical cal-
culations to match them [32,33]. Indeed, the impact of dijet
data on the NNPDF fits has been studied in [2,24] at up to
NNLO. While in [24] full consistency was found between the
inclusive jet and dijet data sets, in [2] the CMS 8 TeV triple
differential data [29] was found to be in significant tension
with the baseline fit excluding it, in particular in terms of the
impact on the high x gluon. This is of particular note as these
data are the only case so far to be included in a PDF fit that
are triple differential in the dijet kinematics; this provides a
greater constraining power on the PDFs.

In light of this, it is highly relevant to examine the impact
of these dijet data on the MSHT20 fit. As well as providing
an assessment of this impact within the context of a distinct
PDF fit, a key novel element we will examine here is the
effect that going to approximate N3LO will have. By doing
so, we can determine to what extent questions of consistency
between the jet and dijet case, and between these and other
data entering the fit, as well as their PDF impact, changes in
going to the more accurate aN3LO order. In the latter case,
theoretical uncertainties from missing higher orders in the
calculation of the cross sections are also, crucially, included.
Indeed, as discussed in [5,18], the effect of going to aN3LO
can be significant in terms of the PDF impact of given data
sets and the tensions between them.

A further relatively recent theoretical advance that it is
interesting to consider is the impact of including full colour
corrections at NNLO, as first calculated in [34]. These are
shown in this reference to be moderate but not negligible in
particular for the case of triple-differential dijet production.
However, thus far they have not been considered within the
context of a global PDF fit. We therefore study the impact of
these corrections here.

In addition to jet and dijet data, as discussed above a further
data set of relevance to the high x gluon is the ATLAS 8 TeV
Z pT data [35]. This was observed in [1] to be in some

tension with other data sets in terms of its impact on the gluon,
most notably with differential top quark pair production and
inclusive jet data. The fit quality was found to be rather poor at
NNLO, but in [5] this was observed to improve dramatically
when going to aN3LO. In addition, it was illustrated in [18]
that the tension between this data set and others in the fit
seemed to reduce at aN3LO. At NNLO, the fit quality and
impact of this data set were found in the CT and NNPDF fits
[2,3] to be somewhat different, however here smaller subsets
of the data were fit to, as well as there being other differences
in the treatment of the theory (in particular the uncertainties
in the NNLO K-factors) entering the fit, see [1] for more
details. Given this, a more detailed analysis of this data set,
and its impact on the MSHT fit, is again well motivated.

In light of the above discussion, in this paper we present
the first analysis of inclusive jet and dijet production at up to
aN3LO order. We analyse in detail the fit quality, consistency
between the jet and dijet cases, and overall PDF impact at up
to aN3LO order. We also study the effect of including elec-
troweak (EW) corrections, the choice of scale in the case of
inclusive jet production (namely pjet

⊥ of H⊥), and the impact
of full colour corrections in the case of dijet production. We
in addition investigate the effect of how modifying the man-
ner in which the ATLAS 8 TeV Z pT data [35] is treated
affects the fit at up to aN3LO order, namely by increasing
the lower cut on pllT in order to assess any potential limita-
tions of the NNLO fit to these data, as well providing a rather
closer comparison to the data subsets that are fit by the CT
and NNPDF groups. We also consider the extent to which
the known aN3LO information contributes to the improved
fit.

The outline of this paper is as follows. In Sect. 2.1 we
present the inclusive jet and dijet data sets that enter the fit,
as well as the theoretical calculation corresponding to these.
In Sect. 2.2 we discuss the fit quality at up to aN3LO order for
both inclusive jet and dijet cases. In Sect. 2.3 we present their
impact on the high x gluon. In Sect. 3.1 we discuss the Z pT
data and the corresponding theory in our study. In Sect. 3.2
we present the relevant fit qualities and in Sect. 3.3 the PDFs
that result from this. Finally, in Sect. 4 we conclude.

2 Jet and dijet production at NNLO and aN3LO

2.1 Data and theory

The MSHT20 fit [1] includes inclusive jet data from the Teva-
tron [36,37] and CMS at 2.76 TeV [38], as well as data from
ATLAS [39] at 7 TeV and CMS [40,41] at 7 and 8 TeV. In
all fits which follow, we continue to include the Tevatron and
CMS 2.76 TeV data (for which there are no dijet data coun-
terparts), as well as all other non-jet data sets in the MSHT20
fit. We will supplement this by either the 7 and 8 TeV LHC

123



Eur. Phys. J. C (2024) 84 :446 Page 3 of 26 446

inclusive jet data or their counterpart dijet data, which cannot
be included simultaneously due to their statistical overlap,
as discussed later. In this study we wish to compare to the
MSHT20 baseline at NNLO and aN3LO, for which 13 TeV
data are not included, therefore we focus on 7 and 8 TeV data
here. The 13 TeV inclusive jet and dijet data [30,42,43] will
be included in a more major update of the PDFs in the future.

For the inclusive jet fits, we include the ATLAS 7 TeV and
CMS 7 and 8 TeV jet data that are in the MSHT20 fit, and
now include also the ATLAS 8 TeV [44] data set. We take
the larger of the jet radii available, namely R = 0.6 for the
ATLAS data, and R = 0.7 for the CMS. We choose the larger
jet radius as this seems to be slightly more perturbatively
convergent, although hadronic corrections are a little larger,
see e.g. [44]. For the ATLAS 7 and 8 TeV data we apply
a smooth decorrelation of certain systematic error sources,
guided by the proposal described in [44]. The implementation
of this is exactly as described in [1] for the 7 TeV data, while
for the 8 TeV data we use this form of decorrelation, but
applied to four sources, as suggested in [44], namely the jet
flavour response, the multi-jet balance fragmentation, the jet
energy scale pile-up ρ topology, and the non-perturbative
corrections.

The CMS 7 TeV data correspond to an updated analysis
of the earlier 7 TeV data presented in [28]. For this earlier
analysis the p⊥ threshold is higher, with p j

⊥ > 114 GeV,
while for the more recent analysis [40] this extends down to
p j
⊥ > 56 GeV. The p j

⊥ binning in the overlapping region is
identical in the two cases. For the CMS 8 TeV data [41] we
include the full statistical correlations between bins, avail-
able on the xFitter website [45], following advice from
the relevant analysers [46]. In all cases, the data are presented
double differentially in the jet p⊥ and rapidity, y, and recon-
structed using the anti-k⊥ algorithm [47], while we apply
non-perturbative corrections and uncertainties provided by
the experimental collaborations.

For the dijet fits, we include ATLAS data [27] at 7 TeV,
and CMS data at 7 and 8 TeV [28,29]. The ATLAS data are
presented double differentially in terms of the dijet invariant
mass, m j j , and half rapidity separation, y∗ = |y1 − y2|/2, of
the two leading jets. The CMS 7 TeV data are presented dou-
ble differentially in terms of the dijet invariant mass, m j j ,

and maximum absolute rapidity, |ymax|, of the two lead-
ing jets. The CMS 8 TeV data are presented triple differen-
tially, in terms of the average transverse momentum, p⊥avg,

half rapidity separation, y∗, and boost of the dijet system,
yb = |y1 + y2|/2, defined in all cases with respect to the
leading jets. As we will see, the triple differential nature of
the CMS 8 TeV data leads to this set having a particularly
significant impact on the fit in comparison to the other dijet
sets, due to its ability to isolate specific regions of parton x
more precisely. In the ATLAS case we take the R = 0.6 data
set, while the CMS data use jet radius R = 0.7. In all case the

jets are again reconstructed using the anti-k⊥ algorithm [47],
while we apply non-perturbative corrections provided by the
experimental collaborations. For the CMS 8 TeV data we
note that, as demonstrated in Appendix A.3 of [48], a selec-
tion of the correlated systematic errors change sign at a given
point in pav⊥ , however this is not reflected in the correspond-
ing Hepdata entry. Following discussion with the relevant
analysers [49], we have corrected these in our fit. As we will
see, the impact on the fit quality is relatively minimal, which
can be expected as the majority of these error sources change
sign at larger pav⊥ , where the data are less precise.

We note that the inclusive jet fit does not include these
dijet data sets, and likewise the dijet fits exclude the ATLAS
and CMS 7 and 8 TeV inclusive jet data sets. This is neces-
sary in the case of the CMS inclusive jet data, and the ATLAS
7 TeV inclusive jet data, in order to avoid double counting,
given the correlations between the inclusive and dijet mea-
surements are currently not available, and these do not come
from distinct underlying data sets. In principle, this is not
the case for the ATLAS 8 TeV data, where no dijet measure-
ment is available at the time of this study, but in order to
better differentiate between the fitting of jet and dijet data,
we continue to exclude this in the dijet fit.

For the theoretical predictions we use NLO APPLGrid
[50] and FastNLO [51,52] grids, supplemented by NNLO
K-factors calculated usingNNLOJET [32,33]. For the NNLO
corrections, the leading colour (LC) results are used in all
cases except for the CMS 8 TeV dijet data [29], where the full
colour (FC) predictions [34] are also compared to. For both
the leading colour and full colour results we utilise K-factors.
As discussed in [34] the impact of FC at NNLO is small in
the case of both inclusive jet and double differential dijet
production, therefore we only expect any significant effect to
occur for this triple differential data set. Moreover for many
of the other cases the FC results are not publicly available.
Given this, we will take the LC results as our baseline in the
dijet fit, although we will examine all relevant differences
that come from instead using the FC result in the dijet fit.

The K-factors are, as in [1,15], fitted to a 4-parameter
polynomial in the logarithm of the binned variable. As the
NNLO to NLO K-factors are expected to be smoothly vary-
ing functions, we argue this provides more control over any
assessment of the impact of including NNLO theory in com-
parison to simply including the quoted MC errors in a bin-
by-bin uncorrelated way. Moreover, our default treatment of
K-factors at aN3LO is constructed by using the NNLO (and
NLO) K-factors in a manner that is based on these being
smoothly varying functions, though is not reliant upon this.
In Fig. 1 we show the result of this, and the corresponding
uncertainty, for a representative selection of the CMS 8 TeV
inclusive jet [41] and dijet [29] data (with both the LC and
FC cases shown), and the fit is seen to work rather well. A
moderate but clear difference in trend is seen between the LC
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Fig. 1 The calculated NNLO to NLO K-factors, including the MC sta-
tistical errors, corresponding to a selection of the CMS 8 TeV inclusive
jet [41] and dijet [29] data, in the latter case at leading (LC) and full
(FC) colour in the NNLO calculation. Also shown is the 4-parameter fit

to the K-factors, following the treatment in [15]. The uncertainty band
is shown for illustration by summing in quadrature the 68% C.L. fit
uncertainties in each bin, i.e. omitting correlations. In the upper plots,
the blue (red) bands correspond to the LC (FC) fits

Fig. 2 The NLO, NNLO and aN3LO QCD K-factors corresponding to a selection of the CMS 8 TeV dijet [29] data. The aN3LO QCD K-factors
correspond to the default dijet fit described in Sect. 2.2, and the NNLO corrections to the LC result

and FC cases for the dijet distributions, as has been observed
already in [34]. For the inclusive jet data, we take as our
default renormalisation/factorisation scale μ = p j

⊥, how-
ever we will also consider μ = ĤT , defined as the scalar sum
of the transverse momentum of all partons in the event, see
[53]. In Fig. 2 we show the NLO, NNLO and aN3LO QCD K-
factors corresponding to a selection of the CMS 8 TeV dijet
[29] data, with the aN3LO QCD K-factors corresponding to
the default dijet fit described in Sect. 2.2. For concreteness
we take the LC NNLO predictions here. The K-factors are
determined as described in Section 7.1 of [5]. We can see

that the predicted behaviour at aN3LO displays good pertur-
bative convergence, in line with the lower order. Results for
the inclusive jet case were presented in Section 7.2. of [5],
and so are not repeated here, but are also found to display
similarly good perturbative convergence.

EW corrections are included as K-factors, and computed
as in [54]. These include O(ααs) and O(α2) and O(αα2

s )

weak radiative corrections, that is they account for the dom-
inant Sudakov logarithmic effect that becomes more signifi-
cant at larger jet p⊥ and dijet m j j . Photon-initiated produc-
tion is not included in these, but as discussed in [55] these are
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Fig. 3 The calculated EW K-factors, corresponding to a selection of the CMS 8 TeV inclusive jet [41] and dijet [29] data

negligible for jet production. The EW K-factors correspond-
ing to a representative selection of the CMS 8 TeV inclusive
jet [41] and dijet [29] data are shown in Fig. 3. We can see
that in one bin these are as large as ∼ 10−20% at larger
values of the kinematic variable, p j

⊥ or pav⊥ in this case, but
that for other rapidity bins they are significantly smaller. The
magnitude of the EW corrections is moderately larger for the
inclusive case, although not significantly so.

2.2 Fit quality

We now consider the fit quality, i.e. χ2 per number of points,
for global PDF fits including the jet and dijet data. As
described above, the baseline data set is in both cases the
same as MSHT20, but with the jet fit including 7 and 8 TeV
inclusive jet data from ATLAS and CMS [39–41,44], and
the dijet fit including instead the 7 and 8 TeV dijet data from
ATLAS and CMS [27–29]. The inclusive jet fit then excludes
the corresponding dijet data, and vice versa. For the sake of
comparison, we will also consider ‘no jets/dijets’ fits, which
exclude both of these data sets, although continue to include
the lower energy inclusive jet data from the LHC and Teva-
tron, again as described in the previous section. These provide
relatively limited constraints on PDFs.

In Table 1 we show the fit quality at both NNLO and
aN3LO for these cases, while in Table 2 we show results at
NLO. In all cases, unless otherwise stated, NLO EW correc-
tions are included for the jet and dijet data, with the treat-

ment of the other data sets being as in MSHT20 [1,55]. We
note that in the original MSHT20aN3LO study [5] the CMS
7 TeV inclusive jet data were taken with R = 0.5, rather
than R = 0.7 that we now take, and moreover NLO EW
corrections were omitted in the CMS 7 or 8 TeV inclusive
jet data. Therefore our inclusive jet case now corresponds to
the QCD only case of the recent aN3LO + QED study [6].
In Table 1 the fit qualities shown in bold are for data sets
that are included in the corresponding fit, while the remain-
der are the predicted fit qualities from the resulting PDF set.
In the aN3LO case, for the jet/dijet predictions we apply the
K-factors that are extracted from the corresponding fit with
these data included, given these are not well determined (or
determined at all in the dijet case) from the fit with these data
sets excluded.

Considering first the jet fits, we can see that the fit quality
to the jet data improves from 1.73 to 1.67, and then to 1.63
from NLO to NNLO and aN3LO, respectively. That is, the
fit quality improves with each order, as we would hope for.
This improvement from NNLO to aN3LO is not observed
in [5], with the inclusion of NLO EW corrections for the
CMS 7 and 8 TeV inclusive jet data sets and addition of the
ATLAS 8 TeV jet data altering the behaviour. In any case,
the improvement with each order is relatively mild, and even
at aN3LO the fit quality remains poor. We recall that for the
CMS 8 TeV jet data [41] we include statistical correlations
between bins; excluding these leads to a rather significant
improvement in the fit quality for this data set, by e.g. ∼ 0.4
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Table 1 χ2 breakdown per point for global fits at NNLO and aN3LO
including jet and dijet data, as described in the text. Data sets that are
fit are shown in bold, while χ2 comparisons for data sets not included

in the fit are not. The total number of points is 3891, 4543 and 4157 in
the no jet/dijet, jet and dijet fits, respectively

Npts NNLO aN3LO aN3LO (Knnlo)

No jets/dijets Jets Dijets No jets/dijets Jets Dijets Jets Dijets

ATLAS 7 TeV jets [39] 140 1.60 1.54 1.64 1.72 1.46 1.54 1.56 1.44

CMS 7 TeV jets [40] 158 1.39 1.29 1.54 1.51 1.32 1.34 1.33 1.10

ATLAS 8 TeV jets [44] 171 2.02 1.96 1.92 2.03 1.90 1.94 1.93 1.83

CMS 8 TeV jets [41] 174 1.80 1.83 1.85 1.86 1.80 1.74 1.90 2.06

Total (jets) 643 1.71 1.67 1.75 1.79 1.63 1.65 1.69 1.63

ATLAS 7 TeV dijets [27] 90 1.08 1.09 1.05 1.13 1.13 1.12 1.13 1.12

CMS 7 TeV dijets [28] 54 1.51 1.64 1.44 1.47 1.47 1.40 1.48 1.42

CMS 8 TeV dijets [29] 122 1.22 1.47 1.22 1.06 1.01 0.86 0.90 0.98

Total (dijets) 266 1.23 1.38 1.21 1.19 1.14 1.06 1.10 1.12

CMS 2.76 TeV jets [56] 81 1.28 1.25 1.32 1.34 1.37 1.32 1.33 1.42

ATLAS 8 TeV Z pT [35] 104 1.75 1.87 1.66 0.99 1.04 1.05 1.37 1.24

Differential t t [57–60] 54 1.23 1.10 1.26 1.11 1.06 1.09 1.06 1.17

Total - 1.15 1.22 1.15 1.09 1.17 1.09 1.19 1.11

Table 2 χ2 breakdown per
point for global fits at NLO
including jet and dijet data, as
described in the text. Data sets
that are fit are shown in bold,
while χ2 comparisons for data
sets not included in the fit are
not. The total number of points
is 4534 and 4157 in the jet and
dijet fits, respectively

Npts NLO

Jets Dijets

ATLAS 7 TeV jets [39] 140 1.60 1.83

CMS 7 TeV jets [40] 158 1.37 1.81

ATLAS 8 TeV jets [44] 171 2.25 2.34

CMS 8 TeV jets [41] 174 1.66 1.92

Total (jets) 643 1.73 1.98

ATLAS 7 TeV dijets [27] 90 1.51 1.12

CMS 7 TeV dijets [28] 54 2.24 1.70

CMS 8 TeV dijets [29] 122 7.84 5.27

Total (dijets) 266 4.56 3.14

Total – 1.35 1.42

per point at NNLO. For the ATLAS jet data, we find that the
impact of the default correlations of the systematic errors is
not negligible but relatively mild: at NNLO, the fit quality
to the 7 (8) TeV data deteriorates by 0.2 (0.1) per point if
these are used. The former result was already observed in [1].
Also shown in the table is the result of a the aN3LO fit but
with NNLO K-factors applied for the five classes of data sets
described in [5] (namely all hadronic processes and dimuon
production in semi-exclusive DIS). We can see that in this
case the description of the jet data sets in fact deteriorates
mildly with respect to the NNLO cases. It is therefore not the
case that a more precise aN3LO treatment of DIS data and
DGLAP evolution alleviates some degree of tension with the
inclusive jet data, as was also observed in [5]. The inclusion
of the aN3LO K-factors does provide sufficient freedom to

give a net improvement in fit quality to jet data, but only a
mild one.

In the dijet fits we again see an improvement in the fit
quality with increasing perturbative order, from 3.14 to 1.21
and 1.06 at NLO, NNLO and aN3LO, respectively. How-
ever here the improvement is clearly more significant, with
both the NNLO and aN3LO fits being rather good. Again we
observe the aN3LO dijets fit with the NNLO K-factors has a
very slightly worse fit quality relative to the full aN3LO fit,
though in the dijet case, still improved relative to the NNLO
fit, indicating a preference for the known aN3LO information
included in the fit. For the CMS 8 TeV dijet data, we find that
reverting to the correlated systematic errors provided on the
Hepdata repository, i.e. with apparently incorrect signs, gives
a relatively small impact on the fit quality, with a deteriora-
tion of 0.02 per point at NNLO. We note that the combination
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of the relatively significant size of the 7 and 8 TeV inclusive
jet data set with respect to the global data set (about 15%
in terms of the number of data points) and the significantly
worse fit in this case results in the global fit quality at NNLO
(aN3LO) being significantly improved in the dijet fit in com-
parisons to the jet fit, by 0.07 (0.08) per point.

At NNLO, if the K-factor points along with their quoted
uncorrelated bin-by-bin statistical errors are used instead of
the smooth fitting procedure described in the previous sec-
tion, we find that the inclusive jet fit quality improves by
∼ 0.2 per point. Such an improvement is not entirely surpris-
ing: the inclusive jet data are to a large extent dominated by
systematic experimental errors (and their correlations) rather
than statistical errors, and hence the fit quality is driven by the
extent to which the theory can match these precise data. When
the fit quality is relatively poor, including an additional source
of uncorrelated uncertainty can therefore wash this out some-
what, even if the underlying K-factors are scattered by these
errors, and lead to a better fit quality; effectively, the statisti-
cal errors on the data are being increased. Indeed, at NNLO
and aN3LO in the dijet case, where the fit quality is good, the
difference between using the direct K-factor points and the fit
is in general marginal. The one exception to this is when FC
corrections are used for the CMS 8 TeV dijet data (discussed
further below), for which the fit quality in fact deteriorates
by 0.1 (0.05) per point at NNLO (aN3LO) relative to the K-
factor fit we use by default. Looking at Fig. 1 there is perhaps
some evidence that the scatter in the K-factors is somewhat
larger than the quoted MC uncertainties, which may be driv-
ing this effect. Of course, the need to perform smooth fits to
bin-by-bin K-factors is eliminated once interpolation tables
directly at the desired order are provided, e.g. at NNLO once
NNLOJET [61,62] results become available in such a format
rather than via K-factors.

Given these findings, we would therefore argue that fitting
the K-factors as smooth functions and including associated
uncertainties gives a clearer picture of the overall impact of
such higher-order QCD corrections, when these are made
available in this way. However, we find that the principle
results, namely that the dijet fit quality is better, as well as
the impact of EW corrections and the scale choice discussed
further below, remain consistent irrespective of the treatment
of the K-factors.

The improvement from NLO to NNLO in the dijet fit is
particularly dramatic, and we can see is driven by the descrip-
tion of the most constraining CMS 8 TeV dijet data, which
at NLO is 5.27 per point, i.e. very poor indeed. At NNLO
(aN3LO) on the other hand, this improves to 1.22 (0.86).
Such a level of improvement from NLO to NNLO is not
without precedent; in the MSHT20 analysis [1], for exam-
ple, the description of the ATLAS high precision W, Z data
at 7 TeV [63] is 5.0 per point at NLO and 1.91 at NNLO. The
latter admittedly remains a relatively poor fit, but the impos-

sibility for purely NLO QCD to give anything other than
an extremely poor description of such high precision data is
clear. Indeed, in [5] the fit quality is found to improve again to
1.55 per point at aN3LO, with predicted K-factors that qual-
itatively follow theoretical expectations [64]. We therefore
view this improvement in the dijet case as again indicative of
the failure of a NLO QCD analysis to match the increasing
high precision and multi-differential data from the LHC, in
this case the triple-differential CMS 8 TeV dijet data.

To understand this further, in Fig. 4 we show the the-
ory/data for a selection of the CMS 8 TeV dijet data, at the dif-
ferent perturbative orders. In the upper plots we show results
before shifting by the correlated systematic errors, and while
there is perhaps some hint that the NLO description will not
be good (e.g. in the higher p⊥ region) this is not completely
clear. In the PDF fit the impact of the correlated systematics is
incorporated via experimental nuisance parameters, one per
correlated systematic, which are then allowed to be shifted in
the PDF fit1 with an appropriate χ2 penalty, as is standard,
see e.g. Section 4.2.1 of [65]. On the other hand, after the
PDF fit, once we shift by the correlated systematic errors, as
shown in the lower plot, we can clearly see that NLO theory
cannot describe the shape of the corresponding distributions.
It is therefore only after accounting for the systematic errors,
and their appropriate correlations, that the poor fit quality in
the NLO case becomes clear, and this is not completely evi-
dent by simply looking at data/theory comparisons by eye.
We note that the mismatch of the shape when comparing data
to theory at NLO in the left of Fig. 4 is roughly opposite to,
and hence corrected by, the NNLO correction to the K-factor
in Fig. 2, with the latter increasing with p⊥.

Turning now to the description of data not in the individual
fits, at NNLO we find that the description of the jet/dijet data
not included in the fit is ∼ 50 points worse in both cases in
comparison to the case where these are fit; the prediction of
the jet data from the dijet fit is 0.08 per point worse, and the
prediction of the dijet data from the jet fit is 0.17 per point
worse. This indicates some degree of tension between the
pulls of the two sets, even if it is not necessarily dramatic.
At aN3LO on the other hand, the difference is significantly
reduced, with the description of the jet/dijet data not included
in the fit being ∼ 15 points worse in both cases. Therefore,
although the description of the jet data remains relatively
poor at this order, the degree of tension between the jet and
dijet data is reduced. If only NNLO K-factors are used the
description of the jet data in the dijet fit is ∼ 40 worse, which
might indicate a larger degree of tension in this case. On the
other hand, the description of the dijet data by the jet fit is
∼ 8 worse, i.e. less than in the full aN3LO jets fit, so the
picture is somewhat mixed.

1 The same occurs implicitly if a covariance matrix is used instead of
nuisance parameters.
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Fig. 4 Theory/Data comparison for a selection of the CMS 8 TeV dijet
[29] data, at different perturbative orders. The upper (lower) plots cor-
respond to the result before (after) shifting by the correlated systematic

errors. The black error bands are the purely statistical errors, while,
the grey bands in the upper plot correspond to the statistical and total
systematic error added in quadrature, shown for illustration

It it also instructive to consider the fit quality to other
LHC data sets that are known to be particularly sensitive to
the high x gluon, namely the ATLAS 8 TeV Z pT [35] data
and the range of differential top quark pair production data
from ATLAS and CMS [57–60] that are included in the base-
line MSHT20 fit. The fit qualities of these datasets are also
shown in Table 1. At NNLO, we can see that the description
of the Z pT data improves from 1.87 to 1.66 per point, i.e.
∼ 22 points in total, when the dijet rather than jet data are fit.
This therefore indicates that some degree of the tension that
is known to exist between the inclusive jet and Z pT data (e.g.
observed in [1,17]) is reduced when the dijet data are instead
considered. The fit quality for the differential top data on the
other hand is somewhat worse in the dijet fit, by 0.16 per
point, indicating that these data are in somewhat larger ten-
sion with the dijet data than the inclusive jets. At aN3LO, on
the other hand, the fit quality for the Z pT improves dramati-
cally, as observed in [5]; it is close to 1 per point irrespective
of whether the jet or dijet data are fit. This will be exam-
ined in more detail in Sect. 3. Similarly, any difference in the
differential top data is reduced. This is indicative of the fact
that the aN3LO tends to reduce such tensions in comparison
to the NNLO case. If NNLO K-factors are used, we can see
that the description of the Z pT data remains significantly
improved with respect to NNLO, in both the case of the jet fit
(again as observed in [5]) and the dijet fit. However, there is

further room for improvement here, and we can see that for
the dijet fit the description of the Z pT data is 0.13 per point
lower. The description of the differential top data is 0.11 per
point worse, on the other hand. Therefore, the degree of ten-
sion is reduced purely by including aN3LO theory (absent
the K-factors), but remains present between the Z pT data
and the inclusive jets, and the differential top data and the
dijets.

We next consider in Table 3 the impact of the scale choice
in the jet fits at different perturbative orders. Namely, we con-
sider changing from our default renormalisation/factorisation
scale μ = p j

⊥, to μ = ĤT , defined as the scalar sum of the
transverse momentum of all partons in the event, see [53].
For the CMS 7 TeV data, NNLO K-factors are only available
for the p⊥ binning of the earlier analysis [28], i.e. not for
the lower p⊥ bins, rather than the updated analysis [41]. In
particular, these are only available for p j

⊥ > 114 GeV, rather

than the lower value of p j
⊥ > 56 GeV corresponding to the

later analysis. We therefore impose this higher p j
⊥ cut for

the μ = ĤT case and, to maintain a direct comparison, the
μ = p j

⊥ case presented in Table 3, although not elsewhere.
It is argued in [53] that μ = ĤT is a more perturbatively
stable scale choice than μ = p j

⊥, and indeed we can see that
at NLO the fit quality is somewhat better for this choice, by
0.08 per point, i.e. ∼ 50 points in χ2. However, at NNLO
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Table 3 χ2 breakdown per point for global fits at NLO, NNLO and
aN3LO including jet data, with two choices of jet scale. For the CMS
7 TeV data, NNLO K-factors for μ = HT are only available for the

more limited jet p⊥ region as in the earlier analysis [28], and hence a
p j
⊥ > 114 GeV is imposed here, and for a direct comparison in the

μ = p j
⊥ case in this table (but not elsewhere)

Npts NLO NNLO aN3LO

μ = p j
⊥ μ = HT μ = p j

⊥ μ = HT μ = p j
⊥ μ = HT

ATLAS 7 TeV jets [39] 140 1.62 1.42 1.55 1.35 1.45 1.31

CMS 7 TeV jets [40] 118 1.00 1.07 1.02 1.24 1.00 1.09

ATLAS 8 TeV jets [44] 171 2.21 1.84 1.94 1.87 1.88 1.73

CMS 8 TeV jets [41] 174 1.65 1.88 1.83 1.95 1.80 2.06

Total (jets) 603 1.68 1.60 1.64 1.65 1.58 1.60

Total 4494 1.33 1.32 1.20 1.20 1.15 1.15

Table 4 χ2 breakdown per point for global fits at NNLO and aN3LO including jet data, with and without EW corrections included

Npts NNLO aN3LO

Default No EW Default No EW

ATLAS 7 TeV jets [39] 140 1.54 1.48 1.46 1.45

CMS 7 TeV jets [40] 158 1.29 1.24 1.32 1.31

ATLAS 8 TeV jets [44] 171 1.96 2.01 1.90 1.92

CMS 8 TeV jets [41] 174 1.83 1.52 1.80 1.60

Total (jets) 643 1.67 1.57 1.63 1.59

Total 4534 1.22 1.20 1.17 1.17

Table 5 χ2 breakdown per point for global fits at NNLO and aN3LO including dijet data, with and without EW corrections included

Npts NNLO aN3LO

Default No EW Default No EW

ATLAS 7 TeV dijets [27] 90 1.05 1.33 1.12 1.44

CMS 7 TeV dijets [28] 54 1.44 1.59 1.40 1.56

CMS 8 TeV dijets [29] 122 1.22 1.44 0.86 1.06

Total (dijets) 266 1.21 1.43 1.06 1.29

Total 4157 1.15 1.16 1.09 1.11

and aN3LO the difference is marginal, with the μ = ĤT

scale giving a slightly worse fit quality. In terms of the trend
with increasing perturbative order we can see that while this
improves order-by-order for μ = p j

⊥ (albeit to a relatively
poor fit quality even at aN3LO), for μ = ĤT no clear trend of
this sort is observed. Therefore, at NNLO and beyond there

is no clear preference in terms of the fit quality between the
two scale choices.

In Tables 4 and 5 we show the impact of excluding NLO
EW corrections at both NNLO and aN3LO in QCD, and for
both the jet and dijet fits, respectively. In the dijet case, we can
see that the fit quality with the EW corrections is improved
by ∼ 0.22−0.23 per point relative to the case without, i.e.

Table 6 χ2 breakdown per point for CMS 8 TeV dijet data [29] at NNLO, aN3LO and aN3LO (with NNLO K-factors) with leading (LC) and full
colour (FC) corrections included at NNLO

Npts NNLO aN3LO aN3LO (Knnlo)

LC FC LC FC LC FC

CMS 8 TeV dijets [29] 122 1.22 1.29 0.86 0.84 0.98 1.00
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Fig. 5 The gluon PDF resulting from the jet and dijet fits, with respect
to the no jets/dijets case. The left (right) plot corresponds to the NNLO
(aN3LO) case. The top plots show the PDF ratio, including the 68%

C.L. PDF errors, while the bottom plots show the symmetrised errors.
Also shown in both top plots are jet and dijet cases at aN3LO, but with
NNLO K-factors

by ∼ 60 points in χ2, at both NNLO and aN3LO orders. The
inclusion of EW corrections is therefore relatively significant
in achieving an overall very good fit quality in both cases.
However, in the jet case we can see that the fit quality at both
orders in QCD actually deteriorates upon the inclusion of EW
corrections, by 0.1 per point at NNLO and somewhat less
(0.04 per point) at aN3LO. The reason for this deterioration
is unclear, but given these EW corrections should certainly
be included we would in general expect them to improve the
fit quality. Given this, this observation is arguably a further
indication of an underlying issue in the fit to the inclusive
jet data. We note that if NLO EW corrections are excluded,
then the fit quality to the jet data indeed gets mildly worse at
aN3LO in comparison to NNLO, consistent with the differing
trend observed in [5] and discussed above.

Next, in Table 6 we examine the impact of including FC
corrections at NNLO in case of the CMS 8 TeV dijet data [29].
We can see that this in fact leads to some moderate deteriora-
tion in the fit quality at NNLO, by 0.07 per point. This is not
in general what we would expect, given these FC corrections
should be included in the theoretical prediction. However, the
deterioration corresponds to less than 1σ ∼ 0.13 per point for
this data set, so is of relatively limited statistical significance.
Moreover, at aN3LO the difference is very mild, with the fit
quality in the FC case in fact being slightly better. At aN3LO

we utilise fitted K-factors for different process categories, as
described in Section 7 of [5], to incorporate the uncertainty
from the missing higher order corrections for hadronic pro-
cesses at N3LO into the PDF fit. These are allowed to be con-
strained and fit by the data as for other theoretical nuisance
parameters, see [5] for more details. Interestingly, if NNLO
K-factors are used (i.e. we set the aN3LO fitted K-factors for
dijets to zero so they reduce to the known NNLO results),
the difference is also rather less than at NNLO, although in
this case the FC fit quality is slightly worse than the LC.
This therefore indicates that difference between the NNLO
and aN3LO fits is not entirely driven by the freedom one has
in the approximate N3LO K-factors to absorb in a large part
differences between FC and LC results and NNLO; while the
aN3LO K-factor will be constructed from a different NNLO
K-factor in the FC case, there remains a freedom in the corre-
sponding nuisance parameters at this order, see [5]. However
this does play some role, with the aN3LO K-factor giving an
improvement of 0.04 per point in comparison to the NNLO
K-factor, i.e. aN3LO (Knnlo), case. In other words going from
the FC fit quality being 0.02 per point better in the full aN3LO
fit to 0.02 worse when the K-factors are fixed.

We find that taking the FC result does not change any of the
relevant conclusions above: that is, the fit quality in the dijet
case remains significantly better at NNLO and aN3LO, with
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Fig. 6 The impact of excluding EW corrections and taking μ = HT on the gluon PDF resulting from the jet NNLO fits, with respect to the default
(μ = p j

⊥, with EW corrections) fit. The 68% C.L. PDF errors are shown for the baseline fit only
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Fig. 7 The impact of including full colour (FC) corrections at NNLO for the CMS 8 TeV dijet data [29] in the dijet fits at NNLO and aN3LO in
QCD, with respect to the default fit to both data sets. The 68% C.L. PDF errors are shown for the baseline and LC fits only

Fig. 8 The impact of including only the ATLAS or CMS data on the gluon PDF in the jet and dijet fits at NNLO and aN3LO in QCD, with respect
to the default fit to both data sets. The 68% C.L. PDF errors are shown for the baseline fit only
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a moderate improvement seen between these orders, while
the impact of EW corrections remains that of improving the
fit quality. We also note that there is some change in the fit
quality to other data sets in the fit when a refit is performed
with FC corrections included instead of LC, although this is
rather small; the total improvement in χ2 upon refitting at
NNLO is ∼ 4 points, with ∼ 3 of this being in the CMS
8 TeV dijet data. However we recall that FC corrections are
not available for and thus also not included for any of the other
jet data sets, and so it is difficult to draw firm conclusions
here.

We finish this section by commenting on the results of the
earlier study in the NNPDF fit [24], where largely the same 7
and 8 TeV jet and dijet data sets were fit at up to NNLO order
in QCD. In terms of the inclusive jet fits, a completely direct
comparison is not in all cases possible, as the baseline fit
there only includes one rapidity bin in the ATLAS 7 TeV jet
data [39], while for the CMS 7 TeV data the older analysis
of [28] is used rather than the update [40] that we take by
default, and for the CMS 8 TeV data statistical correlations
are not included. Nonetheless, in terms of the overall trends
we can observe some consistency but also some differences.
In particular, the fit quality to the ATLAS jet data is relatively
poor, similar to here for the 7 TeV and in fact rather worse
at 8 TeV (although in the later NNPDF4.0 analysis [2] this
is significantly lower), while the fit quality to the CMS data
is better, but consistent with what we find when we cut out
the lower p⊥ bins of the 7 TeV data and do not account for
statistical correlations in the 8 TeV data. Although a fit to
both 7 and 8 TeV data sets at NLO is not performed, when
fit individually it is found in the NNPDF analysis that the
fit quality to the inclusive jet data deteriorates from NLO
to NNLO. This is not observed in this study, but given the
various differences in the manner in which the inclusive jet
data are treated and lack of a like-for-like comparison fit to
both 7 and 8 TeV data, there are many potential reasons for
this. The fit quality upon the inclusion of EW corrections is
on the other found broadly to deteriorate, as we find.

For the dijet data, the fit quality to the CMS 8 TeV dijets
[29] is in fact rather worse in [24] than what is found here,
being 1.58 per point in the default fit, in comparison to 1.22.
The reason for this is not straightforward to determine, but
is most likely due to the underlying differences between the
MSHT and NNPDF fits, and most importantly the other data
sets that are included in the fit, and the treatment of them.
The fit quality at NLO is also found to be very poor (3.69 per
point in a fit to 8 TeV dijet data) and to improve significantly
upon the inclusion of NNLO theory. On the other hand, the
fit quality is found to deteriorate upon the inclusion of EW
corrections, contrary to our result here. Therefore, our results
indeed display some similarities with the study of [24], but
also some differences. This highlights that the interpretation
of a given set of data cannot always be evaluated in isolation,

but is rather tied up with the other data in the PDF analysis
and the manner in which these are treated, as well as other
methodological differences. As an example, the treatment of
the ATLAS 8 TeV Z pT [35] data, which impact on the gluon
PDF in a similar (large) x region, is rather different between
the NNPDF and MSHT analyses, with NNPDF including
somewhat less data and treating the uncertainties slightly
differently, see Sect. 3 for a detailed discussion.

In conclusion, we observe that the fit quality to the dijet
data is greatly improved with respect to the inclusive jet case
at NNLO, and that this remains true at aN3LO, where the
fit quality to the inclusive jets remains relatively poor. This
conclusion is unaffected if we take μ = HT rather than
μ = p j

⊥ for the renormalisation/factorisation scale in the
inclusive jet theory, while the impact of FC corrections in the
triple differential data is mild but not negligible. Moreover,
we find that the fit quality to the inclusive jet data becomes
worse when we include NLO EW corrections, in contrast to
the dijet case, where we see an improvement, as we would
in general expect. The underlying issue that is present in
achieving a good fit to the jet data when binned inclusively
is therefore not present in the dijet measurements, including
the triple differential and highly constraining CMS 8 TeV
data. This indicates that it may be preferable to include dijet
rather than inclusive jet data in the fit, when both options are
available. However when and if the full correlations between
the two data sets become available, this conclusion will need
to be reassessed.

2.3 Impact on PDFs

We next consider the impact of the fits described in the pre-
vious section on the PDFs. We begin in Fig. 5 with the gluon
PDF, as we expect jet and dijet data to have the largest impact
in this case, in particular at high x .We can see from the top left
plot that at NNLO, while they are consistent within errors, the
jet and dijet data have somewhat different pulls on the gluon,
with the dijet data preferring a somewhat larger gluon. This
is consistent with the reasonable degree of tension observed
in the two fits in Table 1, as well as with the fact that the
dijet fit give a rather better description of the ATLAS Z pT
data [35], which is found to prefer a larger high x gluon in the
MSHT20 fit [1,17,18]. At aN3LO, on the other hand, the pull
on the gluon is more consistent, which is again as expected
from the smaller degree of tension observed between the two
fits in Table 1.

To investigate this further, we also show in Fig. 5 (right) the
impact on the gluon at aN3LO, but with NNLO K-factors.
In this case the jet and dijet results show larger deviations
at high x . Indeed, in the left plot we also include the same
Knnlo curves for comparison, and the difference between the
jet and dijet case with NNLO K-factors is more similar to
that at NNLO. For the jet fit, the majority of the change in
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Fig. 9 The quark PDFs resulting from the jet and dijet fits, with respect to the no jet case, with 68% C.L. PDF errors given. The left (right) plots
show the NNLO (aN3LO) fits
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Table 7 Fit qualities, i.e. χ2/Npts, for NNLO and aN3LO MSHT PDF fits varying the pllT cut applied for the ATLAS 8 TeV ZpT data

Fit order pllT minimum cut (GeV) pllT maximum cut (GeV)

Default (30) 45 55 65 75 85 105 150

NNLO 1.87 1.73 1.72 1.47 1.45 1.47 1.24 1.91

aN3LO 1.04 0.97 1.03 0.86 0.88 0.71 0.83 1.08

Npts 104 88 77 66 55 44 33 82

going to aN3LO can be seen to come from the other aN3LO
information in the fit, as in the right figure we can see that the
full aN3LO and Knnlo results are very similar. For the dijet fit,
the trend is different, and the inclusion of aN3LO K-factors
does have some impact on the gluon. Overall, while we can
see in the left figure that the aN3LO (with NNLO K-factor)
curves are somewhat closer than the pure NNLO case, the
impact of including aN3LO K-factors is more significant,
bringing the jet and dijet gluons into closer agreement. Thus,
to a large extent the reduction in the (mild) tension between
the jet and dijet fits with respect to the high x gluon at aN3LO
is due to the freedom allowed by the parameterised K-factors
at this order, and results in a gluon in the dijet fit that lies
closer to the jet case.

In terms of the PDF uncertainties, shown in the lower
plots after symmetrising, a clear but moderate reduction with
respect to the no jets/dijets fit is observed. This reduction is
comparable between the jet and dijet fits, but overall the dijet
fits give a larger reduction, at both orders. While this relative
improvement is quite small, it is worth noting that in terms
of the bare number of data points, the dijet data are over a
factor of 2 less. Indeed, most of the constraint comes from
the CMS 8 TeV dijet data, which has a factor of ∼ 5 less
data points. Although such a measure only provides a rough
guide, it is clearly notable that even given this the reduction
of the gluon PDF uncertainty is slightly greater for the dijet
fit; for a larger data set we may expect further improvements.

In Fig. 6 we show the impact of excluding NLO EW cor-
rections and separately of using μ = HT rather than μ = p j

⊥
for the renormalisation/factorisation scale in the inclusive jet
case, corresponding to a subset of the fits in Tables 3, 4 and
5. We can see that the effects are small and always within
the PDF uncertainties, but not entirely negligible, such that
the central values can approach close to the edge of the PDF
uncertainty band of the baseline fit in some regions. There is
no particular trend for a reduced impact at aN3LO.

In Fig. 7 we show the impact of including FC corrections
at NNLO to the CMS 8 TeV dijet data, in the dijet fits at
NNLO and aN3LO. The impact is mild and well within PDF
uncertainties, though not entirely negligible at high enough
x .

In Fig. 8 we show the impact of only fitting the ATLAS or
CMS jet/dijet data, to examine any difference in pull between

these. In the left plots the results of the jet fits are shown, and
we can see that the ATLAS and CMS data do indeed show
some difference in pulls on the higher x gluon (a similar
effect was observed in [15] at NNLO), indicating a degree
of tension. This remains true at aN3LO, as see in the bottom
left plot. In the right plots the corresponding dijet cases are
shown, and here we can see that the ATLAS and CMS data
tend to pull in a more similar direction, indicating less of a
degree of tension. Overall, the CMS curve follows the base-
line (ATLAS + CMS) curve very closely, due to the fact that
the 8 TeV triple differential CMS data are driving the fit in
this case.

Finally, in Fig. 9 we show the impact on the quark flavour
decomposition, at both NNLO (left figures) and aN3LO (right
figures). Overall, the impact on these PDFs is indeed less
than in the gluon case at high x . However, interestingly at
NNLO the dijet fit leads to some rearrangement of the quark
flavour decomposition at intermediate x . The down quark and
antiquark are particularly affected, and indeed have rather
smaller uncertainties. The reason for this is not obvious, but
appears to be simply due to the fact that the location of the
global PDF minimum in the dijet case is such that the down
type quarks are rather better constrained. At aN3LO, on the
other hand, this effect is rather smaller, although the uncer-
tainty on the d remains somewhat smaller in comparison to
the jet, and no jet/dijet, cases. We note that the aN3LO with
NNLO K-factors gives rather similar results in comparison
to the full aN3LO fit, and hence are not shown.

3 ATLAS 8 TeV Z pT data at NNLO and aN3LO

3.1 Data and theory

A further source of constraints on the high x gluon in the
MSHT20 NNLO [1] and aN3LO [5] PDFs is the ATLAS
8 TeV measurement of the dilepton transverse momentum
distribution [35], which we refer to for brevity as the Z pT
data set, although it extends beyond the peak region. Dif-
ferent groups have reported slightly different impacts of this
data [2,3], though different amounts of data are included.
In the MSHT20 NNLO and aN3LO PDF fits we choose
to fit the maximum amount of data possible for this data
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Table 8 �χ2 for the NNLO
and aN3LO MSHT PDF fits
upon removal of the ATLAS
8 TeV Z pT data, negative
indicates fit quality
improvement upon its removal.
This is only a selection of the
data sets in the global fit, with
those omitted which
demonstrate little change

Data set Npts �χ2 relative to baseline

NNLO aN3LO

NMC μd F2 [67] 123 −4.2 −1.3

NuTeV νN F2 [68] 53 −1.8 −0.7

E866/NuSea pd/pp DY [69] 15 −1.3 −0.3

CCFR νN → μμX [70] 86 −2.3 +0.4

NuTeV νN → μμX [70] 84 −2.2 −0.9

HERA e− p CC [71] 42 −1.6 −0.0

HERA e− p NC 460 GeV [71] 209 −1.7 +0.6

HERA e+ p NC 920 GeV [71] 402 −4.1 +2.2

HERA e− p NC 575 GeV [71] 259 −2.3 +0.0

HERA e− p NC 920 GeV [71] 159 −1.2 +1.1

DØ II W → νμ asym. [72] 10 −1.5 −0.4

LHCb Z → e+e− [73] 9 +0.9 +0.5

LHCb W asym. pT > 20 GeV [74] 10 +1.2 +0.4

ATLAS high-mass Drell–Yan [75] 13 +0.9 +0.5

LHCb 8TeV Z → ee [76] 17 +1.3 +0.3

ATLAS 7 TeV jets [39] 140 −3.4 −0.6

CMS 7 TeV W + c [77] 10 +1.4 −3.3

ATLAS 7 TeV high prec. W, Z [78] 61 −8.4 −3.9

CMS 7 TeV jets [40] 158 −0.8 −0.5

DØ W asym. [79] 14 −2.4 −1.2

CMS 8 TeV jets [41] 174 +0.4 −1.4

ATLAS 8 TeV sing. diff. t t̄ [80] 25 +3.5 +1.8

ATLAS 8 TeV W + jets [81] 30 +1.2 −1.1

CMS 8 TeV double diff. t t̄ [82] 15 −1.4 −1.3

ATLAS 8 TeV W [83] 22 −4.1 −1.3

CMS 2.76 TeV jet [84] 81 +0.1 −1.5

CMS 8 TeV sing. diff. t t̄ [85] 9 −2.0 −0.7

ATLAS 8 TeV double diff. Z [86] 59 −5.5 −4.3

ATLAS 8 TeV jets [44] 171 −6.4 −4.3

Total 4430 −35.9 −22.0

set and include the absolute cross sections. Therefore we
include the data double-differential in the lepton pair trans-
verse momentum, pllT , and rapidity, yll , in the Z peak mass
bin ([66,116] GeV). For all other mass bins we take the
available single differential distributions in pllT . We include
a pllT > 30 GeV cut in order to exclude the region influenced
by transverse momentum resummation and non-perturbative
corrections. Finally, no maximum pllT cut is applied as elec-
troweak corrections (which are relevant here) are included
as provided in [25]. We therefore include a total of 104 data
points, more than included by default by other global fitting
groups. Our theory predictions are calculated using MCFM
[66] with APPLgrid at NLO [50] with NNLO K-factors
determined from NNLOJET [61,62] and using the factori-
sation scale as the transverse mass of the vector boson, as
is standard. Further details are given in [1] and in the next

Table 9 Fit qualities, i.e. χ2/Npts, for NNLO and aN3LO MSHT PDF
fits, varying the data cut to match the NNPDF included data (NNPDF-
like) or to approximate the CT included data (CT-like)

Fit order MSHT default NNPDF-like CT-like

NNLO 1.87 1.80 1.79

aN3LO 1.04 1.02 0.87

Npts 104 92 48

section. For the baseline data set we choose, for simplicity
and ease of comparison with earlier studies, to fit to the same
inclusive jet data described in the previous sections. How-
ever, we may expect broadly similar conclusions if instead
the dijet baseline data set were fit.
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Table 10 Fit qualities, i.e. χ2/Npts, for in turn our default NNLO fit,
an NNLO fit with fitted aN3LO K-factors used, an aN3LO fit with the
NNLO K-factors used and finally our default aN3LO fit. The fit qualities
of the ATLAS 8 TeV ZpT data and the total global fit are shown

χ2/Npts NNLO NNLO +
aN3LO
K-factors free

aN3LO
(NNLO K-
factors)

aN3LO

ATLAS 8 TeV ZpT 1.87 1.41 1.37 1.04

Total 1.22 1.19 1.19 1.17

3.2 Fit quality

It was noted in [5] and earlier in Sect. 2.2 (see Table 1) that
there was a significant improvement in the fit quality of this
ATLAS 8 TeV Z pT data at aN3LO relative to NNLO, with
the latter quite poorly fit whilst the former was able to fit
these data without issues. This suggested a clear preference in
this precision data for aN3LO QCD corrections to the PDFs.
The significant improvement at aN3LO relative to NNLO
was also observed to be largely independent of the choice of
inclusive jet or dijet data in the fit and therefore unconnected
to potential tensions between these data sets. Nonetheless, it
was noted in Sect. 2.2 that in absolute terms the fit quality
of the Z pT data set was notably better in the dijet fit at
NNLO, indicating greater tension between the Z pT and
inclusive jet data than the dijet data, also observed in the pulls
in Fig. 5 (upper left). This difference is absent at aN3LO. In
this section, we therefore investigate these ATLAS 8 TeV
Z pT data further in the context of the updated NNLO and
aN3LO baseline PDFs used in this paper with the addition of
the ATLAS 8 TeV inclusive jet data relative to our MSHT20
[1] baseline.

Table 7 provides the fit qualities in terms of the χ2 per
datapoint at NNLO and aN3LO for these data, first in our
default setup with a pllT cut removing the resummation region
below 30 GeV. The fit qualities of 1.87 and 1.04 for the
NNLO and aN3LO fits respectively follow the pattern pre-
viously noted of a poor fit quality at NNLO being signifi-
cantly ameliorated at aN3LO. In order to investigate whether
this improvement at aN3LO is associated with a particular
part of the pllT spectrum, and thereby assess any potential
limitations of the NNLO fit to this data, we systematically
increase the pllT minimum cut incrementally and analyse the
fit quality of these data at each order. Table 7 shows a grad-
ual improvement of the fit quality of the NNLO fit from 1.87
(default pllT > 30 GeV) to 1.24 (for pllT > 105 GeV). By
way of comparison there is also a small improvement in the
fit quality of the aN3LO fit from 1.04 to 0.83 over the same
range. Nonetheless the fit quality at NNLO remains poor and
is always considerably worse than at aN3LO. There is there-
fore no clear evidence of issues associated with any particular

part of the pllT spectrum at NNLO. In particular the fit remains
comparatively poor even with quite high values of pllT cut.
Thus, there is no evidence that sensitivity to resummation or
other effects at low pllT higher than our default pllT > 30 GeV
cut is responsible for the poor fit quality at NNLO. In addi-
tion, the final column of Table 7 shows the effect of imposing
a maximum pllT < 150 GeV cut, which removes the larger
pllT region where there is sensitivity to electroweak correc-
tions (though these are included for these data). A poor fit
quality of 1.91 remains at NNLO, and is again significantly
improved to 1.08 at aN3LO, indicating sensitivity to elec-
troweak or other effects in the high pllT region are also not
responsible for the poor fit quality at NNLO.

There is also evidence of reduced tension of the Z pT data
with other data sets in the global fit at aN3LO in compari-
son with those at NNLO. The rest of the global fit data at
NNLO changes by �χ2 = −35.9 upon the removal of the
ATLAS 8 TeV Z pT data.2 This reflects the tensions of these
data at NNLO with a range of other data sets, as shown fur-
ther in Table 16 of [1]. In contrast the corresponding change
at aN3LO of the remainder of the data once the ATLAS
8 TeV Z pT is removed is �χ2 = −22.0, demonstrating
a reduced sensitivity to the presence of this data at aN3LO
and indicative of reduced tensions between it and other data
in the aN3LO fit. Table 8 demonstrates how this improve-
ment is spread across a selection of data sets in the global fit.
The data sets showing the greatest absolute improvements
in χ2 once the ATLAS 8 TeV Z pT data are removed in
the NNLO fit are the NMC deuteron data, the HERA e + p
NC 920 GeV data, the ATLAS 7 TeV inclusive jets data,
the ATLAS 7 TeV precision W, Z data, the ATLAS 8 TeV Z
data and the ATLAS 8 TeV inclusive jets data. These all show
reduced �χ2 improvements, or in some cases no improve-
ment, upon removal of the Z pT data at aN3LO. Similar
reduced tensions were also noted in [18], for example see
Fig. 17. Consistency is observed with the trends seen there
with the NMC deuteron, HERA e+ p NC 920 GeV data and
the ATLAS 7 TeV inclusive jets data being amongst those
shown to oppose the ATLAS 8 TeV Z pT pull on the gluon.
We therefore observe the improvement in the fits, though
often mild, of several of the inclusive jet data sets when the
Z pT data are removed, the same is true to a lesser extent
for some of the t t̄ data sets, indicating some tension between
these data sets and the ATLAS 8 TeV Z pT data.

In addition to comparing the different fit qualities with and
without the ATLAS 8 TeV Z pT data set, or with differing
minimum and maximum pllT cuts applied, we can also com-
pare the treatments of different global fitting groups of these
data. In MSHT we by default include 104 datapoints for the

2 Note this is slightly different to that reported in [1] due to the addition
of the ATLAS 8 TeV inclusive jets data to the baseline here, as well as
other minor alterations.
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Fig. 10 Theory and data comparison at NNLO (dotted lines), NNLO
with aN3LO K-factors added (dot dashed lines), aN3LO with NNLO K-
factors (dashed lines) and aN3LO (solid lines). The ratio of theory/data
is shown and the points are the datapoints with their total uncorre-
lated error only shown by the errorbars. The left figure is the data pre-

fit, whilst the right figure is after the correlated systematic pulls are
accounted for. Representative bins are shown in each figure, with the
top being the Mll = [66, 116] GeV, yll = [0.0, 0.4] and the bottom
being the Mll = [46, 66] GeV yll = [0.0, 2.4] bin

Fig. 11 The effect on the gluon PDF of cutting data below a given pllT from the ATLAS 8 TeV Z pT data at NNLO (left) and aN3LO (right) at
Q = 100 GeV. The numbers in brackets give the number of datapoints included

ATLAS 8 TeV Z pT data set. As outlined in the previous sec-
tion, this corresponds to including all data with pllT > 30 GeV
with single differential results in the dilepton transverse
momentum pllT for the mass bins not including the Z boson
invariant mass peak - i.e. [12,20], [20,30], [30,46], [46,66]
and [116,150] where [a, b] = a GeV < mll < bGeV. In
addition, double differential results in pllT and the rapidity of
the dilepton pair yll are utilised in the [66,116] mass bin
incorporating the Z mass peak. In contrast, NNPDF and
CT take slightly different data subsets. NNPDF (from 3.1
onwards) additionally cut datapoints with pZT > 150 GeV in
the Z mass bin [66,116], resulting in 12 fewer datapoints, the
justification being to remove sensitivity to large pZT where
electroweak corrections become large [2,19]. CT18 apply
the same large pllT cut as NNPDF, however they also cut
the region pllT < 45 GeV (compared to pllT < 30 GeV in
MSHT20 and NNPDF4.0), to be more conservative in reduc-
ing sensitivity to the low pllT resummation region. On top of

this they only fit the data in the mass bins [46,66], [66,116]
and [116,150] (with the argument being to eliminate lower
Mll bins where higher order corrections are potentially more
significant) and treat the central Z peak mass bin only sin-
gle differentially in pllT , i.e. not including the rapidity depen-
dence. This therefore results in significantly fewer datapoints,
with only 27 ultimately being fitted. There are additionally
differences in the treatment of the uncertainties which also
impact the fit quality and pulls on the PDFs observed, with
uncorrelated uncertainties included in the CT and NNPDF
cases, as discussed in [1]. In the latter NNPDF case the size
of these is significantly larger than the quoted MC uncertain-
ties on the K-factors and the improvement in the fit quality
was found to be dramatic. These other differences will not
be further examined in this work.

In Table 9 we summarise the fit qualities obtained fitting
different subsets of the data, including the exact data set fit by
NNPDF and approximating the data set fit by CT. In the latter
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case for simplicity we still take the data as double differential
in the Z peak invariant mass bin for ease (resulting in 48 dat-
apoints in total), whereas this is treated single differentially
by CT. The uncertainty treatment remains as in MSHT20 in
all cases, though as noted earlier this also varies between
groups. A similar exercise was performed in the context of
the MSHT20 NNLO PDF set in [1], and we repeat it here
in the context of an updated fit and extend it to aN3LO. We
can then make a direct comparison of the aN3LO fit qualities
obtained this way with like-for-like NNLO fit qualities. It
can be seen that the fit quality at NNLO remains poor also
for the data subset fit by NNPDF and the CT-like data subset.
Some further improvement might be expected if the data in
the Z peak bin were rapidity integrated, which would reduce
our CT-like fit from 48 to 27 datapoints (to match exactly the
datapoints included in CT), as this places less constraints on
the PDFs. Nonetheless, the fit qualities observed in Table 9
again suggest that the poor fit quality is not associated with
the exact data points included at NNLO. At NNLO, CT and
NNPDF quote fit qualities of ∼ 1.1 [3] and ∼ 0.9 [2] (also
similar to that quoted in NNPDF3.1 [19]) respectively and
it was demonstrated in [1] that similar fit qualities could be
obtained by adding an additional uncorrelated uncertainty
of 1% to the fit in the way is done in NNPDF for example.
This suggests that differences seen between groups at NNLO
reflect, rather than the data points included, instead other dif-
ferences in the setups between the groups, including in the
uncertainty treatment. In any case, returning to Table 9 we
now observe that in all data selections the fit quality substan-
tially improves at aN3LO, emphasising it is the higher order
(aN3LO rather than NNLO) of the fit performed that leads to
the possibility to fit these data well.

We can further examine the nature of the better fit quality
at aN3LO to the ATLAS 8 TeV Z pT data set by making fur-
ther intermediate PDF fits, with certain aspects of the aN3LO
theory incorporated or not and then comparing the fit qualities
of these intermediate fits with the full NNLO or aN3LO. One
particular question to address, is the extent to which the fit
quality improvement is associated to the genuine and largely
known included aN3LO effects in the splitting functions (as
well as indirectly from the known N3LO ingredients included
for the transition matrix elements and DIS coefficient func-
tions – for more information see [5]) or the K-factor freedom
allowed for the unknown N3LO vector boson plus jets K-
factor, which contains theoretical nuisance parameters in the
aN3LO fit. The details of the procedure for the aN3LO (fitted)
K-factors included in the aN3LO PDFs and their uncertain-
ties are given in Section 7 of [5]. It was observed in [5], see
e.g. Table 4, as well as earlier in this work in the context of
the jets and dijet analysis (see Table 1 of Sect. 2.2), that the
fit to the Z pT data at aN3LO even with NNLO K-factors
(the final columns) is notably better, indicating a preference
not only for the shape and normalisation freedom provided

by our fitted aN3LO K-factors (see Section 7 of [5]) but also
for the known N3LO information encoded in the higher order
splitting functions, DIS coefficient functions and transition
matrix elements of the aN3LO PDF fit. We examine this in
greater detail here.

In Table 10 the fit qualities of the ATLAS 8 TeV Z pT
data in a full NNLO global PDF fit (second column) and the
full aN3LO global PDF fit (last column) are therefore com-
pared with two intermediate PDF fits; in the fourth column
with an aN3LO fit with the purely known NNLO K-factors
(as provided previously), whilst the third column provides
the “inverse case” of an NNLO fit with additional aN3LO K-
factors (determined by the fit). The total fit qualities of these
fits are given in the bottom row. This comparison demon-
strates that the aN3LO K-factor freedom and the remainder
of the largely known aN3LO ingredients both contribute rel-
atively equally to the fit quality improvement. The NNLO fit
has a relatively poor fit quality of 1.87 per point, the two inter-
mediate cases both have very similar and notably improved
fit qualities of ≈ 1.4 per point, whilst the full aN3LO fit
improves to 1.04 per point. This demonstrates that whilst
the aN3LO K-factor freedom is able to account for some of
the data and theory differences which result in a poor fit at
NNLO, it is not able to account for much of the difference
due presumably to non-trivial shape or normalisation differ-
ences. These cannot be absorbed into the unknown N3LO
K-factors and so the fit quality is only improved further by
the inclusion of the other largely known aN3LO theory ingre-
dients, as one would hope. Corresponding improvements in
the global PDF fit quality are also seen, as provided in the
bottom row of Table 10.

This observation is further elucidated by the direct com-
parisons of the theoretical predictions obtained in the various
PDF fits with the data. Ratios of theory to data, both for the
raw pre-fit data unaltered by the correlated systematics and
with the data post-fit after these are taken into account by
the fit, are shown for two representative cases are shown
in Fig. 10. Specifically the two cases shown are for the Z
peak Mll = [66, 116] GeV, yll = [0.0, 0.4] bin and the
Mll = [46, 66] GeV rapidity integrated (yll = [0.0, 2.4])
bin. The left figure displays the comparison for the raw
pre-fit data, and the right figure after allowing the corre-
lated systematic shifts. The same four PDF fits considered
in Table 10 are shown. The comparison plots for all of the
six double-differential rapidity bins in the Z peak mass bin
of [66,116] GeV and all of the five single-differential other
mass bins, before and after the correlated systematic pulls
are applied in the fit, are given in Appendix A. The solid line
is the full aN3LO theory/data ratio, for comparison against
the datapoints with their uncorrelated uncertainty shown by
their errorbars. In the pre-fit case, it is visible by eye in several
of the bins that this is more closely following the datapoints,
though differences still remain. The full NNLO (dotted line),
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NNLO + aN3LO K-factor case (dot dashed line), and aN3LO
+ NNLO fixed K-factors (dashed line) are not able to follow
the data to the same degree. After accounting for the corre-
lated systematic pulls in the fit, all four cases naturally move
closer to the datapoints, as must occur, though it is still vis-
ible even by eye that the full aN3LO appears better able to
describe the datapoints in several of the bins. This is reflected
in the fit qualities given in Table 10. This further highlights
the need for the aN3LO theory to describe this precise data.

This is also reflected by the average theory/data ratio
across all 104 datapoints, which whilst a relatively crude
measure, is also closer to 1 in the full aN3LO case both for
the pre-fit data and after shifting by the correlated systematics
in the fit than for any of the other 3 fits shown in the figure. As
a result of the better agreement of the aN3LO fit, even for the
pre-fit, it also has the smallest contribution to the χ2 from
the correlated systematic experimental nuisance parameter
penalties, whereas the NNLO fit has the largest. The penal-
ties from the correlated systematic pulls at NNLO account
for +37.0 of the �χ2 = +85.4 deterioration in the fit quality
at NNLO relative to aN3LO. In the two intermediate cases
(NNLO + aN3LO K-factors or aN3LO + NNLO K-factors)
where we observe approximately half the improvement in fit
quality, as seen previously in Table 10, the penalties from the
correlated systematic pulls are also approximately halved rel-
ative to the NNLO case. This indicates that the pulls of these
in the lower order (not full aN3LO) cases attempt to absorb
some of the theory – data difference, which is substantially
reduced by the aN3LO theory. All in all, these observations
demonstrate the need for the aN3LO theory to describe this Z
pT data, with a preference for not simply the freedom asso-
ciated with our treatment of the unknown aN3LO K-factors,
but rather the full aN3LO fit. This indicates that the inclusion
of the known aN3LO information in the full global PDF fit
is required to obtain a good fit of this data.

3.3 Impact on PDFs

It is also instructive to examine the effects of these Z pT data
on the PDFs, in particular the high x gluon PDF, on which it
places constraints. It was demonstrated that for NNLO PDFs
this data resulted in a net upward pull on the gluon at high x in
[1], and similar effects are seen at aN3LO (this is also shown
later in Fig. 11). Ultimately this has a significant impact on
the resulting gluon at high x . This is also noted at NNLO
albeit to a lesser degree by NNPDF4.0 [2], and CT18 [3] see
smaller effects still – though both groups include fewer dat-
apoints than in MSHT and there are additional differences
in their treatments of the uncertainties, as discussed in the
previous section. The ATLASpdf21 fit also reported qualita-
tively similar effects for Z + jets data on the high x gluon
[4]. The pulls of these Z pT data on the MSHT20 PDF fits
were also shown in [18], though in this section we will exam-

Fig. 12 The effect on the gluon PDF at NNLO of varying the Z pT
datapoints included to match those included by NNPDF (NNPDF-like)
or to approximate those included by CT (CT-like), more details are
given in the text. The numbers in brackets give the number of datapoints
included

ine this in more detail, in the context of the various fits with
different data cuts and selections described in the previous
section (Sect. 3.2).

In Fig. 11 the effect of these Z pT data on the high x
gluon PDF at NNLO (left figure) and aN3LO (right figure)
are shown. The denominators of the ratios are the new PDFs
at their respective orders with the ATLAS 8 TeV inclusive
jet data included on top of the MSHT20 PDFs, with the
uncertainty band on this new baseline also shown. The dotted
light green lines indicate the impact of removing this ATLAS
8 TeV Z pT data set completely is a reduction in the high x
gluon for x � 0.035. It is immediately clear that the impact of
the removal of the data set at aN3LO is smaller than at NNLO,
with the latter producing a gluon around the edge of (or in
places beyond) the uncertainty band whilst the former lies
well inside the gluon PDF uncertainty. Moreover, gradually
cutting out more of the data by increasing the pllT cut smoothly
transitions from the default fit towards the case with no Z pT
data, again reinforcing the fact that no issues with particu-
lar pllT regions are seen. In the context of our investigations
mimicking the NNPDF and CT datapoint selections (“CT-
like” and “NNPDF-like”) in the previous Sect. 3.2, we also
observe that the CT-like and NNPDF-like fits show similar
pulls on the high x gluon PDF, though analogously reduced
in magnitude due to the fewer number of datapoints included.
This is shown in Fig. 12 at NNLO, a similar effect is seen
at aN3LO and so is not shown here, though with slightly
reduced pulls.

Figure 13 illustrates the impact of these data on the gluon
PDF uncertainty. At NNLO, the impact of the presence or
absence of the ATLAS 8 TeV Z pT data set on the high
x gluon uncertainty is very small, despite the notable con-
straints it offers on the central value, as a result of the sig-
nificant tensions it shows with other data in the global fit.
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Fig. 13 The effect on the gluon PDF uncertainty of removing the ATLAS 8 TeV ZpT data set at NNLO (left) and aN3LO (right) at Q = 100 GeV

Fig. 14 The effect of the ATLAS 8 TeV ZpT data set at NNLO on the (upper left) up valence, (upper right) down valence, (lower left) strangeness
ratio Rs = s+s̄

ū+d̄
, and (lower right) gluon PDFs at Q = 100 GeV

In contrast, at aN3LO there is a somewhat clearer reduction
on the gluon uncertainty in the x ∼ 0.05 region from the
inclusion of the ATLAS 8 TeV Z pT data set. The reduced
tensions between it and other data at aN3LO enable it to fur-
ther constrain the gluon PDF uncertainty.

Finally, in Figs. 14 and 15 the effect of the inclusion of
the ATLAS 8 TeV Z pT data set on several other PDFs is
shown, including the gluon but now also the up and down
valence quarks and the strangeness ratio Rs = s+s̄

ū+d̄
. In addi-

tion to the pull on the high x gluon, the Z pT data also have
a pull on the quark PDFs, as these initiate the production of
a Z boson at leading order. The quark PDFs are relatively

well constrained and so the impact is smaller but there are
visible pulls downwards on the up and down valence PDFs
and the strangeness ratio at x � 0.01 at NNLO. On the other
hand, the effect is again milder at aN3LO, perhaps due to the
reduced tension in this fit. The strangeness ratio nonetheless
remains lowered once the Z pT data is included at interme-
diate to large x . This may be due to the momentum sum rule.
The Z pT data prefers a gluon which is larger at higher x
values, and hence carries more momentum. This must come
from somewhere, and the high-x strange quark is the least
well-constrained PDF carrying appreciable momentum.
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Fig. 15 The effect of the ATLAS 8 TeV ZpT data set at aN3LO on the (upper left) Up valence, (upper right) Down valence, (lower left) Strangeness
ratio Rs = s+s̄

ū+d̄
, and (lower right) gluon PDFs at Q = 100 GeV

4 Conclusions

In this paper we have presented analyses of two key sets
of data for constraining the high x gluon, comparing their
impacts at both NNLO and aN3LO.

First we have presented the first analysis of LHC inclusive
jet and dijet production in a global PDF fit at up to aN3LO
order. We have analysed in detail the fit quality, consistency
between the jet and dijet cases, and overall PDF impact of
these data sets. We have observed that at NNLO a good fit
quality to LHC 7 and 8 TeV data on dijet production can
be achieved, in contrast to the case of inclusive jet produc-
tion, where the fit quality is rather poor, consistent with ear-
lier studies. This remains true at aN3LO, i.e. the fit to the
inclusive jet data continues to be poor. In addition, we have
observed that the inclusion of EW corrections in fact leads
to some deterioration in the fit quality at either QCD order
in the inclusive jet case, in contrast to what we might expect.
For dijet production, on the other hand, the fit quality does
improve upon the inclusion of EW corrections. The above
results are found to be stable under a change of the choice of
scale for the inclusive jet case, namely between p j

⊥ and H⊥;
some improvement is observed when using the former scale

at NLO, but at NNLO order and higher the fit quality is rather
stable. At NNLO, we have also found evidence for a reduced
tension between the dijet data and the ATLAS 8 TeV Z pT
data, which is also sensitive to the high x gluon, although at
aN3LO this tension is largely eliminated in both the jet and
dijet fits.

We have also observed that at NLO the fit quality to the
CMS 8 TeV triple differential dijet data (the only data of
this type so far included in a PDF fit) is extremely poor; it
is only by going to at least NNLO that a good fit can be
achieved. This highlights the importance of having high pre-
cision theoretical calculations to match such high precision
and multi-differential data.

In terms of the impact on the gluon PDF, we note some
moderate difference in pull between the inclusive jet and
dijet fits at NNLO, although these are statistically compatible.
Therefore at this order the choice of which data set to include
in the fit will have some effect on the extracted PDFs. On the
other hand, at aN3LO this difference is largely eliminated
and the resulting PDFs are rather compatible, in particular
in the case of the gluon. A further interesting observable to
consider is the impact on the fit value of the strong coupling,
αS, which will be the topic of a future study.
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A further issue that we have made the first study of within
the context of a global PDF fit is that of full colour corrections
at NNLO in the theoretical predictions. We have studied the
impact of these when they are included for the most relevant
data set, namely the CMS 8 TeV triple-differential dijet data.
We find that at NNLO there is in fact a relatively mild deteri-
oration in the fit quality, but which is not present at aN3LO.
The impact on the gluon PDF is found to be mild, but not
completely negligible. Therefore, in general the impact of FC
corrections is found to be relatively mild, but not necessarily
insignificant. Until these are available for the full range of
jet and dijet data considered it is arguably difficult to draw
completely firm conclusions about this.

From these results, we conclude that at NNLO it may be
preferable to include dijet rather than inclusive jet production
data in future PDF fits, when a choice must be made between
the two, as is currently the case for all existing jet and dijet
measurements that derive from the same data set. This choice
is found to have some impact on the PDFs at NNLO, and it
will therefore be of great interest for experimental collabora-
tions to provide the full correlations between the jet and dijet
data sets, such that a simultaneous analysis can be performed.
Absent this, the increased stability of the PDFs with respect
to this choice at aN3LO is further evidence that going to this
order (and/or including missing higher order uncertainties in
the cross section calculations) may be preferable. The above
conclusions are found to be independent of whether FC cor-
rections are applied at NNLO for the most sensitive CMS
8 TeV dijet data set.

We have in addition revisited the analysis of the ATLAS
8 TeV Z pT data. At NNLO, we find the fit quality to this
data set remains poor, regardless of the particular cuts and
datapoint selections made. The fit quality at aN3LO is not
only always improved relative to NNLO but also well fit
regardless of the datapoints included. We therefore conclude
that we find no evidence that the poor fit quality at NNLO
is related to issues with particular parts of the pllT spectrum
but rather the general need to go to higher orders in the fit.
Moreover, we demonstrate that the improvement in fit quality
is associated not only with the additional freedom provided
by the unknown aN3LO K-factors, but also to a significant
extent with the known aN3LO information included in the
fit. The impact on the fit of these ATLAS 8 TeV Z pT data
is consistent between NNLO and aN3LO, both resulting in
an upward pull on the gluon at high x, though the pull is
somewhat reduced at aN3LO. Greater tensions between the
Z pT data and other data in the global fit are also seen at
NNLO than at aN3LO. As a result, these restrict the ability of
the Z pT data to further constrain the gluon PDF uncertainty
at high x at NNLO to the extent seen at aN3LO. Overall we

therefore conclude that the improvement of the fit quality and
reduction in tensions of these precise Z pT data at aN3LO
relative to NNLO is a sign of a genuine preference for higher
order QCD effects.

In summary, both the studies of jet and dijet data and the
ATLAS 8 TeV Z pT data have demonstrated the need for
precise theory to match experimental precision. The aN3LO
theoretical accuracy provided by the MSHT PDFs is found
in both cases to be a key ingredient in this.
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AppendixA:ATLAS8TeV Z pT theory-data comparison

Here we provide theory data comparison plots for all bins,
including all 104 datapoints, for the ATLAS 8 TeV Z pT
data set, first for the pre-fit data before accounting for the
correlated systematic pulls and then for the data shifted by
the fits by the correlated systematics (Figs. 16 and 17).
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Fig. 16 Theory and data comparison at NNLO (dotted lines), NNLO
with aN3LO K-factors added (dot dashed lines), aN3LO with NNLO K-
factors (dashed lines) and aN3LO (solid lines). The ratio of theory/data
is shown and the points are the datapoints with their total uncorrelated
error (quadrature sum of their statistical and uncorrelated systematic

errors) only shown by the errorbars. On the left are the 6 double differ-
ential bins in pllT and yll the Z peak region, and on the right are the 5
single differential bins in pllT for the other mass bins. In this figure the
data are before shifting by the fit of the correlated systematic pulls
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Fig. 17 Theory and data comparison at NNLO (dotted lines), NNLO
with aN3LO K-factors added (dot dashed lines), aN3LO with NNLO K-
factors (dashed lines) and aN3LO (solid lines). The ratio of theory/data
is shown and the points are the datapoints with their total uncorrelated
error (quadrature sum of their statistical and uncorrelated systematic

errors) only shown by the errorbars. On the left are the 6 double differ-
ential bins in pllT and yll the Z peak region, and on the right are the 5
single differential bins in pllT for the other mass bins. In this figure the
data are after shifting by the fit of the correlated systematic pulls
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