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Abstract We study the time evolution of expectation value
of Wilson loop as a non-local observable in a strongly cou-
pled field theory with a critical point at finite temperature
and nonzero chemical potential, which is dual to an asymp-
totically AdS charged black hole via gauge/gravity duality.
Due to inject of energy into the plasma, the temperature
and a chemical potential increase to finite values and the
plasma experiences an out-of-equilibrium process. By defin-
ing meson excitation time f#,, as a time at which the meson
falls into the final excited state, we investigate the behavior
of t,, near the critical point as the system evolves towards the
critical point. We observe that by increasing the interquark
distance the dynamical critical exponent increases smoothly.
Also, we obtain for slow quenches different values of the
dynamical critical exponent, although for fast quenches our
result for the dynamical critical exponent is in agreement
with the one that is reported for studying the quasi-normal
modes. Consequently, this indicates that in this model for
fast quenches and small values of interquark distances the
gauge invariant Wilson loop is a good non-local observable
to probe the critical point.
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1 Introduction and results

Quantum Chromodynamics (QCD) that describes the strong
force, is a strongly coupled gauge theory at low energy.
Studying strongly coupled gauge theories has been attracted
much interest. The main motivation comes from the results
of Relativistic Heavy Ion Collider (RHIC) and Large Hadron
Collider (LHC) that a new phase of matter, i.e. Quark
Gluon Plasma (QGP) is reported [1,2]. At the beginning of
plasma formation it is very hot, dense medium and out-of-
equilibrium system. Hydrodynamic simulations show that
this plasma is a strongly coupled system, so that the plasma
can be realized as strongly coupled phase of QCD [3,4].
Thermalization process is the process of a black hole forma-
tion in the gravity theory and in the dual gauge theory side it
generally means the evolution of a state from zero tempera-
ture to a thermal state [5]. An example of the thermalization
process is the collapse of a thin-shell matter described by
an AdS-Vaidya metric [6-8]. Due to the energy injection,
using an external source an out-of-equilibrium state in field
theory can be produced [9]. Then, one can probe the out-
of-equilibrium state using local and non-local observables.
Although, lattice gauge theory describes successfully the low
energy properties of QCD in particular at © = 0 [10] but the
lattice calculations are not successful when we include the
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chemical potential. Since the plasma is strongly coupled, the
perturbation theory is not applicable and we need to use a
non-perturbative approach.

Anti de-Sitter/Conformal Field Theory (AdS/CFT) corre-
spondence or more generally gauge/gravity duality is a non-
perturbative approach. According to this duality, a strongly
coupled gauge theory without any gravitational degrees of
freedom living in a d-dimensional space-time is in corre-
spondence with the classical Einstein gravity in a (d + 1)-
dimensional space-time [11-13]. In fact, parameters and dif-
ferent processes in the gauge theory side is translated into
the corresponding equivalent in the gravity side. Utilizing
this duality, many different problems in the strongly cou-
pled regime of QCD are investigated [14—16]. For instance,
in order to calculate the static potential energy between a
quark and an anti-quark in the strongly coupled plasma we
need to calculate expectation value of a Wilson loop. In fact,
Wilson loop is non-local and gauge invariant observable that
for the first time in [17] is used to calculate the potential
energy between a pair and its generalization is extensively
discussed in [18-26]. Gauge/gravity duality proposes that
the holographic dual of the rectangular Wilson loop is given
by a classical open string suspended from two points on the
boundary of the gravity and hanging down in the gravity
bulk with appropriate boundary conditions. In addition, this
duality is used to study various aspects of strongly coupled
systems such as jet quenching parameter [27,28], thermaliza-
tion process [29-32] and the features of plasma in presence
of magnetic field [33—42]. For more details, see [1] and ref-
erences therein.

Understanding the phase structure of QCD is received a lot
of interest [43]. The endpoint of the line of first-order phase
transition is described as a critical point. In particular, study-
ing the physics of observables near the critical point in QCD
phase diagram is challenging question. It is very important to
note that the investigation of this question is difficult theoret-
ically because the theory is strongly coupled near the critical
point [44]. To do so, the gauge/gravity duality prepared a new
approach in such a way that to investigate a strongly coupled
theory near the critical point one can consider the black hole
solution which is holographically dual to a strongly coupled
field theory with a critical point [45,46].

In this paper, we consider Einstein-Maxwell-dilaton (EM-
dilaton) background and its Vaidya-like solution dual to a
field theory with a critical point [45,47]. In fact, in the gauge
theory side we consider a probe stable meson in the QGP at
zero temperature and chemical potential. Due to the injec-
tion of energy the temperature and the chemical potential
are increased from zero to finite values of 7" and u, respec-
tively. A very interesting observation in [48] is the time that a
meson bound state needs to fall into the final excited state is
called excitation time, t., . Now the question we would like to
answer is whether the meson excitation time, 7., can probe
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the critical point as the system evolves towards the critical
point? Furthermore, what would be the associated dynamical
critical exponent? Holographic critical point and dynamical
critical exponent have been extensively discussed in [44,49].
The holographic dual of the above system in the gravity side
is described by the dynamics of the classical open string with
appropriate initial and boundary conditions in the Einstein—
Maxwell-dilaton-Vaidya (EM-dilaton-Vaidya) background.
Our main findings can be summarized as follows:

e We observed that by moving towards the critical point
the excitation time, f.,, gets the finite value thought its

slope, ‘2’—?, diverges at the critical point and its behavior
can be described by (%), — %)_9 where (%), indicates
the values of % at the critical point and 6 is defined as
the dynamical critical exponent.

e Our observation showed the dynamical critical exponent
6 depends on the interquark distance / (or dimensionless
quantity /T) and the speed of energy injection k that is
whether the quench is fast or slow.

e We observed that increasing both values of k and [ the
value of 6 increases. Also, it is seen that the effect of
changing k on 6 is much more than the effect of / on
6 and we emphasize that this feature is our observation.
It seems that, except for the non-locality of our probe
some features of our results can be addressed to the non-
equilibrium conditions that is set up in the system.

e A very interesting observation is that for fast quenches
(k < 1) and small values of interquark distances /, the
dynamical critical exponent is % which is in good agree-
ment with the result that is obtained from the investiga-
tion of the behavior of scalar quasi-normal modes near
the critical point in [50]. Therefore, in this model the
gauge invariant Wilson loop is good non-local observ-
able to probe the critical point.

e Another point is that the dependence of the dynamical
critical exponent 6 to the transition time k is also reported
in [45]. Although, there is an important difference here
since our physical observable, Wilson loop, is a non-local
operator versus of the local operator that is used in [45].
Also, because of non-locality of Wilson loop it is antici-
pated that the value of 8 depends to the /. This is because
the dependence of meson excitation time, .y, to / is con-
firmed in [48] and therefore & depends on /.

The remainder of this paper is organized as follows. In
Sect. 2 we briefly review on the EM-dilaton-Vaidya back-
ground and then calculate the time evolution of expecta-
tion value of Wilson loop in this background. In Sect.3
we explain our numerical results. Finally, in Sect.4 we dis-
cuss our results and compare with previous researches. This
work is complemented by Appendix A, where we review
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on the EM-dilaton black hole and the EM-dilaton-Vaidya
backgrounds. In Appendices B and C we obtain appropriate
boundary and initial conditions, respectively. In Appendix D
we introduce our numerical procedure to obtain the dynam-
ical critical exponent. In Appendix E we considered meson
potential at zero temperature and in Appendix F we depicted
3-dimensional plot of open string that describes the time evo-
lution of classical open string in EM-dilaton-Vaidya back-
ground.

2 Probing the critical point by a non-local observable

Gauge/gravity duality establishes a good framework to study
important features of QGP [1,2]. Studying the phase struc-
ture of gauge theories is a long-standing project and one of
the curiosities in this field is how the system behaves near
the critical point. In other words, utilizing local or non-local
observables the critical point can be probed and one can also
calculate the associated dynamical critical exponent. To do
s0, in this section we review a charged black hole solution
which its holographic dual is a field theory with a critical
point and also a non-local observable, i.e. Wilson loop that
is used to probe the critical point in the field theory.

2.1 Background

We want to study the evolution of expectation value of Wil-
son loop in the time-dependent and strongly coupled field
theory with a critical point. Its holographic dual is to study
the dynamics of an open string in the EM-dilaton-Vaidya
background (for more details see Appendix A). The metric
in Eddington—Finkelstein coordinates is given by [47]:

- _ 2 | Nz
2 _ 2
ds® = —N(Z)F(U, Z)dv — Z—z mdvdz

1+ b2z2 -
+Z—2g(z)dx2,

_ 1+b212 2 _ Zz 1—
F(,2) =Z—2Fy—M(U)mF v, (1)
where,
N@ =T, g@) =T, I(x) = — __
7) = 8@ =1V T@) = s v = 5
(2

« is the coupling constant between the dilaton and the gauge
field and b is a constant. The v-coordinate reduces to the time
coordinate of the gauge theory at the boundary, i.e.t = v|;—o.
M (v) and ¢ (v) are arbitrary functions that are used to show
how the mass and charge of the black hole increase from zero
to a finite value. Different functional forms of M (v) and ¢ (v)

are discussed in the literature, for example in [51]. Here, our
choice is

0

Ko [0 = o sin (37)]
1

3

¢) =¢ <k, 3

e O <
vV N A

> e O

where ¢ € (M, q). The time interval that the black hole needs
to reach its final value of the mass and charge, i.e. M and ¢,
respectively is the transition time k. In the gauge theory side
k is the time that strongly coupled system needs to reach its
final values of temperature and chemical potential. The fast
(slow) quench is attributed to the k < 1 (k > 1), thatis small
(large) transition time, respectively. The relation between the
final values of mass and charge of the black hole, i.e. M and
q and the constant b are:

6M
4=z )

It is very important to note that for studying the phase struc-
ture of the gauge theory we consider « = 2 in this back-
ground. After fixing the value of o = 2 the Eq. (4) indicates
that this background is parameterized by three parameters
q, M, b, while two of them are independent. The chemical
potential of the strongly coupled field theory, that comes from
the gauge field in the bulk is given by [47]:

b/3M
(L +62) V20 +ad)

w= &)

Where the zj, is the horizon radius and is the smallest root of
the equation f(z;) = 0 (see Appendix A).

2.2 Thermodynamics
2.2.1 Temperature and entropy

The temperature of the field theory that is correspondence
with the Hawking temperature of the black hole is [45,47]:

b () F !

= —F— F F 2@y - 1) = 3Qy = 2)T . 6
471\/1_71,(%)[(7/ ) =32y =)I'@n)].  (6)

After simplification of the temperature formula in terms of
parameters of the theory we obtained:

1 34+ /1+44%

T=—

Zh '
2m/2 /14 /1 +4¢%2

(N
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Also, the entropy (density) can be written as:

|y +H4d3

= — . 8
= ™G ®)

It is important to note that by choosing the case o = 2, this
background possesses a critical point at (%)*zl .11072. One
can find more details and its phase diagram in [45]. To do so,
utilizing Egs. (5) and (6) we have:

1+ ,/1- 32
T2
bap = —— ©)
aT
where

b% + Vb* + 4m
ih = T (10)

It is obvious that for each value of %, there are two distinct
values of bzj; which describes stable and unstable branches
of solutions. In other words, the lower sign in Eq. (9) corre-
sponds to thermodynamically stable solution and the upper
sign, unstable. Consequently, this indicates that there exist
a phase transition in field theory and where the two branch
of solutions merge, there exists a critical point [45]. In fact,
in this theory the black hole solutions possess the “critical
point” at which the thermodynamical stability of a black hole
solution switches. Note also that one can check the thermody-
namically stable or unstable solutions utilizing the Jacobian,

J = g ((;:i )) where s is the entropy and p is the charge density

T3(1 + b%z;)*
(2+b22£)3 ' (11)

P & %(2 + b2,/ 1 + b222.

In fact, if the Jacobian is positive (negative), there exists a
thermodynamically stable (unstable) solution for the physical
system [50]. In this research the thermodynamically stable
solution is used.

Studying the thermodynamics of this background, i.e.
EM-dilaton black hole can be helpful to investigate the black
hole features and phase transition. In Fig. 1, the variation of
Hawking temperature 7" with respect to the horizon radius
zy, is depicted for different values of black hole charges, i.e.
g = 0.01 (Black), ¢ = 0.1 (Magenta), g = 0.3 (Red),
g = 0.6(Green),q = 0.9 (Blue). We observe that there exists
a minimum temperature 7,,;, in such a way that below which
there is no black hole solution. However, for T > T,,;,, there
are two black hole solutions, large black hole and small one

@ Springer

that are specified in the Fig. 1. The large black hole that its
temperature increases when z;, decreases, is stable, whereas
the small black hole that its temperature increases when z;,
increases, is unstable one. This plot also shows that as the
charge of the black hole ¢ increases, the minimum temper-
ature increases. Note also that, the stable-unstable solutions
can be investigated also by studying the entropy of the black
hole. In the right panel of the Fig. 1, we depicted the behav-
ior of entropy s as a function of the temperature 7' for the
same values of black hole charges. As shown in the right
panel, there is a minimum of the temperature such that for
the temperature larger than minimum, we have two differ-
ent black hole solutions. At the one hand, the solution that
its entropy increases when temperature increases is stable
(large black hole) and on the other hand, the solution that
its entropy increases when temperature decreases is unstable
one (small black hole). We have clarified these two branches
of solutions in the right panel of the Fig. 1. It is important to
note that the stable-unstable nature of the large-small black
hole phases can be seen easily from the free energy behavior
that is investigated in the Fig. 2.

2.2.2 Free energy and phase transition

Free energy is very powerful physical quantity to investigate
the stability and unstability of the solutions. According to
the first law of thermodynamics the free energy (density) is
defined [36,44,52]:

F=¢e—sT —pup, (12)

where € is energy density and p is number density. The
differential of free energy at fixed volume is obtained as
dF = —sdT — pd . For the fixed values of chemical poten-
tial u, the free energy can be obtained by the following inte-
gral [53-55]:

dF = —/sdT. (13)

We expect that at z; — oo the free energy of the black
hole back ground, coincides with the free energy of the zero
temperature back ground (thermal gas) that can be choose
to be zero. Therefore, we have normalised the free energy
of the black hole with respect to the thermal gas case by
demanding F(z;, — oo) = 0 [25,52]. Then, one can obtain
the following relation for the free energy:

4T
Fe f s g (14)
2 dzp

The behavior of free energy F in terms of horizon radius zj, is
shown in the left panel of Fig. 2 for different values of black
hole charges, g = 0.01 (Black), g = 0.1 (Magenta), g = 0.3
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Fig. 1 Left: Temperature of the black hole 7 as a function of the hori-
zon zy, for different values of charges. Right: Entropy of the black hole
s as a function of the temperature 7 for different values of charges. For

(Red), g = 0.6 (Green), g = 0.9 (Blue). As shown in Fig. 2
we observe that the sign of free energy changes. In other
words, at small z;, the free energy gets large negative value
and then gets positive maximum value and finally decreases
to zero at 7, — 00. The free energy intersecting the horizon-
tal axis implies that there exists a phase transition from the
black hole to the thermal gas. It is more transparent to inves-
tigate the behavior of free energy F in terms of temperature
T as depicted in the right panel of Fig. 2. We observe that the
free energy of the small black hole phase is always larger than
the large black hole and thermal gas phases. This indicates
the unstable nature of the small black hole phase. It is impor-
tant to note that, upon varying the Hawking temperature, a
phase transition from the large black hole phase to thermal
AdS phase takes place at the Hawking-Page transition tem-
perature Ty p. This is the famous black hole-thermal AdS
(Hawking-Page) phase transition [56] that is in correspon-
dence with confinement—deconfinement phase transition and
is usually known as a first order phase transition in the field
theory [54,57,58].

The critical point is a point that the Jacobian 7 vanishes.
The Jacobian 7 is proportional to the heat capacity Cy of the
system, i.e. J ~ Cy [44]. Note also that, for heat capacity
at constant volume we have [44]:

cy=1(2 15
=), "

Therefore, we depicted in the left panel of Fig. 3 the heat
capacity of the system Cy (red line) in terms of the hori-
zon radius zj to investigate where the Jacobian vanishes

1.0

Large BH

s
04t 0.06

s

0.04

0.02
0.2¢

0.00

01 02 03 04 05 06
Small BH T
0.0
0.2 0.4 0.6 0.8

T

each panel, their values of charges have been fixed as ¢ = 0.01 (Black),
g = 0.1 (Magenta), g = 0.3 (Red), ¢ = 0.6 (Green), g = 0.9 (Blue)

(changes its sign) [52,59] and the temperature T (blue line)
as a function of horizon radius zj. A very interesting obser-
vation in the left panel of Fig. 3 is that the point where the
Jacobian changes its sign (changing from stable solution to
the unstable one), is in coincidence with the Tj,;, (Where we
have changes from stable branch of solution to the unstable
one). It is important to note that, although in this model the
free energy just could show the confinement—deconfinement
phase transition and was not capable to illustrates critical
point T,.;; (since we have no Swallow-tail diagram), but,
using the left panel of Fig. 3 we could describe the coinci-
dence of the point where the stable and unstable solutions
transforms to each other. In fact, this observation tells us
that Jacobian is not good order parameter to see Critical End
Point (CEP) in this model. Note also that, in the right panel of
Fig. 3 we plotted the temperature T as a function of chemical
potential p via the formula:

\/1 +aTzh(—nTzh +~—1+m2T2zh?)
n= .
V2 zh
This panel shows the first order phase transition line that

the end of this line is the CEP with (u., T.) where we have
MT; ~ 1.1107.

(16)

2.3 Wilson loop
Wilson loop is a gauge invariant and non-local observable that

is very useful to find the potential energy between quark and
anti-quark pair, living in the plasma. The holographic dual of

@ Springer
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0.000

-0.005¢

zh

Fig. 2 Left: Free energy of the black hole F as a function of the hori-
zon z; for different values of charges. We have normalized the free
energy such that it vanishes when z;, — oo. Right: Free energy of the
black hole F as a function of the temperature 7 for different values of

Large Bj
1.0
,; 05 Lirge BH Small BH
Q - —///-
=
/
0.0 Tmin
Small BH
-0.5
0 2 4 6 8 10

zh

Fig. 3 Left: Temperature 7 (blue line) and heat capacity Cy (red line)
of the black hole as a function of the horizon radius zj,. For both plots,
we have fixed the value of charge as ¢ = 0.9. Right: Temperature of

the rectangular Wilson loop is given by a two-dimensional
world-sheet swept by a classical open string suspended from
two points (corresponding to a quark and an anti-quark),
hanging down in the bulk with appropriate boundary con-
ditions. We used the time-like rectangular Wilson loop C,
where one side of the loop is the spatial distance between
quark and anti-quark pair, /, and the other side is the tem-
poral direction, 7. If we suppose that 7 >> [, that is the
world-sheet is translationally invariant along the time direc-
tion, the expectation value of the Wilson loop is [1]:

<W(C)) — e—i(2m+V(l))T’ (17)

where m is the rest mass of quark (antiquark) that is equal

N e dz

5 ﬂx ¢ 7 where € is IR regulator in the gravity the-

to
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0.005 Small BH
0.000
Tup
F
-0.005+
Large BH
-0.010+
0.2 0.4 0.6 0.8
T

charges. For each panel, values of charges have been fixed as ¢ = 0.01
(Black), ¢ = 0.1 (Magenta), ¢ = 0.3 (Red), ¢ = 0.6 (Green), g = 0.9
(Blue)

0.25 Critical Point

(Mo Te) /
0.20

0.15
0.10

0.05

0.00

0.1 0.2 0.3 0.4 0.5 0.6
u

the black hole T as a function of the chemical potential . The critical
point (., T¢) is shown in this panel such that we have ’}—(‘ ~ 1.1107

ory that according to the UV/IR connection corresponds to
the UV cut-off in the gauge theory side [1]. Also, V (/) rep-
resents static potential energy between the pair. According
to AdS/CFT dictionary, the expectation value of the Wilson
loop, in the saddle point approximation, is dual to the on-shell
action of the two-dimensional world-sheet of an open string
whose dynamics is given by Nambu—Goto action. Therefore,

(W(C)) = 5@, (18)
where S(C) is the Nambu—Goto action:

-1
S =_— | dtvdo/—det(gap), (19)

2ra
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7 and o parametrize the two dimensional world-sheet of the
string and o' = I;> and I is the fundamental length scale
of string. The induced metric on the string world-sheet is
8ab = Gy % % so that, G, is the bulk metric. Here, X
(% = t, o) are the bulk (world-sheet) coordinates. Using
Egs. (17), (18) and (19) the static potential energy between
the pair can be found.

In order to calculate the Nambu—Goto action in the EM-
dilaton black hole background (A3) (see Appendix A), we
work in static gauge and choose T = t, 0 = x3 = x to
parametrize the two-dimensional string world-sheet. There-
fore, except z and x, the other bulk coordinates are chosen to
be constant and the function z = z(x) describes the shape of
the classical string. Therefore, the action (19) on background
(A3) reduces to

N(z

2nd

\/1—:7z2 + 22 f(2)g(z)(1 + b2z2), (20)

where 7/ = dz/dx. Since the Lagrangian does not depend
explicitly on x, the associated Hamiltonian is a constant of
motion and will be used later to obtain initial conditions (see
Appendix C). After some simple algebra, one gets

N(z) g()f(2)zs [(1+b%2%)3
N(z) Ve fzo | (14 b222)

2,2
§ \/1_1 [EIREINGIA+ED)

22 f()g@N () (1 + b2z2)

where 7 = z, is where 7/(x) = 0.

For studying the evolution of Wilson loop in the time-
dependent plasma, one should inject energy into the plasma.
Since the system is time dependent, it is not translationally
invariant along the time direction. Therefore, the condition
T > [ will not work as before and therefore the expectation
value of the Wilson loop, (17) in time-dependent case can be
written as [22,48,60]

(W(C)) = e~ /At WD), (22)

Based on the gauge/gravity duality, WW(¢) is the on-shell
action of string where the integration over time coordinate
has not been done. In order to regularize YV (¢), we subtracted
the infinite mass of the quark and anti-quark pair. Thus, we
have

Wr(t) = W(t) — 2m = /da (,/— det(gab)> —om,

on-shell
(23)

where Wk (¢) is the regularized form of WW(¢) and describes
the time dependence of expectation value of Wilson loop. In
order to calculate YWg (¢) in the gauge theory side, we need to
calculate the on-shell action of the string in the EM-dilaton-
Vaidya background.

To do so, similar to [48,60,61], to parametrize the two-
dimensional world-sheet of the string, we chose the null coor-
dinates (u, v) on the world-sheet. Therefore, all the back-
ground coordinates on the world-sheet depend on u and v
and all coordinates will be zero except the following ansatz:
v=Vu,v), z=2Z(u,v), x3 = X(u, ). 24)
Substituting this ansatz into the Nambu—Goto action (19),

the equations of motion can be obtained. After some algebra
we found

34202272
Xuw = (ZuXow + Z0Xa) 370 a7y
20273 F -
Vo = (F 40229
Z2F

+T’Z(1+b222)3>v v
w(Latpz)-
V4
2b2F273
Zuw=|-—5—0

Z2FV

2
7 _
—(1+bzz2)zl)x,ux,v,
202 FZ'Fz 27243
+H2Z)T - R (40P 2)3

— At b222>6> V.V

2b2Z3F 2 2. =l
- (1 +b*2%)

2

21+ b2zz)§) (ZuVio + Zu V)

b*Z3F
+ (—ZF(I +2Z0 4 22 0+ bzzz)%)
b’z
+—5-0 +b222)_1) ZuZy.

(25)

2
X X,uX,U + (E

Since u and v are null coordinates, two constraint equations
corresponding to g,, = 0 and g,, = 0 should be imposed.
Therefore, we have

€1 =Z2F(V, 2)V2 +2(01+ 225V, Z,
—(1+ 02T X% =0,

Co = Z2F(V, V2 + 201+ B Z) TV, Z,
—(1+b%7>7 X2 =0. (26)

@ Springer
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0.0

Wh(t) -0.3

-0.6
0
t

Fig. 4 Evolution of the expectation value of Wilson loop Wr(?) as a
function of boundary time 7. We fixed the interquark distance [ = 1,
final value of the chemical potential © = 0.0220, final value of the
temperature 7 = 0.2200 and the transition time k = 0.3. The dashed
red curve shows the evolution of Wilson loop and the blue sine curve
is the fitted function, i.e. Wy () = Acos(2mwvt + ¢) where, A is the
amplitude of the oscillation, v is the oscillation frequency and ¢ is a
phase value. Reprinted from [48]

In order to solve the equations of motion (25) and constraint
equations (26), we need to impose suitable boundary and
initial conditions. In Appendices B and C, the appropriate
boundary and initial conditions are obtained, respectively.

3 Numerical results

Having set up the formalism developed in the previous sec-
tion, now we are ready to discuss the numerical results in this
section. Consider a probe stable meson in the QGP at zero
temperature and chemical potential. Then, after the injection
of energy into the plasma, the temperature and the chemical
potential raised to final values, i.e. T and pu, respectively.
Before the injection of energy the meson is in its ground
state and the injection of energy puts the meson into a final
excited state with specific frequency and amplitude of oscil-
lation [22,48,61,62]. The time that the meson needs to fall
into the final excited state is called excitation time, t,, [48].
In other words, the excitation time, f., is the time that the
expectation value of the Wilson loop starts oscillating around
the static potential energy by which we mean the potential
energy of the bound state in the plasma with final values of
the temperature and chemical potential 7' and u, respectively.
An important point that we would like to emphasize is that
since we work in the probe limit, therefore the energy of the
meson does not dissipate in the plasma and consequently the
oscillation of meson remains unchanged.

Note that the response of the system to the time-dependent
change in the temperature and the chemical potential is
described by the time evolution of the expectation value
of Wilson loop Wg(¢). Therefore, for better clarification

@ Springer

of the excitation time we depicted the Wg(¢) as a func-
tion of boundary time ¢ in Fig. 4. In this figure we fixed the
interquark distance / = 1, final value of the chemical poten-
tial u = 0.0220, final value of the temperature 7 = 0.2200
and the transition time k = 0.3. The value of the static poten-
tial is V(I) = —0.1017. As shown in Fig. 4 the expectation
value of the time-dependent Wilson loop oscillates around
the static potential energy. In fact, when the energy injection
is started, the temperature and the chemical potential of the
system increase and the quark and anti-quark pair, or equiv-
alently quark-anti-quark bound state, is excited. After finish-
ing the energy injection, the pair falls into a final excited state
and starts to oscillate with particular frequency and ampli-
tude of oscillation. The dashed red curve is the time evolution
of the expectation value of Wilson loop that is fitted with the
blue curve

Wy (t) = Acosmvt + ¢), 27

where A, v and ¢ can be fixed from Wg(r) at asymptotic
times. Consequently, the excitation time, f,,, is a time that
the expectation value of Wilson loop oscillates around its
static potential energy with a specific value of frequency v,
amplitude of oscillation A and a phase value ¢. To cover this
concept we define a time-dependent function

Wr(1) =Wy @)

€(t) =| Wr®)

| (28)

Therefore, the excitation time, t.y, is defined when the con-
dition €(t,x) < 5 x 1070 satisfies and €(¢) in (28) remains
below afterwards. For more details see [48].

The main important question that we are interested in is
to investigate whether the meson excitation time understands
about the phase structure of the gauge theory. Note that we
want to know if the meson excitation time can probe the
critical point. To put in another way, we study the behavior
of meson excitation time, 7., near the critical point when the
system moves towards the critical point.

InFig. 5 we plotted the excitation time, ., as a function of
% for fixed values of [T = 0.10, the temperature 7 = 0.37
and interquark distance [ = 0.27. We fixed the transition
time k = 0.3 and k = 3 for left and right panel, respectively.
In fact, in order to introduce the critical point and its general
features for different quenches, we investigated the behavior
of t,, as a function of % for different quenches k = 0.3
(k = 3) that corresponds to fast (slow) quench for the left
(right) panel, respectively. In both left and right panels the
magenta dashed line corresponds to the critical point which
is at (%)*zl.l 1072. As shown in Fig. 5, we observed that at
the critical point, (%)*, the excitation time, 7., gets the finite

value though its slope, ‘g;;f s

approaches infinity at this point.
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Fig. 5 Excitation time #,, as a function of % Left: We fixed the val-
ues of interquark distance [ = 0.27, the transition time k = 0.3 and
the temperature 7 = 0.37 (IT = 0.10). Right: We fixed the values of

150 k=0.3
— fitted curve
e numerical result
dtex 100
d p
T
50
0 + -

1.04 1.06 1.08 1.10
L
T

Fig. 6 ‘(’1’—@ as a function of %. Left: We fixed the values of interquark

distance / = 0.27, the transition time k = 0.3 and the temper-
ature T = 0.37 (IT = 0.10). The blue curve is the function,
(2% — %)_9, fitted with the data with 6 = 0.515667. Right:

In order to check let’s define the slope

diex o _ fex( 1) — lex ()
de 7 LG+ D-LO)

(29)

where i represents the ith point of the corresponding data
points. It is important to note that, in our numerical results
by varying two independent input parameters, we plotted the
tox and its slope with respect to the % In practice, for % we
utilized

zﬁ+,/z§+4q2 z%

1% T qZh o)
T

g : (30)

4, /.8 2,2
7+ 27 +4q% 2
q2—|—2zh2 R A h2 4

where, g and z;, are two independent input parameters. A
very interesting observation is that the slope of data points
near the critical point can be fitted with the function

— k=3

41" Critical Point <€——

1.04 1.06 1.08 1.10

interquark distance / = 0.27, the transition time k = 3 and the temper-
ature 7 = 0.37 (IT = 0.10). In both left and right panels the magenta
dashed line corresponds to the critical point which is at (%)*:1.1 1072

300
k=3
250 | — fitted curve
e numerical result
dty, 200
I
97 150
100
0 —e [
1.02 1.04 1.06 1.08 1.10
[
T
We fixed the values of interquark distance / = 0.27, the transi-

tion time k = 3 and the temperature 7 = 0.37 (IT = 0.10).
The red curve is the same function fitted with the data with 6 =
0.572473

€1y

where 6 is a positive number and defined as a dynamical
critical exponent [45].

Asyoucan see in Fig. 6 we depicted d

et as afunction of &

that is the slope (29) near the critical point? In the left and right
panel, we fixed the values of interquark distance I = 0.27
and the temperature 7 = 0.37 (IT = 0.10). But, in the left
panel we fixed the transition time k£ = 0.3 that corresponds to
fast quench and in the right panel we fixed the transition time
k = 3 that corresponds to slow quench. We observed that for
the fast quench the value of dynamical critical exponent is
0 = 0.515667 and for slow quench 6 = 0.572473. A very
interesting observation is that by increasing the value of tran-
sition time from k = 0.3 to k = 3, there is a smooth deviation
in dynamical critical exponent that is the dynamical critical
exponent is sensitive to the value of the transition time %,
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m k=10

400} L k=03

lines:  fitted curve
points: numerical result
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200

1.02 1.04 1.06 1.08 1.10

Fig. 7 ‘;’Zf as a function of % We fixed the values of interquark dis-
£

tance / = 0.45 and the temperature 7 = 0.31 (IT = 0.14) for all cases
while for green points the value of the transition time is k = 0.3 and
for blue (red) points are k = 10 (k = 20), respectively. The green curve

is the function, (2”7 - %)*9, fitted with the data with & = 0.529178.

The blue and red curves are the same functions fitted with the data with
6 = 0.641450 and 6 = 0.830707, respectively

although smoothly. Another point is that our result is in good
agreement with the the result that is obtained from the investi-
gation of the behavior of scalar quasi-normal modes near the
critical point in [50]. Consequently, the gauge invariant and
non-local observable, i.e. Wilson loop is a good observable to
probe the critical point of the theory when the system evolves
towards the critical point. Recently, different observables is
investigated to find dynamical critical exponent [63—-66].

To investigate the effect of different values of the tran-
sition time on the dynamical critical exponent the behavior
of

the vglues of interquark distance / = 0.45 and the temper-
ature 7 = 0.31 (IT = 0.14) for all cases while for green
points the value of the transition time is k = 0.3 and for blue
(red) points are k = 10 (k = 20), respectively. We obtained
6 = 0.529178 for fast quench k = 0.3 and 6 = 0.641450
(6 = 0.830707) for slow quenches k = 10 (k = 20), respec-
tively. In comparison with Fig. 6, a considerable change in
the value of the dynamical critical exponent 6 is observed in
the Fig. 7. The important point is that the dynamical critical
exponent 6 is more sensitive to the more larger values of the
transition time k, that is the more slower energy injection,
the more larger deviations in 6. Therefore, it is seen that just
for fast quenches, (k < 1) the value of the dynamical critical
exponent, 6 can be in good agreement with the result that is
reported in [50].

Now we would like to analyze the effect of interquark
distance [ on the dynamical critical exponent 6. To do so, the

behavior of d’ff as a function of % is illustrated in Fig. 8 for

‘gg‘ as a function of % is illustrated in Fig. 7. We fixed

T
fixed values of the transition time k = 0.3. In the left panel we
fixed the interquark distance / = 0.27 and the temperature
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T = 0.37 orIT = 0.10 and obtained the dynamical critical
exponent & = 0.515667. In the middle panel we fixed the
interquark distance [ = 0.45 and the temperature 7 = 0.31
or [T = 0.14 and observed the dynamical critical exponent
0 = 0.529178. In the right panel we fixed the interquark
distance / = 1 and the temperature 7 = 0.17 or [T = 0.17
and obtained the dynamical critical exponent & = 0.535088.
The important feature is that by fixing the time interval of
energy injection, k, there is a low increase in 6 when the
value of /T increases. In other words, the dynamical critical
exponent 6 is sensitive to the value of interquark distance
| very smoothly. Therefore, we observed that the value of
dynamical critical exponent 6 is more sensible to the value
of energy injection k rather than the interquark distance /.
We would like to emphasize that for all numerical results
that is obtained in this research we chose the value of /7 in
such a way that /T <« 1. This is because for the condition
IT > 1 there is no meson bound state and only for the
condition/7T < 1the meson bound state can exist in the QGP
and hence the meson excitation time, 7., can be defined.

4 Discussion and outlook

‘We have continued the research set out in [48] and utilized the
idea of meson excitation time, i.e. ., to find out some infor-
mations from the phase structure of the QCD. It is important
to note that, the final results of the paper [48] has two main
parts. In the first part, the effect of the parameters of the theory
(such as temperature and chemical potential) on the charac-
teristics of the oscillation, i.e. frequency and amplitude have
been investigated. Then, in the second part, after defining
the excitation time of the meson, i.e. ¢, the effect of vari-
ous parameters of the theory on the 7., have been described.
But, in this research we borrowed the idea of 7., from [48]
to investigate whether the meson excitation time, .y, can
probe the critical point when the system evolves towards the
critical point? and what would be the associated dynamical
critical exponent? In addition, we study the effect of param-
eters of the theory and different quenches on the associated
dynamical critical exponent and compare our results with
other papers. Note also that the gravity background in this
research is completely different from [48]. In this work, we
consider a particular background that possesses the critical
point in such a way that we could investigate the holographic
critical point in the field theory side.

In this work we studied the dynamics of a open string
attached to the AdS boundary of the Vaidya black hole space-
time in the Einstein—-Maxwell dilaton theory. In this the-
ory the black hole solutions possess the “critical point” at
which the thermodynamical stability of a black hole solution
switches. We obtained that the relaxation of the string slows
down when the background spacetime is taken to the critical
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Fig. 8 Z’if as a function of %. Left: We fixed the values of interquark

distance/ = 0.27, the transition time k = 0.3, the temperature 7 = 0.37
and [T = 0.10. The blue curve is the function, (2%5 - %)—6 , fitted with

the data with & = 0.515667. Middle: We fixed the values of interquark
distance! = 0.45, the transition time k = 0.3, the temperature 7 = 0.31

point. We would like to emphasize that, at each value of the
ratio of chemical potential and temperature after the injec-
tion of energy, relaxation of string slows down and we could
calculate the excitation time of meson, f., to probe the criti-
cal point of the theory and then one can obtain the associated
dynamical critical exponent.

An important point that we would like to emphasize is
that since we work in the probe limit, i.e. the effects of
the backreaction of meson are not included, therefore the
energy of the meson does not dissipate in the plasma. Conse-
quently, excitation of the meson will remain without decay
and the meson’s characteristics of oscillation, i.e. frequency
and amplitude remain unchanged. Another point is that, the
string dynamics studied in this work relaxed to the equi-
librium states. This is very interesting result that has been
addressed in [22,48,60]. Let’s consider a bound-state of the
stable meson at + = 0 which is in its ground state. It is
described by the static string hanged from the boundary into
the bulk with the end points on the boundary. Due to the
injection of energy into the plasma, the temperature and the
chemical potential are increased from zero to finite values of
T and pu, respectively. According to the results of [22,61],
as the temperature increases the shape of the brane changes
time-dependently. As the energy is being injected the turning
point of the string gets closer to the black hole horizon. Their
results shows that the string oscillates around the string static
solution corresponding to the final temperature of the system
after finishing the quench. These oscillations are described
as the oscillations of the time-dependent Wilson loop in the
field theory side. In other words, based on the [61] where the
authors have studied the dynamics of the shape of the brane in
atime-dependent background, these oscillations can be inter-
preted as if the quench puts the stable meson into the final
excited state. The power spectrum of the condensation oscil-
lations gives the excited mesonic modes in the field theory
side. As a matter of fact, after the energy injection, the string

1.08 1.10 1.02 1.04 1.06 1.08 1.10

and [T = 0.14. The Green curve is the same function fitted with the
data with 6 = 0.529178. Right: We fixed the values of interquark dis-
tance / = 1, the transition time £ = 0.3, the temperature 7 = 0.17 and
IT = 0.17. The red curve is the same function fitted with the data with
6 = 0.535088

is oscillating in one of the its normal modes, i.e. relaxes to the
equilibrium state or equivalently the quark-antiquark bound
state has been excited and oscillates with specific frequency
and amplitude.

It is important to note that, we have chosen the stable
branch of background solution. This is due to the fact that,
the thermal stability conditions are determined by the sign
of the heat capacity Cy. The positivity of the heat capac-
ity guarantees thermally stable solutions, while the nega-
tive heat capacity determines the unstable solutions. In black
hole case, when we decrease zj, i.e. larger horizon, the black
hole should be more warmer, while the unstable branch of
the background spacetime gets cooler. Therefore, we choose
the stable (physical) background solution to investigate the
physics of open string as a probe on this background. But,
about the solutions of open string in this background there
is one stable and one unstable static solution for the same
boundary condition [67]. Note also that, the unstable classi-
cal configuration is not the minimum energy configuration
but is used in [67] to probe the horizon.

In a next phase of research, one interesting direction to
extend this work and obtain results of this research from other
view point is to consider special initial conditions for open
string. In other words, it could be more transparent just to
study 7, for the motion of the string with initial (nonlinear)
perturbations on a static black hole background, rather than
inducing string motion by using the Vaidya (time-dependent)
spacetime as the background. This approach originates from
the conjecture that the behavior of the relaxation of the
string is more or less insensitive to the precise shape of the
string excitation from the equilibrium shape. Another point is
that, the critical point corresponds to the background space-
time that is thermodynamically marginally stable. Since, it
is the property of the background spacetime, its stability
is not directly related to properties of string dynamics on
this background spacetime. Therefore, the physical origin of
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the behaviors found in this work about string dynamics near
critical point, could be explained based on the properties of
the background geometry and the classical mechanics of the
string dynamics in it.
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Appendix A: Review on the charged black hole back-
grounds

1. EM-dilaton black hole background

Consider the action of 5-dimensional Einstein—-Maxwell-
dilaton gravity [47]:

S= - [dy= [R A ey — v
167 3

—e*%“d’ﬁwﬁf“] . (A1)

where R is Ricci scalar, F,w is field strength of the U(1)
gauge field, @ is the scalar dilaton field, « is the coupling
constant between the dilaton and the Maxwell field and V (®)
is dilaton potential. For more details see [47]. The equations
of motion are:
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1
R;w - EguvR

4 1 » 3
- 5 0, ®9,d — Eg;w(vq)) - gguvv(cb)

— 278" (ﬁuva 4g,wFp(,I:“p"> =0 (A2)
30V o —4a® A A

2 o

d—— 4 —¢3 FP? =0
gad T 2¢ " T ’

The solution for the metric obtaining from the above action
is:

ds® = — N(2) f(2)di® + L de
AU +022) f(2)

1 bZ ,2 R
+ T i, (A3)
z
1 4+ b22 2
f(2) :#FZV YA -y,
z 1 4272

where z is the radial coordinate in bulk gravity, so thatz = O1is
boundary of the gravity theory where the field theory lives and
X = (x1, x2, x3). Also, the other functions and parameters
are already defined in Eq. (2). This solution is asymptotically
AdSs. We set the AdS radius to be one. When we setax = 0in
Eq. (A2), the solution reduces to the well-known Reissner—
Nordstrom-AdS black hole.

2. EM-dilaton-Vaidya background

The generalization of the static background (A3) to the time-
dependent case can be achieved by adding external source
terms to the action (A1). To do so, we need introduce external
matter sources and then the equations of motion are:

1
R/LU — EgMVR

4 1 , 3
- 5 0, ®9,d — Eg/w(vq)) - gguvv((b)

—4a A oA 1 A A
—2e 75" <FWF§ - ZgWFpUF””> — 8T,

v, (7 ) = g

ext*

(A4)

The equation of motion of the dilaton field will not change
and are the same as Eq. (A2). The solution for the EM-
dilaton-Vaidya metric in Eddington—Finkelstein coordinates
is Eq. (1) provided that the external matter source satisfies

236+ 4b*2%)

3

41+ b%2%)32

8T = M) |88,
, (AS)
M) |

v

bz’ 1 3
SJTJU = | — )
ext 2 1 + b2Z2 /M(l—)) Z
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where M(0) = dM /dv. For more details see [47].

Appendix B: Boundary condition

The boundary conditions for solving the equations of motion
(25) can be obtained by fixing the diffeomorphism invariance
on the two-dimensional world-sheet of the string as done in
[61]. Therefore, on the boundary one can choose u = v for
fixing one of the endpoints of string and u = v 4 L for fixing
the other one. Therefore, the boundary condition at the AdS
boundary for Z and X are:

Xly=y = _7,
/

Xly=v+L = z

Z|u=v =0 5
B

Zly=v+L = 0;

By applying these boundary conditions, during the injection
of energy, the distance between the quark and antiquark will
not change. One can get the rest of the boundary conditions
by expanding V (u, v), Z(u, v) and X (u, v) about the point
u = v at the boundary. As follows

V(u,v) = Vo) +Viv)w —v) +---, (B2)
Z(u,v) = Z1(0)u — v) + Zo)(u — v)* + -, (B3)
X(u,v):%l—i—xl(v)(u—v)—i-n-. (B4)

By putting the above equations into the dynamical equations
(25) and demanding the regularity condition at u = v, the
other boundary conditions one can obtained. The consistency
with the constraint equations (26) should be checked. For the
other point, u = v + L, the mentioned procedure should be
followed. Finally, the result of the expansion for the point
u = v are:

V(w, v) =Vow) + O ((u - v)5> , (BSa)

Z (. v) 0) (U — v) + VO:”) - v)? + V‘;;”) u —v)?
+0 ((u - u)“) , (BSb)

X (u, v) =_7l +0 ((u — v)3) . (B5¢)

From the above one can see that

Z wolu=v = 0, 2Z ylu=v = Vo(v), (B6)

where V (v) = %. It is easy to check that the same results
for the other point at the boundary, i.e. u = v + L can be
obtained. The interested reader can refer to [61] for more
details.

Appendix C: Initial condition

The initial condition for Z, V and X can be obtained by using
the static equation (21) and constraint equations (26). In the
Eq. (21) we replace x and z with the capital ones and set
b=0,N(@ =1,¢g@ = land f(z) = %. Using (B5a),
(B5b) and considering V,, > 0 at the boundary, the other
conditions Z , > 0 and Z ,, < 0 can be found. By imposing
X ulz=0 = X v|z=0 = 0 and using the constraint equations
(26), we get

V,u = Z,u <_1 +4/14+ (Z_)Z()z> s

Vo =Z, (-1 —J1+ (%)2) .

Now by taking the derivative of Eq. (C1) with respect to v and
Eq. (C2) with respect to u and considering that V ,,, = V
the result is

dx\*
Z,u 1 + <ﬁ) = O

sV

(CI)

(€2

(C3)

Using Eq. (21) and substituting 3—)2‘ into the above equation
one can get the initial condition for Z(u, v)

115 z¢4
ZyF (— =7 —4> = ¢ ) — ¢v),

where ¢ (y) is an arbitrary function and our choice is ¢ (y) =
y [61]. One can get the initial condition for X (u, v) by inte-
grating the Eq. (21) as follows

X, v) ! 73 F 137 z¢
u,v) =~ — PRl I
2 3z.2 '\ a8

Where, Z, is the turning point of the string and since at
Z = Z, the equation X (u, v) = 0, we have

(C4)

(C5)

31

ARG EERY

A (Co6)

Also, using the Egs. (C1) and (C2) one can obtain the initial
condition for V (u, v):

v =-z(1-20 (5 513 4))+x@,  ©D

5—3)) + x(u),

Al Bl

Vo) =7 (1425 (3. 4 (C8)

where x and y are arbitrary functions. Moreover, by equal-
izing the above equations and using (C4), we would have

x() =2¢w), x@u)=2¢w). (C9)
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Fig. 9 Potential of meson in the AdSs background that corresponds
with zero temperature in field theory. Utilizing the Wilson loop the
Coloumb potential can be obtained

For more details see [61].

Appendix D: Numerical procedure to calculate the criti-
cal exponent

In this section we discuss the numerical procedure that is
used above to determine the dynamical critical exponent 6
when the physical system moves towards the critical point
(%)* = 1.11072. Atfirst, for producing the ¢, for each point,
i.e. the finite value of % we used Eq. (28). In addition, to cal-
culate the dynamical critical exponent 6 let’s take an specific
example which the parameters of our physical system are as
the transition time k = 0.3, interquark distance [ = 0.45 and
IT = 0.14. Therefore, when our system is moving towards
the critical point from point % = 1.0243 to (%), = 1.11072
we split this interval into 22 subintervals with different step
sizes (A(%) that are between 102 and 107). Also, for com-
puting the numerical derivatives we used the slope (29). In
Table 1 we specified the subintervals utilized to determine
the dynamical critical exponent 6. The result corresponding
with above fixed parameters is shown in the middle panel
of the Fig. 8 and (after using Wolfram’s Mathematica) the
associated critical exponent & = 0.529178 is obtained.

@ Springer

Table 1 Values of 7., % and ‘;’Zf used for the fit procedure for the

transition time k = 0.3, interquark distance / = 0.45 and IT = 0.14
with the fitted critical exponent 6 = 0.529178

Point Value of 7, Value of % Value of i’f
1 0.7101 1.0243 0.64

2 0.7234 1.0451 1.64

3 0.7561 1.0651 2.12

4 0.7794 1.0761 2.20

5 0.7974 1.0843 3.10

6 0.8225 1.0924 3.34

7 0.8489 1.1003 4.40

8 0.8621 1.1033 6.67

9 0.8701 1.1045 9.45
10 0.8805 1.1056 12.85
11 0.8972 1.1069 16.15
12 0.9295 1.1089 23.33
13 0.9365 1.1092 31.60
14 0.9523 1.1097 40.29
15 0.9664 1.11005 50.00
16 0.9714 1.11015 72.50
17 0.9772 1.11023 82.50
18 0.9871 1.11035 87.00
19 0.9958 1.11045 102.31
20 1.0091 1.11058 112.50
21 1.0136 1.11062 143.28
22 1.0232 1.11069 206.06
23 1.0300 1.11072

Appendix E: Meson potential at zero temperature

In this research, before the injection of energy the spacetime
background is pure AdSs. Utilizing the Eqgs. (17), (18) and
(19) one can find the static potential of meson in the AdSs
background that is correspondence with zero temperature
field theory. After some algebra one can find:



Eur. Phys. J. C (2023) 83:301

Page 150f 17 301

Fig. 10 Time evolution of the classical open string in the EM-dilaton-Vaidya background. We have fixed the interquark distance / = 0.27, transition
time k = 0.3 and the temperature 7" = 0.37 (/T = 0.10). Here, we have % =1.11071

1|1 [ y4— gt 11
V)= — —f dy | \[——2L -1 —(7—7) ,
o' | ze Sy yr—1 2%  Zn

(ED)

where, y = z/z;, and y;, = z,/z5. The static potential of the
meson at zero temperature is depicted in Fig. 9. By consid-
ering the Cornell potential [68—71]:

V() = —§ +o,l +C, (E2)

where, « is a Coulomb strength parameter, oy is QCD string
tension and C is a constant. We observe that here at zero
temperature, since the spacetime is pure AdSs then surely
when we calculate the potential of meson via Wilson loop, we
will obtain just Coulomb potential part (—7) of the Cornell
Potential. This is because that the linear regime of the Cornell
potential can be obtained when the geometry is ended in the
holographic direction z [1,72,73]. But, in the case of pure
AdSs the spacetime does not end in the direction of z in such
a way that Wilson loop potential does not possess the linear
regime of the Cornell potential.

Appendix F: Time evolution of the string

We depicted the time evolution of the classical open string
in the EM-dilaton-Vaidya background, in Fig. 10 for fixed
values of the interquark distance / = .27, transition time
k = 0.3 and the temperature T = 0.37 (IT = 0.10). As
shown in in Fig. 10, in the gravity side we see that the open
string oscillates around the static configuration correspon-
dence with the static potential of the meson after injection of
energy in the field theory side. In the Fig. 10, we have chosen
the % = 1.11071, but it is important to note that, this behav-
ior, i.e oscillation around static configuration is observed for

all values of the ratio of % as well as critical point. For each
values of % we can obtain the excitation time of the meson
and then the dynamical critical exponent 6 can be calculated.
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