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Abstract In this work we investigate the presence of elec-
trically charged structures that are localized in two and three
spatial dimensions. We use the Maxwell-scalar Lagrangian
to describe several systems with distinct interactions for the
scalar fields. The procedure relies on finding first order dif-
ferential equations that solve the equations of motion and
ensure stability of the corresponding minimum energy solu-
tions. We illustrate the many possibilities in two and in three
spatial dimensions, examining different examples of electri-
cally charged solutions that engender internal structure.

1 Introduction

In high energy physics, in the decade of 1970 several impor-
tant works have driven the physicists attention towards the
study of localized magnetic structures such as vortices in
the plane [1] and magnetic monopoles [2,3] in three spatial
dimensions; see also [4—-6] for other interesting investiga-
tions. Together with these theoretical studies of magnetic
monopoles, one can also construct dyons, which are spa-
tially localized structures that carry both electric and mag-
netic charges [7]. Similar configurations can also appear in
the plane, as shown in Refs. [8,9], where the study of vor-
tices with Chern—Simons dynamics ensured the presence of
magnetic vortices engendering electric charge.

We can also consider electrically charged localized struc-
tures with trivial magnetic behavior. Long ago, phenomeno-
logical models inspired by the Landau—Ginzburg—Devonshire
(LGD) procedure [10-12] have been considered to investi-
gate physical properties of ferroelectric materials; see, e.g.,
the recent reviews [13,14] and references therein for other
related investigations. In high energy physics, in the decade
0f 1970, in Refs. [ 15-19] the authors considered modification
of the electric properties of the medium to account for the pos-
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sibility to describe bag-like models for solitons. Moreover, in
the decade of 1980, other studies examined models capable
of supporting spherically symmetric, charged and spatially
localized configurations referred to as g-balls in Refs. [20-
22]. In the recent years, some of us have investigated q-balls
in distinct scenarios in Refs. [23-26]. In particular, in [24-26]
we considered the possibility of constructing compact [24],
split [25] and quasi-compact [26] objects of the g-ball type,
with the different profiles of the solutions directly related to
the presence of distinct self-interactions in the potential that
controls the complex scalar field.

More recently, in Ref. [27] the study considered the con-
struction of models that support structures engendering elec-
tric charge in the absence of magnetic properties in another
context, different from the case of g-balls. Moreover, in [28]
we used electric dipole in a medium with electric behav-
ior controlled by a real scalar field to induce new effects of
current interest. These recent results have inspired us to go
further and explore other possibilities in the present work.
The main line of investigation is implemented considering
multi-field scenarios, in which two or three real scalar fields
are added to account for distinct physical properties of the
solutions and control their internal structures. The presence
of several fields leads to more complicate scenario, since
we are dealing with coupled nonlinear differential equations.
However, under some specific conditions, we have been able
to develop an interesting procedure, which help us to sim-
plify the mathematical calculations and find stable analytical
configurations of current interest in high energy physics, with
potential application to other areas of nonlinear science.

In order to describe the construction of localized and elec-
trically charged structures, we organize the present work as
follows. In Sect. 2, we start reviewing some basic properties
of the standard classical electrodynamics in the presence of
a external charge, and then including a single real scalar field
which couples to the electromagnetic field via an unusual
non-minimal coupling. This gives rise to the Maxwell-scalar
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model [27,28] which we further study in this work. Before
doing this, however, in Sect. 2 we also review the construc-
tion of domain wall that mimics Bloch wall, as investigated
before in Refs. [29,30] in the presence of two real scalar
fields. We then introduce one interesting model in Sect. 3,
where we consider two real scalar field non-minimally cou-
pled to the electromagnetic field to describe charged field
configurations. In Sect. 4 we examine another model, in the
presence of three scalar fields, the third one used to control
the internal structure of the charged configurations. We then
end the work in Sect. 5, adding some comments and distinct
possibilities of continuation of the present study.

2 General considerations

In this work, we deal with the construction of spatially local-
ized configurations in Minkowski spacetime with (D, 1)
dimensions, with D specifying the number of spatial coor-
dinates. Our main interest here is to describe electrically
charged configurations, so we first review the case of the
electromagnetic field in the presence of an external charge,
the Maxwell-scalar model and Bloch wall solutions.

2.1 Single point charge

To better understand the present investigation, let us first
review the standard electromagnetic model, described by the
action S = [dtd Dy £, with the Lagrangian density

1
L= FuF" — Ay j". (1

Here, A* stands for the electromagnetic field, F},, = 9, A, —
9, A, represents the electromagnetic strength tensor and j*
is a (conserved) source current. As it is well known, the equa-
tion of motion associated to this model is

I FM = jv. 2)

We now focus on electrostatics, on the particular case of a
single point charge e, taking

i =eQ(D)s(r) and i =0, 3)

where Q (D) = 27 ?/2/ T'(D/2) denotes the D—dimensional
solid angle, introduced in this expression for convenience.
Considering that E = (F'9,F20, ..., FP?), one can show
that Eq. (2) leads to

e .
E= i 4)

This field is divergent at the charge location, » = 0. It was
found in Ref. [27] that one can regularize this behavior by
introducing a scalar field to control the electric permittivity
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of the system, with the Lagrangian density (1) changed to
1 1
L= —ZP(qb)F,wF’“’—l—§8M¢8“¢—A,Lj“. (%)

The coupling between the scalar and gauge field is unusual,
non-minimal, and the system is referred to as the Maxwell-
scalar model; see, e.g., Refs. [27,28]. In this situation, with
the same charge considered in Eq. (3), the electric field in
Eq. (6) is modified to

e
E=——7"F. 6

rPTP() " ©
The above equation allows one to show that the scalar field
is independent from the gauge field. If the permittivity is
P(¢) = ¢*/W?2, the scalar field ¢ = ¢(r) is governed by
the first order equation

;W
¢ = 577 @)

where the prime represents derivative with respect to the
radial coordinate r, and Wy = dW/d¢. So, for instance,
one can consider a planar system, with D = 2, and take
W = ¢ —¢3/3; in this case one gets ¢ = (> —r3)/(r> +713)
and E = 7 [2rro/(r? + r})]*e~ '+~ If, instead, one consid-
ers D > 3, it is possible to find the analytical expressions
¢ = tanh(—1/(D — 2)r°=2) and E = #sech*(—1/(D —
Z)FD_2)€_1I’1_D.

In this paper, we investigate the behavior of a single point
charge in a medium with the electric permittivity controlled
by two scalar fields that mimic domain wall of current inter-
est, which we briefly review below.

2.2 Domain walls

It was shown in Refs. [29-31] that a model consisted of two
scalar fields can be used to mimic the behavior of domain wall
with internal structure. The Lagrangian density of interest is

1 1
EI §8u¢au¢+§aMX8MX - V(¢, X)9 (8)

where the potential depends on both ¢ and x. In this subsec-
tion we consider a single spatial dimension. Minimum energy
configurations, which lead to first order equations, may be
obtained if the potential has the form

|
V=Wl W ©)
where the subscripts represent partial derivatives with respect
to the scalar fields. The model of interest arises with the

auxiliary function W = W (¢, x) in the form

1
W=¢— 5¢3 — ko x?, (10)

in which £ > 0 is a real parameter. It describes interaction
between the two scalar fields and induces interesting new
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behavior in the localized configurations which we explore in
the present work. Remember that we are using natural units,
and also, dimensionless fields and coordinates.

With W given by Eq. (10), the potential becomes

Vo0 =5 (1-92 —ke?) + K397, ()

and static fields ¢ = ¢(x) and x = x(x) (D = 1) are
governed by the following equations

d¢ 2 2

L =Wy =1—¢*—kyx-, 12

I ¢ ¢ X (12a)

X _ W = kg (12b)

dx ~ % X

For 0 < k < 1/2, one gets the analytical solutions

¢ = tanh(2kx), (13a)
/1

X+ == i 2 sech(2kx). (13b)

These solutions connects the minima (—1, 0) and (1, 0), rep-
resenting (¢, x ). They are found with the use of the trial orbit
method [32,33], which allows us to decouple the first order
equations. The solutions engender energy E = 4/3.

3 Charged configurations

We now investigate the following model in (D, 1) flat space-
time dimensions

1 1
L= _ZP@” X)F;WFMU + Ea,u,(baﬂd’
(14)
! © L
+ Eau)(a X — AM] .

This Lagrangian density is inspired by the ones in Egs. (5)
and (8). Notice that, although this model has two scalar fields,
¢ and y, it is quite different from the one in Ref. [27], since
the scalar fields are coupled exclusively by the electric per-
mittivity here. The equations of motion are given by

P,

3,07 + T¢F,WF‘“’ =0, (15a)
P

30" x + TXFMF“" =0, (15b)

3 (PFF) — j¥ = 0. (15¢)

Since we are interested in studying a single point charge
fixed at the origin, r = 0, we take the j* given by Eq. (3).
Considering static fields and solving the Gauss’ law which
arises from v = 0 in Eq. (15¢), we get the electric field

S (16)

b= 0.0

This expression allows us to write the equations of motion
in Egs. (15a) and (15b) for static fields as

1 5y e 31
rD_l (V ¢/)/ - 2}"2D_2 %(F) = 09 (173)

1 D—1_ v/ 62 0 1
D1 = x) = 272025, \ P =0

They are of second order and usually have nonlinearities and
couplings between the fields due to the presence of the gen-
eralized permittivity. In order to get first order equations, we
follow the lines of Ref. [5]. The energy density for this model
is given by

(17b)

Lo, 1 o P,
== — —|E
0 2¢> +2x +2| |

1 1 I
= ¢+ 1"+

2 2 2p p2D-2"

(18)

To obtain the latter expression, we have used the electric
field in Eq. (16). One can introduce the auxiliary function
W (¢, x) to write the above expression in the form

1 ’ Wo g 1 / Wy ?
p:§(¢ :FrD—l) +§ X :FrD—l

1 e’ 2 w2 |
+ 535 (5~ (Wo+wh) ) £ 5w

(19)
If the permittivity has the form
o2
P, x) = —5—=, 20
(@, %) W2t w2 (20)

one gets that the energy has a minimum value, that is,
E > Ep =Q(D)|AW], (21)

where AW = W (¢ (00), x(00))— W (¢ (0), x(0)). The min-
imum energy, E = Ep, is attained when the following first
order equations are satisfied

Wy

!/
¢ = :l:—rD_l, (22a)
— Wy (22b)
X == D571

r

These equations allow us to rewrite the energy density (18)
as

p(r) =¢*+x?. (23)

We then consider the function in Eq. (10), with the inclusion
of a parameter, o, in the form

1
W(p, x)=0¢ — §o¢>3 — kx> (24)

@ Springer
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Here, o is real and positive parameter. It is not needed when
working in a single spatial dimensions (see [29-31]). Nev-
ertheless, as we shall see below, it is important here to avoid
divergences in the energy density. Let us first deal with the
first order equations (22a) and (22b), which now read

2 2
, o—o¢p”—ky
¢ =t— P71
/ 2k x

X' =F 5 (25b)

(25a)

Using the trial orbit method [33], one can show that these
equations support the elliptic orbit

P i (26)
o —2k ’
with 0 < k < o/2. It connects the minima v; = (—1, 0) and
vy = (1, 0), for the pair of fields (¢, x). Using the above
expressions, one can decouple the first order equation (25a):
2k(1 - ¢%)
/
¢ = irD—”' (27)
It is of interest to notice that the explicit dependence on the
radial coordinate r in the right hand side of the latter equations
is similar to the case studied in Ref. [34]. For simplicity, from
now on, we consider the above equation with the upper sign.
Next, we investigate the solutions for D = 2 and D = 3.

3.1 Two spatial dimensions

In two spatial dimensions, the first order equation (27)
becomes

2k(1 — ¢?
¢’ — & (28)
r
It supports the solution
o (r) et (29)
r) = .
rék 41

To find x, we use the orbit in Eq. 26. It leads us to

o r2k
=2 /=—-2——.
x(r) C T2 (30)

In the above expression, one must take o/k > 2 to ensure
that yx is real and non-vanishing, matching with the condition
imposed below Eq. (26). The solutions ¢ (r) and y (r) are
plotted in Fig. 1. Using the energy density in Eq. (23), we get

42T 22 \*
,O(r) - r_2|:(r4k + 1)

2% N2/ 1IN (o
() () G2)) o

@ Springer

1.7F

0.8F

0 4 8
r

Fig. 1 The solutions ¢ (r) (top) and y (r) (bottom) associated to the
model in Sect. 3.1 for o = 5, with k = 1 (solid, blue line) and 2 (dotted,
red line)

The electric field in Eq. (16) with the permittivity P (¢, x)
in Eq. (20) take the form

421 2rk
E = —|(——
" er |:<r4k + 1)

22k N2/ N (o
+ 0 2 5
r+1) \rv+1) \k

where we have taken E(r) = E, 7. Note that, asymptotically,
both the energy density and the electric field goes to zero.
On the other hand, near the origin, the first and second terms
of the energy density are proportional to 3% ~2 and r*—2,
respectively. In order to avoid divergences in the energy den-
sity, we take k > 1/2. Since o/k > 2 must be satisfied,
this condition imposes that o > 1. We have checked that
these conditions are also sufficient to preserve the finiteness
and the single valued character of the electric field. In Fig. 2
we depict the electric field (32) and the energy density (31).
The electric field has a distinct behavior when compared to
the standard expression in Eq. (6), as it engenders a valley

(32)
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16} s

161

r

Fig. 2 The radial component of the electric field (top) for e = 1 and
the energy density (bottom) associated to the model in Sect. 3.1 for
o = 5, with k = 1 (solid, blue line) and 2 (dotted, red line)

near the origin and vanishes asymptotically. Thus, the scalar
fields that models the Bloch wall regularize the electric field
(and the energy density) engendered by a single point charge,
localizing it in a ringlike structure. This feature can be seen
in Fig. 3, which displays the electric field and the energy den-
sity in the plane. The size of hole at r = 0 is controlled by k,
which gives the intensity of the coupling between the fields;
see Eq. (24). As expected from Eq. (21), the total energy of
this structure is £ = 8w o/3.

3.2 Three spatial dimensions

We now investigate the structure with D = 3. Following sim-
ilar steps of the planar case (D = 2), one gets the solutions

¢ (r) = tanh(§(r)) (33a)
() = % — 2 sech(£(r)), (33b)

O

Fig. 3 The radial component of the electric field (left, blue) withe = 1
and the energy density (right, orange) associated to the model in Sect. 3.1
depicted in the plane for o = 5, with k = 1 (top), and k = 2 (bottom).
The intensity of the blue and orange colors increases with the increasing
of the electric field and energy density, respectively

where &(r) plays the role of a geometrical coordinate, with

2k

E(r)=——. (34)
r

We display the scalar fields in Fig. 4. Notice that ¢ goes from
¢ = —1to ¢ = 0. Interestingly, x becomes a monotonically
increasing function in this scenario (differently from the pla-
nar case), connecting x = 0to x = /o /k — 2.

The energy density of this structure can be written in terms
of the coordinate &(r), as

2

o(r)= 4ri4 [sech(é;)“ + tanh(&)%sech(&)? <% - 2)} (35)

and the electric field is given by

2

4k 4 5 of O
E,(r):;[sech(é) + tanh(&)“sech(&) (z—2>i| (36)

In Fig. 5 we display the electric field (36) and the energy
density (35) for some values of k£ and in Fig. 6 we illustrate
their behavior in the plane passing through the center of the
structure. Notice that, contrary to the D = 2 case, these phys-
ical quantities are finite for any value in the allowed range of
k. This means that o is not required here to avoid divergences
and to ensure that the electric field is single valued. The total
energy of this structure is E = 8w o/3.

@ Springer
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Fig. 4 The solutions ¢ (r) (top) and y (r) (bottom) associated to the
model in Sect. 3.2 for o = 5, with k = 1 (solid, blue line) and 2 (dotted,
red line)

4 Internal structure of charged configurations

In the previous section, we have shown that the permittivity
controlled by scalar fields can regularize the behavior of the
electric field generated by a single point charge, localizing it
in a ringlike structure. Modifications on the profile of kink-
like structures can be made through a function that changes
the kinematic term [35]. Inspired by this result, we investi-
gate another model with three scalar fields described by the
Lagrange density

1 1
L=—2P@ X, W FuF"™ + 2 f(1)9,99"¢

! n 1 n o
+ Ef(lﬂ)auxa X+ za;ulfa v —Auj",
(37)

where f () is a real and positive function. Notice that the
field ¢ is dynamical and was introduced to modify the kine-
matics of the fields ¢ and x associated to the Bloch wall.
The scalar fields are also coupled in the electric permittivity,
P (¢, x, ). We now have to solve the corresponding three

@ Springer

11r '

Er
0.5
0 L
0 10 20
T
0.8f
0.04
p0-4 -
okt
................. 4 8
0 .t
0 8

Fig. 5 The radial component of the electric field (top) with e = 1 and
the energy density (bottom) associated to the model in Sect. 3.2 for
o = 5, with k = 1 (solid, blue line) and 2 (dotted, red line). The inset
in the bottom figure shows the interval p € [0, 0.04]

7
{ )
./

Fig. 6 The electric field in the plane (left, blue) with e = 1 and the
energy density (right, orange) associated to the model in Sect. 3.2 for
o =5 and k = 1. The intensity of the blue and orange colors increases
with the increasing of the electric field and energy density, respectively

equations of motion:

P
du(f"P) + TQ’F,WF’” =0, (382)

P
B (fakx) + TXF,WF’” =0, (38b)
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P,
3, 0My + TWFWF’“’ — %(ampa% + 9, x0%*x) =0.
(38¢)
As before, let us consider static fields with the current given
as in Eq. (3). By solving Gauss’ law, we get the electric field

in Eq. (16) with the permittivity modified to P (¢, x, ¥). The
set of equations for static fields is written as

e 8 (1) _,
2p2D— 2845 -
L pia o 2 91
VD71 (r fX ) - 2r2D72£ F =07

—— Py

“fe) — (39a)

(39b)

27202 5y,
(39¢)

These equations are independent from the gauge field. How-
ever, they present couplings between the scalar fields. The
inclusion of v in the Lagrangian density makes the problem
harder than before, as one now has to solve three nonlinear
differential equations of second order. We then take advan-
tage of the procedure in Ref. [5] to find first order equations
to describe our model. The energy density associated to the
field configuration has the form
2

p=§(¢>’2+ H 4 vf +21P -
If one consider the function W = W (¢, x, ¥) and the per-
mittivity is written as

(40)

-1
P(p, x,¥) = + Ww) . 41)

d% 2
2

e\~ + 7~

<f W) f (Kﬁ)
the equations of motion are compatible with the first order
equations

Wo

¢ = St (42a)
w
/_ X
Wy
/
e L (42¢)

r

In this situation, the energy is minimizedto Ep = Q2 (D) |[AW/|,
where AW = W (¢ (00), x(00), ¥ (00))—W(¢(0), x(0), ¥ (0)).

By looking at Egs. (42a) and (42b), we see that they con-
tain the function f (). On the other hand, Eq. (42c) is only
driven by Wy, admitting a special case, for W (¢, x, ¥) =
Wi(¢, x) + Wa(¥). This specific form of W makes the first
order equation (42c) become independent of ¢ and y, having
the very same form of the first order equations for kinklike
solutions investigated in Ref. [34]. By knowing the form of
Y, one can use it to feed the function f (i), which can be

e 9 (1
( >—%(X/2+¢/2)=0~

¥ 0
-1 .
0 1.5 3
T
4+
P2
2-
0 .
0 1.5 3

T

Fig. 7 The solutions v (r) in Eq. (47) (top), and the energy density in
Eq. (48) (bottom) for ¢ = 2

seen as a source of geometrical constrictions [35] in the Bloch
wall, modeled by the solutions ¢ and y. The independence
of ¢ can also be seen in the energy density (40), which can
be written as the sum of two contributions, p = pj + p;, with

= FW)@> + 1D,

2

(43a)

p2=1 (43b)
To investigate how the inclusion of 1 modifies the charged

structure, we take Wi (¢, x) as the auxiliary function shown
in Eq. (24) and

Wr = ay — %w/ﬁ, (44a)

where « is a real and positive parameter. The first order equa-
tions (42a)—(42c) in this scenario are given by

o —o¢2 —kx2

/
¥ =T

(45a)
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0 5 10
r

Fig. 8 The solutions ¢ (r) (top) and x (r) (bottom) associated to the
model in Sect. 4.1.1 for 0 = 5 and « = 2, with k = 1 (solid, blue line)
and 2 (dotted, red line)

2k
X =2k, (45)
, el =)

One can show that the first order equations (45a) and (45b)
support the same orbit in Eq. (26), which leads us

2k(1 — ¢?)
f@)rp=1”

Notice the presence of f () in this expression. As shown in
Ref. [35], it can be associated to geometrical constrictions in
the solutions.

Let us now illustrate the above features, exploring distinct
models in two and three spatial dimensions.

¢ = (46)

4.1 Two spatial dimensions
We first study the electrically charged structure in the special

case with two spatial dimensions, D = 2. The solution v ()
that feeds the function f(r) can be found from Eq. (45c¢),

@ Springer

24t

Prqot

Fig. 9 The radial component of the electric field (top) with e = 1 and
the energy density (bottom) associated to the model in Sect. 4.1.1 for
o =5,a =2, with k = 1 (solid, blue line) and 2 (dotted, red line)

which leads us to

r2e — 1

Y(r) = W, 47

where we have taken the condition ¥ (1) = 0, for simplicity.
Its associated energy density (43b) has the form

16027422

o (48)

P2

Notice that, the parameter « plays an important hole here as
it may lead to a divergent behavior at the origin. To avoid
divergences at r = 0, we take @ > 0.5. In Fig. 7 we plot
the solution (47) and the energy density (48) for « = 2. We
then use this solution to feed the function f (y) in the models
which we present below.

4.1.1 First model

The first model of interest arises with f = 1/2. In this
case, the fields associated to the Bloch wall are similar to
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Egs. (33a) and (33b), with the geometrical coordinate &(r)
now given by

2k( 1 L 49
E(r) = (n(r)—gm) 49)

The conditions for o and k are the same of the ones dis-
cussedin Sect. 3.1. The solutions ¢ (r) and x (r) are displayed
in Fig. 8 for 0 = 5, @ = 2 and some values of k. The energy
density of these solutions, py, is given by Eq. (43a), which
leads us to

42 (r2e —1\?
r1 = r—2<m> <sech4($)
+ sechz(é)tanhz(&‘)(% — 2))

(50)

The electric field, which we write again in the form E(r) =
E, 7, is obtained from Eq. (6) with permittivity in Eq. (41).
Its expression is

£ = | s (21 (sect?
r= sec (5)(@) <sec é)
) o 1602r% 7 1
+tanh (%‘)(Z 2)) +m ;

S

The electric field and the energy density are displayed in
Fig. 9. We see that the parameter k, which controls the
strength of the coupling between ¢ and x, controls the loca-
tion of the peaks in the energy density and electric field. As
k increases, the valley at » = 0 becomes larger and the peaks
tends to accumulate near the valley outside the origin. To bet-
ter illustrate these results, we display the radial component
of the electric field and the energy density in Fig. 10 in the
plane. We see that both engender a ringlike character which
becomes sharper as k increases. The total energy of the con-
figuration is £ = E| + E» = 8n (0 + «)/3 as we expected
from Eq. (21).

4.1.2 Second model

The second model that we investigate is driven by f =
sec?(nmr ). This model supports solutions similar to that in
Egs. (33a)—(33b) with a new geometrical coordinate, n(r),
replacing &(r), given by

k
n(r) =kln(r) + ﬁ[Ci(éJr(r)) - Ci¢g-(r)]- (52)

In the above expression, Ci stands for the cosine integral
function and &4+ (r) = 2n7[l £ ¢ — 1)/(r** + 1)]. In
Fig. 11 we show the solutions ¢ (r) and x(r) for o = 5,
o = 2, n = 2 and some values of k. The solutions now

O

Fig. 10 The radial component of the electric field (left, blue) with
e = 1 and the energy density (right, orange) associated to the model
in Sect. 4.1.1 depicted in the plane for o0 = 5 and o = 2, with k = 1
(top), and k = 2 (bottom). The intensity of the blue and orange colors
increases with the increasing of the electric field and energy density,
respectively

present 2n inflection points that appear due to the form of
the function f.
The energy density in Eq. (43a) reads

— | 4k%sech? 2 -1 h2
p1 = sech”(n) cos” | nm P sech”(n)

a2 (2 —2)) |2
g k r2’
and the electric field in Eq. (6) takes the form

E, = | 4k%sech’( 2 re—1 h2
= n) cos” | nmw T sech”(n)

16 2 4o 1
+tanh2(n)<% —2)) it }

In Fig. 12 we depict the electric field and the energy density
foro =5, = 2, n = 2 and some values of k. Notice that
the internal structure in these quantities are much richer than
before and, as k increases, the inner ring becomes less and
less visible. To better illustrate these features, we display the
electric field and the energy density in the plane in Fig. 13.
This model has the same energy of the previous one, that is,
E = 8n (0 + «)/3 as we expected from Eq. (21), since it
does not depend on f ().

(53)

re

(54)
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Fig. 11 The solutions ¢ (r) (top) and x (r) (bottom) associated to the
model in Sect. 4.1.2 foro = 5, « = 2 and n = 2, with k = 1 (solid,
blue line) and 2 (dotted, red line). The inset in the bottom figure shows
the interval r € [0.5, 1.5] fork =2

4.2 Three spatial dimensions

We continue our investigation of the model (37), studying
it in three spatial dimensions. In this case, it supports the
solution

P—Y 3

r

whose associated energy density (43b) is

0 = a—jsechA' (g) . (56)

r r

In Fig. 14 we depict the solution (55) and the energy density
(56) for « = 2. Notice that there is a hole at the origin in the
above energy density.

Next, we study the behavior of the electrical structure gen-
erated by the scalar fields associated to the Bloch wall for the
same functions f (1) considered in Sect. 4.1.

@ Springer
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Fig. 12 The radial component of the electric field (top) with e = 1
and the energy density (bottom) associated to the model in Sect. 4.1.2
foro =5, =2 and n = 2, with k = 1 (solid, blue line) and k = 2
(dotted, red line)

Fig. 13 The electric field (left, blue) with e = 1 and the energy density
(right, orange) associated to the model in Sect. 4.1.2 depicted in the
plane foro = 5, ¢ = 2 and n = 2, with k = 1 (top) and 2 (bottom).
The intensity of the blue and orange colors increases with the increasing
of the electric field and energy density, respectively
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Fig. 14 The solution v (r) in Eq. (55) (top) and the energy density pa
in Eq. (56) (bottom) for @« = 2. The inset in the top figure shows the
solution near the origin

4.2.1 First model

Considering f = 1/v2, the solutions in Egs. (33a) and (33b)
are now described by the geometrical coordinate

E(r) = %<tanh <3> _ g). (57)
o r r

The solution ¢ (r) connects the points ¢ = —1 and ¢ = O,

and x (r) goes from x = 0to x = 4/o/k — 2. They can be
seen in Fig. 15.
The energy density in Eq. (43a) is

o1 = |:4k2sech2($) tanh? (%) (sechz(g)

ranh2e) (2 —2)) | L (58)
k r4

and the electric field (16) is given by

E, = |:4k2sech2($) tanh? (%) <sech2(g)

+tanh2($)<% — 2)) + ozzsech4(g) ]Lz.
r er

O- ---------
¢-05F
-1 1
0 4 8
T
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Fig. 15 The solution ¢ (r) (top) and x (r) (bottom) associated to the
model in Sect. 4.2.1 foroc = 5, « = 2 and n = 2 with k = 1 (solid,
blue line) and 2 (dotted, red line)

(59)

In Fig. 16 we display the electric field (59) and the energy
density (58). Notice that, as k increases the hole around the
origin gets wider and the height of both the electric field
and energy density decreases. In Fig. 17 we illustrate their
behavior depicting the section passing through the center of
the structure, from which one can see that the energy density
has the form of a shell. In this situation, the energy is E =
8w (o +a)/3.

4.2.2 Second model

To find a richer internal structure, we take f = sec2(nm v).
It leads us to the solutions in Egs. (33a) and (33b) with geo-
metrical coordinate & replaced by

k
n(r) = [Ci(64+(r) — Cis—(r))]. (60)

™

where &4 () = 2nm (1 Ftanh(a/r)). We depict the solutions
in Fig. 18.
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Fig. 16 The radial component of the electric field (top) with e = 1
and the energy density (bottom) associated to the model in Sect. 4.2.1
foro =5, =2, and k = 1 (solid, blue line) and 2 (dotted, red line)

Fig. 17 The section passing through the center of the structure, repre-
senting the electric field (left, blue) with e = 1 and the energy density
(right, orange) associated to the model in Sect. 4.2.1 foro = 5,0 =2
and k = 2. The intensity of the blue and orange colors increases with
the increasing of the electric field and energy density, respectively

In this case the energy density is given by

p1 = |:4kzsech2(n) cos® (nm tanh(ae/r)) <sech2(17)

+tanh2(n)<% —2>>]ri4 61)
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Fig. 18 The solutions ¢ (r) (top) and x (r) (bottom) associated to the
model in Sect. 4.2.2 foro = 5, « = 2 and n = 2 with k = 1 (solid,
blue line) and 2 (dotted, red line). The inset in the top figure shows the
behavior for small r

and the electric field is

E, = |:4k2sech2(17) cos? (nm tanh(oe/r))(sechz(n)

+tanh2(n) <% - 2)) + azsech4(a/r)]

er?’

(62)

In Fig. 19 we depict the electric field (62) and the energy den-
sity (61) for k = 1 and k = 2. Since the object is spherically
symmetric, we see that the structure has a multi-shell form;
the number of shells are controlled by n. As k increases, the
electric field and energy tend to become less and less con-
centrated at the center, as it spreads more and more to the
external rings. We also display the planar section passing
through the center of the structure in Fig. 20. The energy of
this configuration is the very same of the one in Sect. 4.2.1.
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Fig. 19 The radial component of the electric field (top) with e = 1
and energy density (bottom) associated to the model in Sect. 4.2.2 for
o =5,a =2andn = 2, with k = 1 (solid, blue line) and 2 (dotted,
red line). For k = 2, we have depicted 2E, and 2p; to better illustrate
the behavior

5 Conclusion

In this work, we investigated the behavior of a single point
charge in a medium with electric permittivity controlled by
two scalar fields that can be associated to the so called Bloch
domain wall. We have shown that the equations of motion
that govern the scalar fields are independent and, based on
the energy minimization, we have developed a first order for-
malism for our model. In this situation, it was found that an
elliptic orbit allows the scalar fields to be decoupled, leading
to analytical solutions. This procedure was illustrated with
two models, which lead us to conclude that the presence of
the scalar fields regularizes the behavior of the electric field
and energy density at the origin and localizes the structure in
a region outside the origin, with a ring- or shell-like profile.
The results show that the strength of the coupling between the
scalar fields controls the location of the ring or shell. We have
also investigated how the inclusion of a third scalar field that
simulates geometrical constrictions modifies the solutions.
In this case, it was possible to obtain richer configurations,

©

Fig. 20 The section passing through the center of the structure, repre-
senting the electric field (left, blue) with e = 1 and the energy density
(right, orange) associated to the model in Sect. 4.2.2 foro =5, o = 2,
with k£ = 1 (top) and 2 (bottom). The intensity of the blue and orange
colors increases with the increasing of the electric field and energy
density, respectively

exhibiting several rings or shells whose location is also con-
trolled by the parameter that couples the fields of the Bloch
wall.

The results obtained in the present study motivate us to
suggest distinct perspectives of future work. In particular, we
are now investigating other extensions, as in the recent study
on electric dipole [28], to propose new devices of the electric
type. Despite the intrinsic interest in high energy physics,
we also think the present study may find applications to the
investigation of plasmonic materials that exhibit high refrac-
tive index at the nanometric scale. It is perhaps possible to
adapt the Maxwell-scalar model to describe properties of
thermoplasmonics interest, such as the generation of nano-
sources of heat through the use of plasmonic nanoparticles
[36-38]. The Maxwell-scalar model can also be studied in
the presence of curvature, which may respond to other related
effects, as explored in the case of boson stars, for instance,
which have many interesting application [39]. In this context,
we can also think of five-dimensional holographic model
that includes spacetime metric, an Abelian gauge field and a
real scalar field giving rise to Einstein-Maxwell-scalar model
[40], which can be used to calculate thermodynamics prop-
erties of a hot and dense quark-gluon plasma; see, e.g., Ref.
[41]. Other possibilities concern the presence of radially sym-
metric, stable solutions in four dimensional static, radially
symmetric spacetime, as studied in [42—44] and in references
therein. We hope to report on some of these issues in the near
future.
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