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Abstract The process e+e− → nn̄ is studied in the experi-
ment at the VEPP-2000 e+e− collider with the SND detector.
The technique of the time measurements in the multichan-
nel NaI(Tl) electromagnetic calorimeter is used to select nn̄
events. The value of the measured cross section in the center-
of-mass energy range from 1.894 to 2 GeV varies from 0.5 to
0.35 nb. The effective neutron timelike form factor is derived
from the measured cross section and compared with the pro-
ton form factor. The ratio of the neutron electric and magnetic
form factors is obtained from the analysis of the antineutron
polar angle distribution and found to be consistent with unity.

1 Introduction

Measurement of the e+e− annihilation to nucleon-antinuc-
leon pairs allows to study the nucleon internal structure
described by the timelike electromagnetic form factors, elec-
tric GE and magnetic GM . The nn̄ production cross section
is given by the following equation:

dσ

dΩ
= α2β

4s

[
|GM (s)|2(1 + cos2 θ)

+ 1

γ 2 |GE (s)|2 sin2 θ

]
(1)

a e-mail: seredn@inp.nsk.su (corresponding author)

where α is the fine structure constant, s = 4E2
b = E2, Eb

is the beam energy, E is the center-of-mass (c.m.) energy,
β = √

1 − 4m2
n/s, mn is the neutron mass, γ = Eb/mn , and

θ is the antineutron production polar angle. The |GE/GM |
ratio can be extracted from the analysis of the measured cos θ

distribution. At the threshold |GE | = |GM |. The total cross
section has the following form:

σ(s) = 4πα2β

3s

(
1 + 1

2γ 2

)
|F(s)|2, (2)

with

|F(s)|2 = 2γ 2|GM (s)|2 + |GE (s)|2
2γ 2 + 1

. (3)

The function F(s) is the so-called effective form factor,
which is equal to unity for pointlike particle. It is this function
that is measured in most of e+e− → p p̄ and nn̄ experiments.
One can see from Eqs. (1) and (3) that the relative contribu-
tion of the |GE (s)|2 term decreases with energy as 1/E2

b .
The e+e− → nn̄ cross section near threshold was mea-

sured previously in the FENICE [1] and SND [2] exper-
iments. Recently, BESIII results [3] on the study of the
e+e− → nn̄ process above 2 GeV were published. In this
work we present a new measurement of the e+e− → nn̄
cross section in the SND experiment.
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Fig. 1 SND detector, section
along the beams: (1) beam pipe,
(2) tracking system, (3) aerogel
Cherenkov counters, (4) NaI
(Tl) crystals, (5) vacuum
phototriodes, (6) iron absorber,
(7) proportional tubes,(8) iron
absorber, (9) scintillation
counters, (10) VEPP-2000
focusing solenoids

2 Collider, detector, experiment

The experiment was carried out at the VEPP-2000 e+e− col-
lider [4] with the SND detector [5–8]. VEPP-2000 operates
in the c.m. energy range from 0.3 to 2.0 GeV. The collider has
two collision regions, one of which is occupied by the SND
detector. The collider luminosity ranges from 1029 cm−2s−1

near 0.3 GeV up to 7×1031 cm−2s−1 at the maximum energy.
The beam energy and its spread during data taking is mea-
sured by the laser Compton back-scattering system [9]. The
accuracy of the energy measurement is 50 keV. The beam
energy spread above the nn̄ threshold is about 0.7 MeV.

The SND (Spherical Neutral Detector) is a general-
purpose non-magnetic detector for a low energy collider
(Fig. 1). It consists of a tracking system, an aerogel Cheren-
kov detector, a three-layer spherical NaI(Tl) electromagnetic
calorimeter (EMC) and a muon detector. The latter consists
of layers of proportional tubes and scintillation counters with
an 1 cm iron sheet between them. The EMC is the main part
of SND. It is intended to measure the electromagnetic shower
energy and angles, but is also suitable to detect antineutrons.
At the kinetic energy of several tens of MeV the antineutron
annihilation length in NaI(Tl) does not exceed 20 cm [10],
which is significantly less than the EMC thickness (35 cm
of NaI(Tl)) [2]. This leads to a high absorption efficiency of
produced antineutrons in the SND calorimeter.

The data for this analysis were taken in the energy range
from the nn̄ threshold up to 2 GeV, in 7 energy points in the
2017 run and in 7 points in the 2019 run. The total integrated
luminosity of these data is about 30 pb−1. The typical col-
lider instant luminosity in the experiment was about 2×1031

cm−2s−1. To study background, we also analyze data with
an integrated luminosity of 20 pb−1 collected below the nn̄
threshold, in the range Eb = 900–939 MeV.

3 Backgrounds and events selection

The background in this experiment is of three types: physi-
cal, beam-induced, and cosmic-ray. The physical background
arises from all e+e− annihilation processes, in particular,
those with KL meson in the final state. The beam-induced
background comes from interactions of off-energy beam par-
ticles with elements of the collider magnetic system and the
walls of the beam pipe near the e+e− interaction region.
Beam particles can lose energy through the radiative Bhabha
scattering, beam-gas scattering, and internal beam (Tou-
schek) scattering. The total EMC energy deposition in most
of beam background events does not exceed the beam energy.
The EMC signals from physical and beam-induced back-
ground events are synchronized with the beam revolution fre-
quency (12.3 MHz). In contrast, the cosmic-ray background
is evenly distributed in time.

The nn̄ events are very different from events of other e+e−
annihilation processes. Below 2 GeV the neutron from nn̄
pair has low energy and therefore gives low energy depo-
sition in the calorimeter. In this analysis, the signal from
neutrons is not used. The antineutron annihilates inside the
EMC and produces pions, protons, neutrons with the total
energy up to 2mn . Such an annihilation “star” in the EMC is
a main sign of the neutron-antineutron event. In SND, clus-
ters in the calorimeter with energy deposition greater than

123



Eur. Phys. J. C (2022) 82 :761 Page 3 of 13 761

20 MeV not associated with charged tracks originated from
the interaction region are reconstructed as photons.Typically,
a nn̄ event looks like a multiphoton event. A small part of the
events contains off-center tracks in the drift chamber. In this
analysis, to estimate antineutron direction we calculate the
so-called event momentum PEMC = ∑

i Ei r i , where Ei is
the energy deposition in EMC crystal i , and r i is its position
unit vector. The polar angle of the event momentum (θa) is
taken as an estimate of the antineutron polar angle. Based
on specific properties of signal and background events, the
following criteria are chosen to select nn̄ candidates.

1. No charged tracks in the drift chamber are found in an
event (nch = 0).

2. The reconstructed antineutron polar angle lies in the
“large-angle” region of the calorimeter 36◦ < θa <

144◦.
3. The absence of a signal in the muon system (coinci-

dence of proportional tubes and scintillation counters)
is required. This is the most efficient selection condition
against the cosmic-ray background.

4. The total energy deposition in the EMC is required to
be within the limits Eb < EEMC < 2Eb GeV. The
EEMC/(2Eb) distribution for data and simulated signal
events is shown in Fig. 2. The sharp rise in the spectrum
below EEMC = Eb is due to the beam-induced back-
ground.

5. The large unbalanced total event momentum is measured
in the calorimeter (PEMC > 0.4EEMC). This condition
suppresses the e+e−annihilation background.

6. The most energetic photon in an event has the polar
angle in the range 27◦–153◦. This condition suppresses
e+e− → γ γ background.

7. The transverse EMC energy profile of the most energetic
photon is required to be not consistent with the electro-
magnetic shower profile [11]. The distribution of the cor-
responding logarithmic likelihood function Lγ for data
and simulated signal events is shown in Fig. 3. The condi-
tion Lγ > −2.5 is used. The steep rise in the distribution
at negative values is due to the e+e− annihilation back-
ground containing real photons.

8. The cosmic-ray background is suppressed by the require-
ment that there be no cosmic-ray track in the calorime-
ter. The cosmic-ray track is reconstructed as a group of
calorimeter crystal hits positioned along a straight line
with Rmin > 10 cm, where Rmin is a distance between
the track and the detector center.

9. For suppression of the cosmic-ray shower events, a spe-
cial parameter has been developed. The moment of iner-
tia tensor is constructed from the coordinates of the EMC
crystals weighted by their energy depositions. The ten-
sor is then diagonalized, and the ratio of the smallest to
the largest eigenvalues RT is calculated. We require that

Fig. 2 The distribution of the normalized total EMC energy deposi-
tion EEMC/2Eb for 2019 data events with Eb = 945, 950, 951 MeV
(points with error bars) Events are satisfied the standard selection cri-
teria except for the condition on EEMC. The histogram represents the
same distribution for simulated signal events. The vertical lines indicate
the boundaries of the condition Eb < EEMC < 2 GeV

Fig. 3 The Lγ distribution for 2019 data events with Eb = 945, 950,
951 MeV (points with error bars). Events satisfy the standard selection
criteria except for the condition on Lγ . The histogram represents the
same distribution for simulated signal events. The vertical line indicates
the boundary of the condition Lγ > −2.5

RT < 0.4 and that the distance between the “center of
mass” of the EMC crystals and the detector center be
greater than 10 cm.

10. The energy deposition in the third layer of the EMC
E3 < 0.75Eb. This parameter is also used to suppress
the cosmic-ray background.
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As a result of applying the criteria described above, we
select about 200 data events per pb−1, which corresponds to
a signal-to-background ratio of about 0.5.

4 Determining the number of nn̄ events for the 2019 run

Due to a low antineutron velocity in the energy region under
study, its signal in the EMC is delayed with respect to
the typical e+e− annihilation event, e.g. from the process
e+e− → γ γ . This delay is about 10 ns at Eb = 945 MeV,
and about 4 ns at 973 MeV.1

In 2019, new calorimeter electronics [13] was installed on
the SND detector. For each EMC crystal, the signal from the
photodetector shaped with an integration time of about 1 µs
is digitized by a flash ADC with a sampling rate of 36 MHz
(three times the beam revolution frequency). The measured
signal shape is fitted by a function previously obtained using
e+e− → e+e− events. From the fit, the signal amplitude and
arrival time are determined. The event time τEMC is calculated
as a weighted average of EMC crystal arrival times with the
energy deposition used as a weight. The averaging is done
over crystals with energy deposition of more than 25 MeV.
The time resolution measured using e+e− → γ γ events is
about 0.7 ns.

The τEMC distributions for selected data events at EB =
945 MeV and 973 MeV are shown in Fig. 4. Time zero cor-
responds to the average time for e+e− → γ γ events. The
distribution consists of the nearly uniform cosmic-ray dis-
tribution, the distribution for the beam-induced and physi-
cal backgrounds, which is peaked near zero, and the wide
delayed nn̄ distribution. The width of the nn̄ distribution
is determined by the spread of the antineutron annihilation
points, from the wall of the beam pipe to the rear wall of the
calorimeter. The distribution is fitted by a sum of time spectra
for these three components:

F(t) = Nnn̄Hnn̄(t) + NcsmHcsm(t) + NbkgHbkg(t), (4)

where histograms Hnn̄ , Hcsm and Hbkg are the τEMC distri-
butions (normalized to unity) for signal, cosmic background,
and physical + beam-induced background, respectively. Nnn̄ ,
Ncsm, and Nbkg are the number of events for these compo-
nents, which are determined from the fit.

Our MC simulation reproduces the nn̄ time distribution
incorrectly. In particular, the time resolution is strongly
underestimated in the simulation for both e+e− → γ γ and
e+e− → nn̄ events. From the spread of the arrival times
measured in an event in different EMC crystals, we estimate
that the time resolution for nn̄ events is larger than that for

1 Here and below in the text, we present the values of the beam energy
rounded off to an integer. More accurate energy values are given in
Table 1.

γ γ events by a factor of 2.4. Therefore, we convolve the
MC time spectrum with a Gaussian function with a standard
deviation of σG = 1.7 ± 0.2 ns. The quoted uncertainty is
estimated from the simultaneous fit to the time spectra for
Eb = 945, 950, 951, and 956 MeV with σG floating.

It is also observed that the right tails of the τEMC dis-
tribution in data and simulation are different. This differ-
ence is partly explained by incorrect antineutron annihilation
cross sections used in MC simulation. We study antineutron
annihilation in simulation using a thin absorber of differ-
ent materials, and compare the extracted cross sections with
those measured in Ref. [10]. It is found that the simulation
underestimates the annihilation cross section. The difference
with experiment is greater for materials with higher atomic
number (A). For NaI, the antineutron annihilation length
calculated from the results of Ref. [10] is 7.7 (16.7) cm at
Eb = 945(990) MeV. In simulation, it is greater by a factor of
1.7 (1.2), respectively. For a lower-A material, such as aero-
gel, the same scale factor is 1.3 (1.05). Using the information
about the position of the antineutron annihilation point and
the scale factors defined above we reweight simulated events.
It is assumed that antineutron elastic scattering, which effec-
tively reduces the annihilation length, is simulated correctly.
With the time distribution obtained using reweighed simu-
lated events the fit is much better, but not satisfactory. To
improve the fit quality, we modify the simulated distribution
as follows

Hnn̄(t) = (1 − κ)HMC
1 (t) + κH2(t),

H2(t) = HMC
2 (t)w(t)

/∫
HMC

2 (t)w(t)dt, (5)

where HMC
1 (t) and HMC

2 (t) are the simulated distributions
for events, in which the antineutron annihilates before and
in the calorimeter, respectively, κ is the fraction of events
with the antineutron annihilation in the calorimeter. The dis-
tributions HMC

1 (t) and HMC
2 (t) are normalized to unity. The

weight w(t) is calculated as follows

w(t) = exp (−αnβct), (6)

where βc is the antineutron velocity, and the parameter αn is
floating in the fit.

The shape of the physical + beam-induced background
Hbkg is measured at energies below the nn̄ threshold (about
10 pb−1 collected at Eb = 935 and 936 MeV in 2019 and
2020). The cosmic-ray distribution Hcsm is measured with a
special cosmic-ray selection: EEMC > 0.7 GeV, a cosmic-ray
track, and a signal in the muon system.

The fit results is shown in the Fig. 4. It is seen that the
function (5) reproduces the shape of the nn̄ distribution rea-
sonably well.

The fitted numbers of nn̄ events for 7 energy points of
the 2019 run are listed in Table 1. The quoted errors are sta-
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Fig. 4 The τEMC distribution for selected data events collected in
2019 (points with error bars) at Eb = 945 MeV (left panel) and at
Eb = 973 MeV (right panel). The solid histogram is the result of the

fit described in the text. The light-shaded (yellow) histogram shows
the fitted cosmic-ray background. The medium-shaded (green) region
represents the fitted beam-induced plus physical background

Table 1 The beam energy (Eb), integrated luminosity (L), number of
selected nn̄ events (Nnn̄), the factor taking into account radiative cor-
rections and energy spread (1 + δ), detection efficiency (ε), measured
e+e− → nn̄ cross section σ , and neutron effective form factor (Fn ). The

quoted errors for N , σ are statistical and systematic. For the detection
efficiency, the systematic uncertainty is quoted. For Fn , the combined
statistical and systematic uncertainty is listed. Rows 1–7 (8–14) list data
for 2017 (2019)

N Eb (MeV) L (pb) Nnn̄ 1 + δ ε σ (nb) Fn

1 942.1 1.48 107 ± 20 ± 16 0.697 0.186 ± 0.021 0.554 ± 0.106 ± 0.105 0.454 ± 0.062

2 950.5 1.09 105 ± 15 ± 6 0.791 0.208 ± 0.024 0.589 ± 0.084 ± 0.077 0.330 ± 0.032

3 960.8 1.39 123 ± 17 ± 9 0.839 0.203 ± 0.024 0.521 ± 0.070 ± 0.072 0.268 ± 0.026

4 971.4 2.04 138 ± 19 ± 12 0.871 0.202 ± 0.024 0.385 ± 0.052 ± 0.056 0.212 ± 0.021

5 982.1 1.41 112 ± 14 ± 9 0.896 0.195 ± 0.023 0.453 ± 0.058 ± 0.065 0.218 ± 0.021

6 991.4 1.39 96 ± 15 ± 8 0.914 0.191 ± 0.023 0.393 ± 0.060 ± 0.058 0.196 ± 0.021

7 1003.4 3.22 188 ± 22 ± 19 0.933 0.190 ± 0.023 0.329 ± 0.038 ± 0.052 0.174 ± 0.017

8 944.8 2.59 159 ± 14 ± 3 0.745 0.194 ± 0.017 0.427 ± 0.038 ± 0.038 0.334 ± 0.021

9 950.1 2.08 138 ± 13 ± 2 0.789 0.187 ± 0.016 0.450 ± 0.042 ± 0.041 0.291 ± 0.019

10 951.0 2.40 175 ± 14 ± 3 0.795 0.192 ± 0.017 0.479 ± 0.039 ± 0.044 0.294 ± 0.018

11 956.0 1.94 146 ± 13 ± 3 0.820 0.190 ± 0.017 0.483 ± 0.044 ± 0.045 0.272 ± 0.018

12 962.7 2.20 153 ± 14 ± 7 0.846 0.186 ± 0.017 0.442 ± 0.040 ± 0.046 0.242 ± 0.017

13 973.0 4.90 375 ± 22 ± 17 0.875 0.184 ± 0.017 0.479 ± 0.028 ± 0.050 0.234 ± 0.014

14 988.2 1.89 108 ± 13 ± 9 0.908 0.175 ± 0.016 0.359 ± 0.042 ± 0.047 0.190 ± 0.017

tistical and systematic. The sources of the systematic uncer-
tainty are the uncertainty in σG, uncertainty in the time shift
between energy points above the nn̄ threshold and below it,
where Hbkg is determined, statistical fluctuations in Hbkg,
and dependence of Hcsm on selection criteria. The time shift
measured using e+e− → γ γ events varies from −0.15 ns to
0.25 ns. We conservatively estimate that the uncertainty in the
shifts does not exceed 0.1 ns. The uncertainty due to the sta-
tistical fluctuations of Hbkg is estimated using toy MC study.
The total systematic uncertainty listed in Table 1 grows with

energy due to increasing overlap of signal and background
distributions.

In total, about 1250 nn̄ events are selected in the 2019
data set. The effective cross section for the beam-induced
and physical background σbkg = Nbkg/L , where L is the
integrated luminosity for a given energy point, is found to be
independent of energy within the statistical errors. Its aver-
age value over 7 energy points 5.1 ± 1.1 pb is consistent
with the value 3.9 ± 1.0 pb measured below the nn̄ thresh-
old. The contribution to σbkg from the physical background
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Fig. 5 The τFLT distribution for selected data events collected in
2017 (points with error bars) at Eb = 942 MeV (left panel) and at
Eb = 1003 MeV (right panel). The solid histogram is the result of the

fit described in the text. The medium-shaded (green) histogram shows
the fitted cosmic-ray background. The light-shaded (yellow) region rep-
resents the fitted beam-induced plus physical background

is estimated using MC simulation. It is dominated by the pro-
cesses e+e− → KSKLπ0, KSKL2π0, and KSKLη, and is
comparable to the value obtained from the fit to data.

The parameter αn does not have a clear energy depen-
dence. It varies from 0.02 to 0.07 with a statistical error
of about 0.01. Its average nonzero value αn = 0.037 ±
0.070 cm−1 can be explained by incorrect simulation of
antineutron scattering and a noticeable fraction of events
rejected by the condition E3 < 0.75Eb, while a large non-
statistical spread arises presumably from uncertainties and
shifts in time calibration.

5 Determining the number of nn̄ events for the 2017
data set

In analysis of the 2017 data set, we measure the time differ-
ence τFLT between the signal of the EMC first level trigger
(FLT) [5] and the beam collision time with a rather poor res-
olution, about 8 ns for e+e− → γ γ events. Such a time reso-
lution does not allow to separate nn̄ events from the physical
and beam-induced backgrounds, but is sufficient to measure
and subtract the cosmic-ray background.

The data τFLT distributions for two energy points are
shown in Fig. 5. Note that the time axis is reversed so that
delayed evens are located on the left side of the plot. The
distributions are fitted by Eq. (4) with the parameters Nnn̄

and Ncsm floating.
Our Monte Carlo simulation does not include simulation

of the time distribution for the FLT signal. The τFLT resolu-
tion function can be obtained using data e+e− → γ γ events.

However, the shape of this function depends on the distribu-
tion of the energy deposition in an event over the calorimeter
crystals and is different for nn̄ and γ γ events. This differ-
ence is studied on the 2019 data set, where both methods of
time measurement can be used. From analysis of the τFLT

and τEMC distributions for nn̄ and γ γ events, we extract the
time shift �t = 2.4 ± 0.1 ns and the standard deviation
σG = 3.7 ± 0.5 ns of the Gaussian function, which is used
to smear the γ γ resolution function.

The signal distribution Hnn̄ is obtained by convolution
the time spectrum of antineutron annihilations extracted from
simulation with the resolution function. The simulated events
are previously reweighed to take into account difference
between data and simulation in the τEMC spectrum observed
in Sect. 4. In addition to the procedure described in Sect. 4,
Eq. (5) with αn = 0.037 ± 0.070 cm−1 is used for reweigh-
ing. The cosmic distribution Hcsm is measured as described
in Sect. 4.

From the analysis of the 2019 data set (see Sect. 4) we
find that Nbkg � Lσbkg, and that σbkg is weakly depen-
dent on energy. The cross section σbkg and the shape of
the background distribution are measured using data with
an integrated luminosity of about 10 pb−1 collected in 2017
below the nn̄ threshold (Eb = 930–938 MeV). The shape
Hbkg is described reasonably well by the τFLT distribution
for data e+e− → γ γ events. The fitted background cross
section σbkg = 12±3 pb is significantly larger than the value
5.1±1.1 pb obtained for the 2019 data set. We study predom-
inantly background events with 0.8Eb < EEMC < 0.9Eb

and find that the beam-induced background in 2017 is 3-
4 times greater than in 2019. Therefore, we conclude that
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Fig. 6 The cos θa distributions for data nn̄ events of the the 2019 run
(points with error bars) with Eb = 945, 950, and 951 MeV (left panel),
with Eb = 956, and 963 MeV (middle panel), and with Eb = 973,

and 988 MeV (right panel). The solid histogram is the result of the fit
described in the text. The dashed and dotted histograms shows the fitted
contributions for the magnetic and electric form factors, respectively

the beam-induced background dominates in σbkg in 2017.
The difference in the effective cross section for background
events with 0.8Eb < EEMC < 0.9Eb between energy points
above and below the nn̄ threshold reaches 40%. This value
is taken as an estimate of the systematic uncertainty in σbkg

for the standard selection.
The results of the fit is demonstrated in Fig. 5. The obtained

numbers of nn̄ events for 7 points of the 2017 run are listed in
Table 1. The quoted errors are statistical and systematic. The
sources of the systematic uncertainty are the uncertainties in
the parameters σG, �t , αn , and σbkg. The uncertainty of σbkg

gives dominant contribution.

6 Analysis of the antineutron angular distribution

The 2019 data set is used for analysis of angular distributions.
For each energy point, the range −0.8 < cos θa < 0.8 is
divided into 16 intervals. Then, in each cos θa interval, a fit
is performed to the τEMC distribution as described in Sect. 4
(but with αn fixed at its average value). The obtained seven
cos θa distributions are combined into 3 distributions for the
following groups of energy points: (945, 950, 951), (956,
963), (973,988), where the numbers in parenthesis represent
the values of Eb in MeV. These distributions are shown in
Fig. 6. They are fitted with the function

F(cos θa) = A

(
HM (cos θa) + 1

γ 2

∣∣∣∣ GE

GM

∣∣∣∣
2

HE (cos θa)

)
,

(7)

where HM and HE are the cos θa distributions for selected
simulated nn̄ events generated with the angular distributions
1+cos2 θ and sin2 θ (see Eq. (1)), respectively, and A is a nor-
malization factor. The shape HM and HE distributions differ
from the generated initial distributions due to nonuniform

Fig. 7 The detection efficiency determined using MC simulation as a
function of cos θtrue, where θtrue is the generated antineutron polar angle

detection efficiency (see Fig. 7) and the finite θa resolution,
which has σ = 8◦.

The results of the fit are shown in Fig. 6. The fitted
|GE/GM | values for three energy groups are shown in Fig.
8 and listed in Table 2. To estimate the systematic uncer-
tainty, we vary the parameters αn and σG used in the fit to the
τEMC distributions within their uncertainties, introduce the
τEMC shift (±0.1 ns), and modify the background shape as
described in Sect. 4. From MC simulation we find that most
of the used selection criteria do not have a significant effect on
the shape of the antineutron angular distribution. The excep-
tions are the conditions nch = 0 and Lγ > −2.5. We exclude
the condition Lγ > −2.5 (this leads to a tenfold increase in
the physical background), determine the |GE/GM | ratios,
and take the difference between the the values obtained with
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Fig. 8 The neutron |GE/GM | ratio measured using the 2019 data
set. The left edge of the plot corresponds to the nn̄ threshold, where
|GE/GM | = 1

Table 2 The measured |GE/GM | values

Eb (MeV) |GE/GM |

945, 950, 951 0.73+0.35
−0.37 ± 0.03

956, 963 1.47+0.84
−0.48 ± 0.12

973, 988 1.06+0.41
−0.33 ± 0.09

different selection criteria as an estimate of the systematic
uncertainty. To test the effect of the condition nch = 0, we
add events containing one or several off-center charged tracks
(see Sect. 7), and again study a shift in the |GE/GM | value.
The systematic uncertainties from all sources are combined
in quadrature.

Our results agree with the assumption that |GE/GM |=1,
but also do not contradict larger values |GE/GM | ≈ 1.4–1.5
observed in the BABAR [16] and BESIII [17] experiments
for the ratio of the proton form factors near E = 2 GeV.

7 Detection efficiency

At first approximation, the detection efficiency ε is calcu-
lated using MC simulation with an angular distribution cor-
responding to |GE/GM | = 1. The simulation includes the
c.m. energy spread, which is about 1 MeV, and emission
of an additional photon by initial electron and positron. It
also takes into account spurious beam-generated photons and
charged tracks. They are simulated by using special back-
ground events recorded during data taking with a random
trigger. These events are superimposed on the simulated nn̄
events. The detector response is simulated with the GEANT4

Fig. 9 The energy dependence of the detection efficiency for e+e− →
nn̄ events determined using MC simulation for the 2017 (circles) and
2019 (triangles) runs. The left edge of the plot corresponds to the nn̄
threshold

toolkit [12], release 10.5. The energy dependence of the
detection efficiency obtained with our standard selection cri-
teria (see Sect. 3) is shown in Fig. 9.

The decrease in the efficiency when approaching to the
nn̄ threshold is due to an increase of the fraction of antineu-
trons annihilating before calorimeter and producing charged
tracks. The decrease of the efficiency with increasing energy
is due to an increase of the probability of antineutron passing
through the calorimeter without interaction.

The detection efficiency for the 2017 run is about 10%
higher than for 2019. The reason is the difference in the
calorimeter digitizing electronics used in these runs. This
leads, in particular, to a larger numbers of fired crystals with
low amplitudes in 2017. Therefore, the EEMC and RT (see
Sect. 3) distributions for the 2017 and 2019 data sets are
different. Of the 10% difference in efficiency, 3% and 6%
are due to the conditions on the parameters EEMC and RT ,
respectively.

As shown in the previous section, the measured ratio
|GE/GM | agrees with unity in the energy region under study.
To take into account its possible deviation from unity and the
associated change in the antineutron angular distribution, we
introduce a model uncertainty in the detection efficiency of
6%. This value corresponds the |GE/GM | variation from 0.4
to 1.7.

The detection efficiency is corrected for the difference in
detector response for nn̄ events between data and MC simu-
lation. The number of nn̄ events for the 2019 data set can be
determined using significantly looser selection criteria than
the standard ones. We invert one of the selection conditions
described in Sect. 3 and calculate the efficiency correction for
the difference between data and simulation associated with
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Fig. 10 The τEMC distributions for data events with Eb = 950, 951,
956 MeV from the 2019 data set selected with inverted conditions on the
parameters 5∧6∧7∧8 (left), 9 (middle), and 10 (right), where the con-
dition numbers from Sect. 3 are used. The solid histogram is the result

of the fit described in the text. The light-shaded (yellow) histograms
show the fitted cosmic-ray background. The medium-shaded (green)
regions at the left and middle plots represent the fitted beam-induced
plus physical background

Table 3 The efficiency corrections for different conditions. The condition numbers from Sect. 3 are used

Condition 1 3 4 5 ∧ 6 ∧ 7 ∧ 8 9 10

δi , % 4.1 ± 1.4 0.9 ± 1.4 −9.8 ± 1.9 −2.3 ± 1.5 9.4 ± 3.9 −5.3 ± 2.2

this condition as follows:

δi = n0

n0 + n1

m0 + m1

m0
− 1, (8)

wheren0 andn1 (m0 andm1) are the numbers ofnn̄ data (MC)
events selected using the standard selection and the selection
with the inverted condition i , respectively. The number n1 is
determined from the fit to the τEMC spectrum as described in
Sect. 4, but with αn fixed at its average value. The shape of the
distribution for the beam-induced and physical backgrounds
is found using data recorded below the nn̄ threshold.

Examples of the τEMC spectra obtained with inverted con-
ditions 5 ∧ 6 ∧ 7, 8, and 9 are shown in Fig. 10. Here the
condition numbers from Sect. 3 are used. It is interesting to
note that the left (right) spectrum in Fig. 10 does not con-
tain the cosmic-ray (beam-induced + physical) background
component. The signal distribution in the right spectrum is
delayed compared to the middle spectrum because the con-
dition E3 > 0.75Eb selects events, in which antineutrons
annihilate predominantly in the third calorimeter layer.

The obtained corrections averaged over seven energy
points are listed in Table 3. Condition 2 (36◦ < θa < 144◦)
is absent in the table, since the model uncertainty associ-
ated with the antineutron angular distribution was considered
above.

For selection criterion 4, the condition 0.7Eb < EEMC <

Eb is used instead of full inversion. To determine the cor-
rection associated with criterion 1 (nch = 0), we select
events with one or several off-center charged tracks having

Dxy > 0.5 cm, where Dxy is the distance between the track
and the beam collision axis. The simulation shows that about
20% of nn̄ events give tracks in the SND drift chamber, most
of which are off-center. At Eb < 960 MeV antiprotons from
the e+e− → p p̄ process annihilate in the material before the
drift chamber (at a radius of about 2 cm from the beam axis)
and produce events with topology similar to nn̄ events. To
suppress the p p̄ and beam-induced backgrounds, we addi-
tionally require that the maximum over charged tracks Dxy

be greater than 2.3 cm. This condition leads to a loss about
30% of nn̄ events with charged tracks. The remaining small
p p̄ background is subtracted using MC simulation. It should
be noted that a significant fraction of nn̄ events with charged
tracks is rejected by the condition Lγ > −2.5. Therefore,
we remove this condition when determine n0,1 and m0,1 for
the correction associated with criterion 1.

We do not observe significant dependences of the correc-
tions on the beam energy and, therefore, list in Table 3 the
values averaged over seven energy points of the 2019 data
set. The total correction is calculated as

δtot = �(1 + δi ) − 1. (9)

Its energy dependence shown in Fig. 11 is well fitted by a
constant value of (−0.050 ± 0.051). This value is taken as
an efficiency correction for data-MC simulation difference
in the selection conditions for the 2019 data set.

In the efficiency correction study above, the EEMC thresh-
old was lowered to 0.7Eb. To estimate systemic uncertainty
associated with this threshold, we compare the EEMC/2Eb
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Fig. 11 The energy dependence of the efficiency correction associated
with the nn̄ selection conditions. The line indicates a fit to a constant
value

spectra for nn̄ events in data and simulation. The spectra for
two energy intervals of the 2019 run are shown in Fig. 12.
The data spectra are obtained by fitting the τEMC distributions
in each EEMC/2Eb bin as described in Sect. 6.

It is seen that the energy deposition in data is smaller
than in simulation. To match the data and MC spectra, we
transform the simulation distribution either by scaling cEEMC

or by shifting EEMC −b. Then the fraction of events rejected
by the condition EEMC > 0.7Eb is recalculated. The result
of scaling is shown in Fig. 12 (left) by the dotted histogram,
while the result of shifting is presented in Fig. 12 (right). The

fraction of events below the threshold 0.7Eb is about 3% in
the range Eb = 945–956 MeV and about 5% in the range
Eb = 963–988 MeV. The difference in this fraction after
and before the shift transformation is taken as an estimate
of the efficiency correction, while the difference between
the shift and scale transformations is taken as its systematic
uncertainty. The correction is found to be (−2 ± 1)% below
956 MeV and (−3 ± 2)% above.

Some of the antineutrons pass through the calorimeter
without interaction. Such events are not taken into account
by the efficiency corrections described above. In simulation
their fraction increases from 0.5% at Eb = 945 MeV to 6.2%
Eb = 973 MeV, and then to 9.4% at Eb = 1003 MeV. In
Sect. 4 we discuss the difference in the antineutron anni-
hilation length between data and simulation and reweight
simulated nn̄ events to correct for this difference. With the
reweighted simulation the fraction of antineutrons passing
through the calorimeter without interaction becomes 0.01%
at Eb = 945 MeV, 3.2% at Eb = 973 MeV, and 5.5% at
Eb = 1003 MeV. The difference between the values obtained
with unweighted and weighted simulation with 100% uncer-
tainty is taken as an efficiency correction.

For the 2017 data set, the efficiency corrections for all
parameters except EEMC and RT are assumed to be the same
as for 2019. The EEMC distributions for data and simulation
at EEMC > 0.9Eb are compared between each other and
with the same distributions for 2019. For the parameter RT ,
we loosen the condition on RT to RT > 0.25. For these both
parameters we do not observe deviations from the corrections
for the 2019 data set within statistical uncertainties. There-

Fig. 12 The EEMC/2Eb distribution for data nn̄ events (points with
error bars) of the 2019 run with Eb = 945, 950, 951, 956 MeV (left
panel), and with Eb = 963, 973, 988 MeV (right panel). The solid
histogram represents the same distribution for simulated nn̄ events.

The standard selection criteria are used, except for the condition on
EEMC. The dashed histograms are the simulated distributions after the
transformations EEMC → 0.93EEMC at the left plot, and EEMC →
EEMC − 100 MeV at the right plot
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fore, the same corrections are used for these both data sets,
but for 2017 data a systematic uncertainty of 7% associated
with the parameters EEMC and RT is added.

The total efficiency correction for the 2019 run is −(6.5±
8.0)% at Eb = 945 MeV, −(5.3 ± 8.5)% at Eb = 963 MeV,
and −(4.6 ± 8.7)% at Eb = 988 MeV. For the 2017 run,
the total correction is −(6.9 ± 10.6)% at Eb = 942 MeV,
−(5.1 ± 11.1)% at Eb = 971 MeV, and −(4.3 ± 11.4)%
at Eb = 1003 MeV. The values of the corrected detection
efficiency and its systematic uncertainty are listed in Table 1.

8 The e+e− → nn̄ cross section and neutron effective
form factor

The visible cross section directly measured in experiment is
related to the Born cross section σ as follows

σvis(E) = σ(E)(1 + δ(E))

=
∫ +∞

−∞
G(E ′, E)dE ′

×
∫ xmax

0
W (s, x)σ (s(1 − x))dx, (10)

where G(E ′, E) is a Gaussian function describing the c.m.
energy spread, W (s, x) is the radiator function [14] describ-
ing emission of photons by initial electrons and positrons,
x is a fraction of the beam energy carried out by these pho-
tons, and xmax = 1 − 4m2

n/s. When calculating the function
W (s, x), the contribution of the vacuum polarization is not
taken into account, so the Born cross section defined in this
way is a ‘dressed” cross section. Here we define the factor
(1 + δ), which takes into account the combined effect of
radiative corrections and beam energy spread. Equation 10
is used to fit the experimental data on the visible cross sec-
tion σvis,i = Nnn̄,i/(Liεi ), where i is the index of the energy
point in Table 1. The Born cross section in the fit is given
by Eq. (2), where the effective form factor is parametrized
by the second-order polynomial |F | = a0 + a1 pn + a2 p2

n
(Model I), where pn is the neutron momentum, and ai are
free fit parameters. After the fit, the factors (1 + δ(Ei )) are
calculated using Eq. (10), and the experimental values of the
Born cross section are obtained as σi = σvis,i/(1+δ(Ei )). To
estimate uncertainties in (1+δ(Ei )), we vary the parameters
ai within their errors and use the different parametrization
for the Born cross section (Model II)

σ(E) = b1

[
1 − exp

(
− E − 2mn

b2

)]
[1 + b3(E − 2mn)] .

(11)

in the fit. Such parametrization is used to describe the energy
dependence of the e+e− → p p̄ cross section near the thresh-
old in Ref. [15]. The difference in (1+δ(Ei )) between Mod-

Fig. 13 The e+e− → nn̄ cross section measured using the 2017 (cir-
cles) and 2019 (triangles) data sets. The error bars and shaded boxes
represent the statistical and systematic uncertainties, respectively. The
solid and dashed curves are the fit results for Model I and II, respectively

Fig. 14 The comparison of the e+e− → nn̄ cross section measured
in this work with the previous FENICE [1], SND [2], and BESIII [3]
measurements. The combined statistical and systematic uncertainties
are shown for the new SND data

els I and II is taken as an estimate of the model uncertainty.
The total uncertainty in (1+δ(Ei )) is 2.2% at Eb = 942 MeV,
1.6% at Eb = 1003 MeV, and does not exceed 1% in other
energy points.

The measured Born cross section is shown in Fig. 13 and
listed in Table 1. The systematic uncertainty in the cross
section includes uncertainties in the number of nn̄ events,
detection efficiency, factor (1+δ), and integrated luminosity.
The comparison of the cross section measured in this work
with the previous measurements is presented in Fig. 14. Our
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Fig. 15 The neutron effective form factor as a function of neutron
momentum obtained in this work compared with the BESIII measure-
ments [3], and the proton effective form factor measured by BABAR
[16]. The combined statistical and systematic uncertainties are shown
for all three data sets. The curves represent results of the fit to the neutron
and proton form factor data with a second order polynomial

cross section is about 0.4 nb and considerably lower than the
previous results of the FENICE [1] and SND [2] experiments.
On the other hand, near E = 2 GeV our result is in good
agreement with the BESIII measurement [3].

The previous SND results [2] are based on data collected
in 2011 and 2012. Reanalysis of the 2012 data set is per-
formed using the selection criteria and technique described
in Sects. 3 and 5, and MC simulation with GEANT4 version
10.5. Based on this reanalysis we conclude that the detection
efficiency obtained from simulation and the beam-induced
background were underestimated in Ref. [2]. The results on
the e+e− → nn̄ cross section obtained in this work super-
sede the measurements of Ref. [2].

The effective neutron form factor calculated from the mea-
sured cross section using Eq. (2) is listed in Table 1. The form
factor as a function of the neutron momentum is shown in
Fig. 15 together with the BESIII data [3] and the proton effec-
tive form factor measured by the BABAR experiment [16].
The curve in Fig. 15 approximating the SND neutron form
factor is the result of the fit with Model I described above. The
second curve is the result of the fit to the proton form-factor
data with a second-order polynomial. It is seen that Model I
can be successfully applied both for neutron and proton data
at momentum region below 0.35 GeV. In this region the ratio
of the proton and neutron form factors varies from 1.3 to 1.5.

In Ref. [18] a sinusoidal modulation was observed in the
proton effective form factor measured by BABAR [16,19]
when plotting the data as a function of the proton momen-
tum in the antiproton rest frame. These oscillations are seen in

Fig. 16 The deviation of the proton and neutron effective form factor
data from the dipole formula [see Eq. (13)]. The curves are the result
of the simultaneous fit to the BABAR proton and BESIII neutron data
described in the text

Fig. 16, where the difference between the BABAR form fac-
tor data and a function smooth on the GeV/c scale are shown.
The latter function [18] is obtained using a 2-parameter fit to
the data in the energy range from the threshold up to 6 GeV.
The same analysis was performed by the BES collaboration
for their neutron form factor data. The form factor energy
dependence was described as follows:

F(s) = F0(s) + Fosc(s), (12)

F0(s) = An[
1 − s/0.71(GeV2)

]2 , (13)

Fosc(s) = A exp (−Bp) cos (Cp + D), (14)

p =
√

(s/2mn − mn)2 − m2
n . (15)

At first, the form factor data were fitted by Eq. (13). The
difference F(s) − F0(s) is plotted in Fig. 16. Then BESIII
performed the simultaneous fit to the BABAR proton and
BESIII neutron data with Eq. (14). The fit parameters A,
B, and D were different for the proton and neutron data
sets, while C is common. The momentum p for protons was
calculated with the substitution mn → mp. The result of
this fit is shown in Fig. 16. It is seen that the model with a
common proton/neutron oscillation frequency C predicts a
specific energy dependence of the neutron form factor in the
energy region below 2 GeV. The SND results also plotted in
Fig. 16 strongly contradict this prediction. The simultaneous
fit to all three data sets cannot be performed with acceptable
quality. We fit the SND and BES data to Eqs. (12)–(15).
The result is shown in Fig. 17. We obtain a reasonable fit
quality χ2/ν = 31/28, where ν is the number of degrees
of freedom. The fitted frequency Cn = 3.3 ± 1.7 GeV−1

is significantly lower than that obtained from the fit to the
proton data Cp = 5.6 ± 1.9 GeV−1.
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Fig. 17 The deviation of the neutron effective form factor data from
the dipole formula [see Eq. (13)]. The curve is the result of the fit to the
SND and BESIII neutron data described in the text

9 Summary

The experiment to measure e+e− → nn̄ cross section has
been carried out with the SND detector at the VEPP-2000
e+e− collider in the energy region from 1884 to 2007 MeV.
The measured e+e− → nn̄ cross varies slowly with energy
and is about 0.4 nb below 2 GeV. This value is considerably
smaller than the previous measurements of the FENICE [1]
and SND [2] Collaborations. Near 2 GeV our results agrees
with the recent BESIII measurement [3]. The new SND mea-
surement supersedes the result of Ref. [2].

From the measured cross section the neutron effective
timelike form factor has been extracted. In the energy region
under study the ratio of the proton and neutron effective
form factors varies in the range 1.3–1.5. Using the mea-
sured antineutron cos θ distribution the ratio of the elec-
tric and magnetic neutron form factors |GE |/|GM | has
been obtained. The results agree with the assumption that
|GE/GM | = 1, but also do not contradict larger values
|GE/GM | ≈ 1.4–1.5 observed in the BABAR [16] and
BESIII [17] experiments for the ratio of the proton form fac-
tors near E = 2 GeV.
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