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Abstract Exotic General Massive Gravity is the next-to-
simplest gravitational theory fulfilling the so-called third-
way consistency, the simplest being Minimal Massive Grav-
ity. We investigate the canonical structure of the first-order
formulation of Exotic General Massive Gravity. By using the
Dirac Hamiltonian formalism, we systematically discover the
complete set of physical constraints, including primary, sec-
ondary, and tertiary ones, and explicitly compute the Poisson
bracket algebra between them. In particular, we demonstrate
that the consistency condition for the tertiary constraints pro-
vides explicit expressions which can be solved algebraically
for the auxiliary fields f and 4 in terms of the dreibein e.
In this configuration, to confirm that the theory is ghost-
free, the whole set of constraints is classified into first and
second-class ones showing the existence of only two physical
degrees of freedom corresponding to one massive graviton.
Furthermore, we identify the transformation laws for all of
the dynamical variables corresponding essentially to gauge
symmetries, generated by the first-class constraints. Finally,
by taking into account all the second-class constraints, we
explicitly compute the Dirac matrix together with the Dirac’s
brackets.

1 Introduction

Einstein’s theory of General Relativity (GR) is accepted as
the unique four-dimensional theory of the gravitational inter-
action [1-5], that predicts the propagation of only two phys-
ical degrees of freedom (DoF), corresponding to a single
massless spin-two field — the graviton. The consistency of
these interactions is guaranteed by the invariance of the the-
ory under spacetime diffeomorphism symmetry which also
provides GR with a unique and intuitive geometrical inter-
pretation. Furthermore, several predictions of GR have been
observationally confirmed. For instance, the precession of
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Mercury’s orbit [6], gravitational lensing [7,8], gravitational
waves [9], and most recently black holes [10,11]. Notwith-
standing these positive results, pure GR is not well suited for
quantization, since the resulting theory of quantum gravity
proves to be non-renormalizable. However, particular imple-
mentations of higher-derivative terms to the Einstein-Hilbert
action, such as Ricci-squared and scalar curvature-squared
terms, make the theory renormalizable at the cost of the loss
of unitary [12, 13]. This fact has led many theorists to search
for extensions of GR and their three-dimensional (3D) coun-
terparts as suitable candidates to give hints to the solution
of the real problems in four dimensions. This because they
provide a powerful background to elucidate conceptual prob-
lems and look for quantum aspects of gravity, while keeping
the technical problems at a bare minimum.

Gravity in three dimensions, with or without a cosmo-
logical constant, is a topological field theory in the sense
that it does not possess local DoF, and therefore there is no
propagation of gravitons [ 14, 15]. Nonetheless, it allows non-
perturbative quantizations following different approaches
[16-25], which makes 3D gravity a nice toy model of quan-
tum gravity. Interestingly enough, in spite of having no DoF,
3D gravity can be generalized to propagate physical DoF,
which makes the theory closer to its four-dimensional cousin;
it can be attained by adding certain higher-derivative terms
to gravity action. One of the most important proposals in
this regard is Topologically Massive Gravity (TMG) [26,27]
which consists of the usual Einstein-Hilbert term, a negative
cosmological constant, and one parity-violating gravitational
Chern-Simons term. Remarkably, the TMG model is unitary
and leads to third-order field equations, whose linearization
about an Anti-de Sitter (AdS) vacuum, yields a single mas-
sive spin-2 mode. Besides that, the theory allows for black
hole solutions which have AdS asymptotics [28,29].

A remarkable extension of TMG is New Massive Grav-
ity (NMG) [30] which is parity-even and quadratic in the
curvature, such that the field equations for the metric are of
fourth-order. At the linearized level, this higher-derivative
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theory is equivalent to the 3D version of the Pauli-Fierz
theory [31,32] for a massive spin-2 field. If one abandons
the parity-preserving condition on NMG, the theory can be
extended to General Massive Gravity (GMG) [30] that prop-
agates two massive gravitons with different masses, and that
also includes TMG as one special case. It is worthwhile not-
ing that all the theories of 3D massive gravity discussed up to
this point arise from diffeomorphism invariant actions; hence
the resulting field equations are divergence-free. That is to
say, the rank two tensor defining the field equations satisfies
a Bianchi identity for all smooth metrics.

Interestingly, other than TMG, NMG, and GMG, there
is a new class of 3D massive gravity theories, labelled as
third-way consistent, which have field equations that contain
tensors whose covariant divergences vanish only on-shell.
These models do not have actions that merely contain the
metric field, and it is not only the Bianchi identity that guar-
antees the consistency of the equations of motion [33,34].
The simplest such example is the so-called Minimal Massive
Gravity (MMG) [35,36], which is defined by supplementing
the equations of motion of TMG with a rank-2 tensor contain-
ing up to second derivatives of the metric. This MMG theory
is unitary within a certain range of its parameters [36] and
has the same physical DoF as the TMG, such that the theory
involves a single propagating graviton as well. The next-to-
simplest example is Exotic Massive Gravity (EMG) [37].
This model can be attained by supplementing the Einstein
equations with a term that contains up to third derivatives of
the metric and is constructed with combinations and deriva-
tives of the Cotton tensor, which can also be added by itself
with its own coupling, while still maintaining the consistency
of the field equations; this in turn propagates a parity-doublet
of massive spin-2 modes. In this paper, we will focus on a
slight modification of EMG, dubbed as Exotic General Mas-
sive Gravity (EGMG).

The EGMG model is a parity-violating generalization
of EMG:; it propagates a parity doublet of massive spin-2
modes but with the mass degeneracy lifted by parity-violation
[37,38]. Although there is no diffeomorphism invariant
action whose variation yields the field equation of the theory
in the metric formulation [33], a Lagrangian formulation of
the theory can be constructed in the first-order formalism by
considering the dreibein, the dual spin-connection, and two
auxiliary fields. Such auxiliary fields are very important if
we want a gravity model with a higher number of derivatives
in the metric formulation. In particular, its first-order formu-
lation has been useful in computing the central charge of the
boundary theory [39].

So far, the canonical description and constraint analysis
of EGMG theory has not been investigated. Understanding
the nature of the constraints and their effects on the canon-
ical description of higher-order massive gravity models is
an issue of prime importance in both classical and quantum
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gravity. Strictly speaking, the Hamiltonian description of any
classical physical theory consists of a Hamiltonian functional
and a phase-space equipped with a symplectic structure. The
phase-space is a specification of the physical DoF in the the-
ory, while the Hamiltonian functional describes how these
DoF evolve in time. The split between the phase-space and
the Hamiltonian functional is also relevant when quantizing
the system, as one must replace the phase-space by a Hilbert
space, while the Hamiltonian functional is replaced by a Her-
mitian operator. Moreover, all theories of the fundamental
interactions are characterized by the presence of gauge sym-
metry which is related, from a Hamiltonian point of view,
to the existence of constraints on the phase-space variables
and on the dynamics of the theory. Indeed, such constraints
are precisely the generators of the gauge transformations.
Notably, for gravity theories, this symmetry (being the canon-
ical realization of the general principle of relativity) not only
represents the invariance of the physical content of the the-
ory concerning changes of coordinates, but is also intricately
related to the dynamics of the theory [45]. We recall the fact
that, from a canonical point of view, GR is a theory fully
governed by constraints [40-44], meaning that the Hamil-
tonian functional is a linear combination of constraints, and
consequently, its dynamics is completely dictated by con-
straints. Hence, these constraints are expected to be crucial
at the quantum level. This remarkable feature suggests that
massive gravity theories must possess the necessary physical
constraints to describe the dynamical structure of these types
of theories, however, the identification of these constraints is
notoriously difficult, and the model considered in this paper
is not an exception. Motivated by its possible quantization
and by reaching a further understanding of the EGMG itself,
a complete and consistent canonical analysis of EGMG turns
out to be of great importance.

The main aim of this paper is to provide a detailed study of
the dynamical content of EGMG non-perturbatively, by using
the Dirac Hamiltonian approach. According Dirac’s proce-
dure, the first main step is to extract the primary constraints
from the definition of the momenta. The basic consistency
of the theory requires that the primary constraints be con-
served during the dynamical evolution of the system. Then
these conditions of consistency will generate the secondary
constraints, and so on. Thereafter, the complete set of con-
straints must be classified into first and second-class ones.
When it does, the number of physical DoF can be explicitly
counted independently of any linearized approximation, and
a generator of the gauge transformations can be constructed
as a suitable combination of the first-class constraints. Fur-
thermore, Dirac’s bracket structure which is important for
quantizing the model can be obtained once the second-class
constraints have been eliminated as strong equalities. All of
these elements are potentially useful for one possible Dirac-
type quantization in the canonical framework of loop quan-
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tum gravity [17-23], for example. In this paper, we investi-
gate and classify, in a rather systematic manner, the differ-
ent constraints according to Dirac terminology, as detailed
below.

The paper is organized as follows. In the next Sect. 2, we
will introduce the action principle corresponding to EGMG.
Later, after introducing the action principle, we will perform
the 2 + 1 decomposition of the action in Sect. 3, to perform
the full Hamiltonian analysis. We will then show that a care-
ful analysis of the dynamical structure reveals the complete
set of physical constraints, including primary, secondary and
tertiary. In Sect. 4, we deal with finding the first and second-
class constraints in EGMG theory and identifying the physi-
cal degrees of freedom associated with our model. Then we
determine the fundamental quantization brackets and recover
the symmetry of diffeomorphisms, by using the first and
second-class constraints respectively. Finally, we establish
our main conclusions in Sect. 5, and some of the calcula-
tional details are relegated to Appendices A and B.

2 The action

We consider the following first-order action for Exotic Gen-
eral Massive Gravity [37,38]:

6m4

S[w,e, f,h] = / [f’ ARy + Le”"fl A f1 A fx
M

1
_mfl/\Dfl‘i‘gélef] Aey ANex —mPh! ATy

1 1

XE (v — mz) w! A (dwl + §€]ijJ A wK)

+1V’"4611
"

3 Kel Neyg AeKi|, (D

with v = (1/1%> — m*/pu?); where m and y are mass param-
eters, and / is the AdS radius of curvature. The fundamental
fields of this action are: the dreibein 1-form e/ = ellldx"
that determines a space-time metric via g, = e/,e] 117
a pair of auxiliary fields 1-form f and /; and the dualized
spin-connection w! = wllldx“ valued on the adjoint repre-
sentation of the Lie group SO(1, 2), so that, it admits a totally
invariant anti-symmetric tensor e!7K  Furthermore, T; and
R are the torsion and curvature two-forms, respectively:

T1:de1+eleijeK, )
R = dw' + (1/2)e! jxw’ A wk. (3)

In particular, we defined the standard covariant derivative,
acting on internal indices, by means of the spin-connection:

DV =,V el jgwlvE, with Vel flnh),
“)

where d is a fiducial derivative operator. The convention
adopted is the standard one, that is x*, u = 0, 1, 2, are local
coordinates that label the points of the three-dimensional ori-
ented smooth manifold M. Whereas, the Latin capital letters
I correspond to Lorentz indices, I = 1, 2, 3.

In the metric formulation, EGMG is defined by the fol-
lowing equations of motion:

1 1 1 1
R/w_EguvR"‘Ag,uv‘l';Cuv_WHuv + %Luvzo- (5)

With
Hp,v = Euaﬁvacvﬁs (6)
1
LMU = Eguaﬁgvypcaycﬁpv (7)
aff 1
C;w =&y Ve Rpw - ZguvR s (8)

here H,, and L,, are traceless and symmetric tensors,
C,y is the Cotton tensor which is symmetric, traceless, and
divergence-free, and A = —1/I is the cosmological con-
stant. These two formalisms are equivalent, at least at the
level of equations of motion, assuming the invertibility of the
dreibein. Linearization about an AdS vacuum yields two mas-
sive spin-2 excitations with different masses, given as [37]

My=m| |[1+-—+—]|, ©))

which gives My = m in the EMG (u — o0) limit. This
result for M is independent of / and therefore applies in the
Minkowski limit, for which M4 are the masses of the two
propagating modes, of helicities +-2.

3 The nature of constraints and its stability

To carry out Hamiltonian analysis, not only do we assume
that the spacetime M is globally hyperbolic such that it may
be foliated as X x N, with X being a Cauchy’s surface without
boundary and 3t an evolution parameter, but also that simul-
taneous proper 2 + 1 decompositions exist for the dreibein
e and for the pair of auxiliary fields f, . By performing the
2 + 1 decomposition of our fields, up to surface terms, the
action (1) can be written in the form

1
S = / dtd*x [sO“huvj (fbl + 3 (v — mz) wb,>

T xN
1 . _
——— " £ for — m* ey + £ @)
2m
+wdW; + el o - h{)@),]. (10)
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In the action above, the dot stands for derivation with respect
to time, and the twelve functions ®;, ¥;, X;, ®; have the
following form:

1
P, = glab (Ralb + Weljkfa./fbl(

1 v
_mDabe + EEIJKeaJebK> s (11

1
Wy = glab <Dafbl - WEI]K.fanhK

—mzéleha_]EbK + (v — m2) Réb> , (12)

¥, = glab (ve”KfajebK — m?Dyh!

4
vm
+Te”’<ea1ebK) , (13)

07 = %m*D,el, (14)

where the spatial components of the curvature and the covari-
ant derivative have the following structure:

1
Rap = dawh + 5€5x w5 wy (15)
D, V) =8,V + el pw! vE. (16)

Before we discuss the Hamiltonian analysis, it is important
to appreciate here that the action (10) describes the evolution
of 36 coordinates fields: flf Bx3=09), w{t Bx3=09),
eIIL (3x3=9)and hlIl (3 x 3 = 9); among them there are
12 (fOI , wé, e{), h(l)) whose time derivatives do not appear in
the action (10), in such a way that they can be considered
as Lagrange multipliers for phase-space constraints from the
beginning. Throughout this work, we will not associate con-
jugate momenta to these variables in order not to unnecessar-
ily complicate the Hamiltonian analysis. Indeed, it is straight-
forward to check that the variation of the action with respect
to Lagrangian multipliers yields the following conditions:

®; =0, ¥;=0, ¥;,=0, ©;,=0. a7

We should take these as the Lagrangian constraints.

On the other hand, it is simple to see that the action (10) is
first-order in time derivative of the variables w!, £/, el, hl,
and therefore the action can be compactly written as

S = / dtd’x (a,-[g]é" - V[s]) . (18)

ZxN

The form of S given above is such that Si = (wé, fal, e! hl)

a’’’a
stands for the collection of all the dynamical fields of the
theory, a; = (€% (for + 5 (v —m?) wpr) , =52 fir,

m2e%4h, ;. 0) are the components of the so-called canon-

ical one-form ¢ = a;d&' as defined in Ref. [46], and
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V= flo; +wl¥ +elT; — h} O, represents one poten-
tial density which could also be identified with the canoni-
cal Hamiltonian density. As a consequence, the equations of
motion follow by extremizing the action (18) with respect to
the dynamical variables &’. They are given by

Y
/d2x <f,,~gf — @) =0, (19)
z

where F;; = Sa; /881 — (Saj/(SEi is the called pre-symplectic
two-form matrix which is defined as a generalized curl of the
canonical one-form. For our purposes in the present paper,
it is not necessary to specify the explicit form of the matrix
Fij. However, it is important to notice that F;; can be either
singular or non-singular. On the one hand, if the matrix F;;
is non-singular, then its inverse can be computed. As a con-
sequence, the symplectic structure and the set of equations of
motion could immediately be derived following the formal-
ism of [46]. On the other hand, if the matrix F;; is singular,
then there are more degrees of freedom in the equations of
motion than physical degrees of freedom in the theory. Thus,
there must be constraints to maintain the consistency of the
equations of motion.

To proceed with the Hamiltonian formulation of EGMG
we shall use the Dirac formalism [40]. The first step is to
define momenta canonically conjugate to the dynamical vari-
ables. Since S = [y, dt [y d*x L (10), the corresponding con-
jugated momenta are defined as,

., oL ., L
H, =T T = 77>
af] ow}
~ oL oL
Ha = —0, T4 = —. 20
A T <0

From (20), we immediately get to the following primary con-
straints:

1
¢4 =19 + me(’“”fbl ~ 0, 1)
1
yi = nf — ™ (sz +3 (v - mz) ww) ~0, (22
of =14 +m?%hy; ~ 0, (23)
08 =7 ~0, (24)

where ~ stands for weak equality in the sense of Dirac [40],
implying that it is only valid on the so-called primary con-
straint surface I'p C I' defined by the primary constraints
and contained in the phase-space. The phase-space I' of this
model includes the dynamical fields wé faI , eé, hé and
their conjugate momenta 7§/, 19, ﬁ[,‘, 7’%’}1 Note also that, as
stated above, the twelve expressions @7, Wy, X;, ©; defined
in Egs. (11)—(14) are secondary constraints associated with
the Lagrange multipliers fol , wé, eé and h{), respectively.
In this way, the canonical Hamiltonian weakly vanishes and
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therefore the dynamics is generated by the so-called primary
Hamiltonian which is a linear combination of all the above
constraints,

He = [ @x[3dog + vful + ool + el
—|—h(1)®1—f01®1—w(1)\111—6621], (25)

where AL, vl 9] (L play the role of the Lagrange multi-
pliers enforcing the primary constraints. In this theory, the

non-vanishing fundamental Poisson brackets are given by

(flx), () = (wlx), 75} = (el x), T (y))
= {hl(x), 75y} = 858187 (x —y),  (26)

where x and y stand for the spatial coordinates x* and y“ of
the spatial slice X, while § 2(x —y) is the Dirac delta function
in two dimensions. Generally, any Poisson bracket involving
arbitrary functionals of fields and conjugate momenta can
be computed using these fundamental relations. Under this
observation, the Poisson bracket of any functional F of the
canonical variables with the Hamiltonian provides its time
evolution, namely,

d .
i=F= {F, Hp}. 27)

A basic consistency' requirement on the theory is that the
primary constraints be preserved in time, which guarantees
that such constraints remain on the constraint surface I'p dur-
ing their evolution. Preservation of primary constraints can
be written as

¢ =97, Hp} ~ 0. ] = (y]. Hp} ~ 0,
6 ={of , Hp} ~ 0, 6 =1{0], Hp} ~ 0. (28)
If we want to compute these consistency conditions, we need

the non-vanishing Poisson brackets of all the primary con-
straints among themselves,

(6709, 85} =~ n B x — ), (29)
(6] ), ¥} = —"n8*x —y), (30)
W0, w5 @) = e (v —m?) s x -y, G
107 (%), 07 (y)} = m*e*n; 187 (x —y), (32)

and also the non-vanishing Poisson brackets between pri-
mary and secondary constraints presented in Appendix Al.
On using (28), (29)—(32) and (A1)—(A13), we find that the
consistency condition for each primary constraint becomes

! These consistency conditions will either solve some multipliers, or
lead to the new constraints, or will be identically satisfied.

. 1 1
Oab J oK J oK J K
P4 = & <_—m4eljkf0 fp +7m26”Kw0 [y —Verskeyey

1 1
+Dpwor — —Dyp for + —5Asr — UbI) ~ 0, (33)
m m

v

. 2 Oab J K J1. K
U;l =me™ (—Dbh()[ — mZGIJKfO e, +erggwyhy

v 2
J oK 2 J K N
—3€1IKE) fy — ;Wn €17K€) ) +tb1) ~0, (34)

; Oab (2 JK .2 I K
Y =¢e" (m erjkhye, +m-€rkeyhy + Dy for

1
+— ek f 15 —erkwl £X + (v— mz) Dypwor

m2
—pr — (v =m?) up) &0, (35)
9;1 = m2elab (61]1(11)({65 — Dpeor + l?b]) ~ 0. (36)

These conditions allow us to determine the Lagrange multi-

pliers vl, AL, «Z, 91, which turn out to be

I ~ I 2 _1JK
v, ~ Dywy —m~e e0jeuk
2 2
m m
1JK 1JK
+ € hojeak + € eoshak s (37

I~ I 2 2\ _IJK
Ag X Dy fy +m (v—m)e U e0JeaK

m* 1K m* 17K 1 1k
+—€""Thojeak+—€ " eoshak +—5€ " fos fak
v v m
1JK
—€"" Y woy fak (38)
I~ 1 V1K 1JK
tg & Dahy + € Joseaxk — € T woshak
V. 1JK 2 5k
+—€ " "eos fak +—vm e " Fegyeak, (39
m w
I I _I1JK
¥, ~ Dgeg — e " woseqk. 40)

Substituting back in the primary Hamiltonian (25) and inte-
grating by parts, we end up with the so-called secondary
Hamiltonian:

Hs = / dx (WS — F{®) —wl@r - =), @D

where @, W;, T, ©; turn out to be the modificated form
of the secondary constraints:

_ 1
D) = & + D¢t + —er k) X

m2
v
+Wem9; K ~0, (42)
W, =V + Doy —ersko) fX
—er7k0hK — ol e ~0, (43)

— V
X; = %7+ Dyof + mﬂjl(@,ffa](
2
v m
+2;m26111<9aje“1( + TEIJKl/faJhaK

4
2 J ak [ M JpakK
—m-ergx ;e +7611K¢gha
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+m? (v - m2) ersx gl et ~0, (44)
4
—_ m
O =07 — Db — Te”m,,’e“’(
2

m J akK

—TGIJK% " =0, (45)

and hé, fOI , w(l), e(I) remain Lagrange multipliers. Before pro-
ceeding further, it is interesting to note that, following [48],
we can replace the constraints &7, Wy, ¥;, Oy, by the equiv-
alent set of constraints
®;~0, ¥;~0, Z;~0, O;~0.
It is physically acceptable due to the fact that the constraint
surface defined by ®;, ¥, ¥;, Oy, ¢7, ¥, of, and 67, is
equivalent to the surface defined by D, V., 2,07, o7, Yy,
oy, and 0f.

In this stage, a sub-manifold I's C I'p defines the sec-
ondary constraint surface, where all constraints discovered
until that moment vanish. Analogous to the primary con-
straints case before, we should ensure that these modified
secondary constraints (42)—(45) evolve on I's, that is

@, ={®;,Hs} ~0, ¥, ={¥;, Hs}~0,
T =(X;, Hs} ~0, ©;={0O), Hs} ~0, (46)

where Hs is given in Eq. (41). To study stability conditions
of the modified secondary constraints, we need to calculate
the Poisson brackets of all the secondary constraints among
themselves and with the primary ones. In Appendix A2, we
show that all the Poisson brackets between primary and mod-
ified secondary constraints vanished weakly. While the only
non-vanishing Poisson brackets among all the secondary con-
straints are given by (see Appendix A3 for details)

(®(x), B, ()} ~ %s(’“beazebjs%x _— (47)

— — v
(®1(x), T/ (y)} ~ ﬁez"NemMeO“bfaNebMaz(x -y,

(48)
4
©,x).0,y) ~ —"’TsO“bealebjaz(x _— (49)
4
{0/(x),Z,(y)} ~ mTGIKNGJKMgoahhaNebMSZ(X -y,
(50)
(100, T 01 ~ (=56 fur fos
m4
—TsO“bhalhw) 82 (x —y). (51)

Using this information, we find that the stability under time
evolution of the modified secondary constraints implies the
following set of integrability conditions:

~ Y Lapu J
P ~ WS ea[EﬂJfM ~ 0, (52)
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2

m4 8 7
afu ~
_U & ealhﬂjeﬂ ~ 0, (53)

|-

4
m V
1A ePlhgrhgye] + — Pl fur fpae;, ~ 0. (54)

If we only demand that the dreibein e/ be invertible (a
requirement for first-order theory to be equivalent to the stan-
dard second-order formulation of gravity) then we have 6
constraint aquations in the following form:

o]

o _ saﬂﬂeﬁlf,f ~ 0, (55)
T = e%leg h] ~ 0. (56)

These conditions, known as the symmetrization conditions,
are crucial to show the equivalence between the metric and
first-order formulation of massive gravity theories [49]. It is
straightforward to see that the above equations Eqs. (55)—(56)
can be decomposed in

g = &%e, £l ~ 0, (57)
2" = e (eps fy) —eosf) ~ 0, (58)
T = %be, hl ~ 0, (59)
T = " (e, h] — eosh}) ~ 0. (60)

One straightforwardly verifies that the functions (58) and
(60) mix dynamical variables (e!, £/, hl) with Lagrangian
multipliers (e, f{, h{), consequently these relations are not
constraints. Whereas the functions (57) and (59) constitute a
new set of two tertiary constraints of the theory, as they are
algebraic relations involving only the canonical variables (not
the Lagrange multipliers). Clearly, all the constraints derived
until this point define the tertiary constraint surface I'r C
I's. Now, when introducing these tertiary constraints Egs.
(57) and (59) into the secondary Hamiltonian (41) through
the Lagrange multipliers # and z, we arrive at the following
tertiary Hamiltonian:

HT:/ dx? (%@,—fd@,—wé@,—eéf, +uE + zT) :
(61)

The next step in the Dirac algorithm is to demand the preser-
vation in time of each tertiary constraint (57) and (59). First, it
should be obvious that all the Poisson brackets among tertiary
constraints vanish identically because neither of the function-
als depend on the momenta. Second, the non-trivial Poisson
brackets between primary and tertiary constraints are given
by

{#](x), E(y)} = ey 8> (x —y), (62)
{of (%), EW)} = —e" 18 (x —y). (63)
{of (), T(¥)} = —e"hp 8% (x — y), (64)
{07 %), Ty} = e"ep8*(x — y). (65)
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Finally, the non-vanishing Poisson brackets between sec-
ondary and tertiary constraints are found as (see Appendix A4
for details)

_ 1
[(®(x), E(y)} ~ —WSO“bemeg K8t (x —y), (66)
4

m
)} ~ 780 beprreleks?(x —y), (67)
3
—g0be, (§m2 (v — m2) e({e,f
1
+2—hJeb + 50 fqubK> Fx—y),
(68)

]

{0;(x),

(1), E(y) ~

— v
(®1(x), T(y)} ~ —WaO“”eUKe,{efs?(x—yx (69)

(Z1x), Ty} ~ —"ep

Vv
2 J K
( m27’a b

Thus, the consistency condition on the tertiary constraints
yields two equations of the following form:

+ 33m2e1e,§<) 2(x —y).
m
(70)

. v
~ afu I ¢J K
T —mze e”Keafﬂeu
vm? op 1.J K
+——c€ ”EIJKeaeﬂeM ~ 0, (71)
%
m* e 1p,J K 1 afu I,J K
—78 €1JKe e, —ﬁ&“ GIJKfaeﬁfM

L) 2 1.,J K
—Em (v—m )s“ﬁl‘elugeaeﬁeu ~ 0. (72)

o}
&

Notice that, these expressions do not define new constraints,
because both mix dynamical variables with Lagrange multi-
pliers. However, such conditions present themselves in two
scalar equations, establishing the most general relationship
between the fields defining the EGMG theory in the first-
order formulation. Hence the preservation of the tertiary con-
straints (57) and (59) do not give rise to any quartic constraint.
Such that the number of constraints in the system is now
closed and our method to obtain the true set of constraints
has terminated. Consequently, we have the complete set of
constraints on the dynamics of the theory.

‘We now focus our attention on (71) and (72). Let us define
the following objects

A =elff & AL =i, (73)

oK
o /3 I
det|el| # 0.1n doing so, and after some algebra, we find that

the Egs. (71) and (72) amount to

I1JK

and consider the identity €*ftele = e€ with e =

m
~ 20 (A + 3—) ~ 0, (74)
m? 1"
= A — &
&~ 26 <A+ T (A AaAﬁ>
3v 5
+—(v—m> ~0, (75)
2m?

where A = A, and A = A,%. It is now straightforward
to see that the right-hand side of Eq. (74) will be equal to
zero on the tertiary constraint surface only if the following
condition holds true in I'7:

4
A~ 3" (76)
n

Therefore the auxiliary field f}* turns out to be proportional
to the dreibein e, i.e.

4

T ~crey, with ¢f = . (77)
‘ n

Substituting Eq. (77) in Eq. (75), we find that

v (m?*  (v—m?)
TR R L ) 78
2<M2+ " (78)

It immediately implies that the auxiliary field 4 is also pro-
portional to the dreibein e§ in I'7. The final solution is

2 2
with ¢ = —~ (m—2 ¥ %) (79

o ~ o
hy =~ cpey, AW
It is worthwhile noticing that the consistency under time evo-
lution of the tertiary constraints allows us to fix the value of
the auxiliary fields, (f,1. /) = (cy,cp)e,,, but only in the
tertiary constraint surface I'r (and not in the entire phase-
space). In this case, we can decompose such fields into its
space and time components,

fh— (. £1) ~ epebed. (50)
iy, —> (1. 1) ~ entef. el). 81)

With all this information, it is remarkable that if the temporal
component, f 10 and h(l), of the fields f7 and h{ is inserted
into the tertiary Hamiltonian (61), then a new Hamiltonian
is defined,

Hy = /dx2 (—eéfl —wh W, +uB + ZT> , (82)
where fI is now defined by

@ Springer
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S =% +c; P — O, (83)

whereas W; remains as in Eq. (43).
Now, below we summarize the whole set of constraints
obtained in the above analysis for reference:

24 Primary constraints : ¢¢, ¥y, of, 6f. (84)
Y, ¥, ©p. (85

2 Tertiary constraints : £, Y. (86)

)
)

12 Secondary constraints : ®;

To conclude this section, it is worth remembering that
all these constraints define the tertiary constraint surface.
Besides, as we previously said, consistency of the Hamil-
tonian analysis requires us to not only enforce the whole
set of constraints but also to guarantee that each constraint
appearing in the theory has to be preserved during the dynam-
ical evolution of the system. Thus, this requirement implies
that the Lagrange multipliers # and z must be readily zero.
In this way, we can say that the consistency of all the con-
straints under time evolution is dynamically ensured, and so
the Dirac algorithm closes here. Consequently, we find the
following form of the final Hamiltonian:

Hp = — / dx? (eéi, T w{@,) : (87)

which shows that the system is totally constrained so that the
constraints generate the time evolution. In this configuration,
we will see that f;and W, are the 6 first-class constraints
corresponding to the six Lagrange multipliers that remain
unfixed.

4 First- and second-class constraints

4.1 Separation of constraints and physical degrees of
freedom

Having determined all the constraints in the theory, the next
step in the Hamiltonian analysis is the classification of all
the constraints into first- and second-class, which requires
computing the various Poisson brackets between all the con-
straints. In general, the so-called first-class constraints are
characterized by the property that only they weakly com-
mute with all the constraints of the system. On the other
hand, the constraints that have at least one weakly nonva-
nishing Poisson bracket are referred to as second-class. As
a consequence, according to Dirac’s conjecture, each first-
class constraint generates a gauge symmetry on the constraint
surface. Furthermore, the second-class constraints eliminate
non-physical fields not related to the symmetries and also
allow us to build a new symplectic structure, the Dirac’s
brackets, to quantize a gauge system.

@ Springer

With the help of the constraints algebra reported in
Appendix A5, we see that all Poisson brackets of the con-
straints fl and W, vanish in the tertiary constraint surface
and hence they prove to be first-class constraints, that is

6 First-class constraints : f; ~0, W;~0. (88)

As a consequence, the final Hamiltonian in Eq. (87) must
be first-class, and therefore it has the effect of combining
dynamics with gauge transformations.

On the other hand, it turns out that the Poisson brackets
among the remaining constraints do not vanish, indicating
the fact that the theory has the following set of second-class
constraints:

32 Second-class constraints : ¢ ~0, ¥§~0, of~0,

04 ~0, ®;~0, ©,~0, E~0, YT~0. (89

We are now in a position to count the number of physical
degrees of freedom of the given theory from the following
formula [41],

N=%(P—2]—"—8), (90)

where P is number of phase-space variables ( 1L H}}, w!,

rrj’,eé, Hl;,hfl,ﬁf), JF is the number of first-class con-

straints (f 71, ¥7), and S is the number of second-class
constraints (¢4, ¥¢, 0,07, ®;, 0, E, ) [41]. Hence, it
is concluded that exotic general massive gravity possesses
1/2(48 — 2 x 6 — 32) = 2 physical degrees of freedom per
space point corresponding to one massive graviton in three
dimensions. In other words, we have shown that the physi-
cal phase-space of EGMG in the first-order formulation has
dimension 4 per space point and that it is ghost free which
is the desired result in agreement with [37]. It is worth com-
menting that, the number of local DoF was computed also in
the original article of EGMG [37], by using a minimal Hamil-
tonian formalism. Although the number of DoF obtained in
[32] is correct, some aspects of the corresponding derivations
are not satisfying: they are based on introducing two ad-hoc
constraints by appealing to the Lagrangian equations, but the
effect of this procedure on the overall constraint structure of
the theory remains unclear.

4.2 Dirac brackets

Once the whole set of second-class constraints x4 =
(q)?, v, of, 67, ®;,0;, B, T) has been identified, it can
be eliminated from the theory by defining a new symplectic
structure for the system, which is called the Dirac bracket. In
order to see this, let us define the Dirac matrix F48 whose
elements are the Poisson brackets among these second-class
constraints, i.e.
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B8 x,y) = (x*x), xB(y)}, with BA%=_mBA.

oD

Now let’s observe that the Dirac matrix can be written in
block matrix form as

BB (x,y) = (é g) 2(x—y), with C=-B". (92

In this case, the explicit form of each sub-matrix A, B and D
in Eq. (92) turns out to be

physical phase space are given by

1m? m?—v
b Oab 2
{ef(x), e;(V)}p = Egms “Cnrrdt(x—y), (98)
1 m? 1
4 (x), wh = glaby 2(x —y),
{ [( ) ](y)}D 2Cf (2m2—1)) 771.] ( Y)

99)

1
(w4 ), wh@Ip = —5——"Pn; 8% (x—y).  (100)
(2m2 — v)

As we see, these Dirac brackets do not have a com-
mon canonical structura, in fact, the structure becomes non-

I/m* -1 00 . » .
2 commutative. In addition, the results of these Dirac brackets
o | 1 —(w=m?)0 0| 4 . . )
A=e¢ 0 0 om2 | (93)  are different from those of standard Poisson brackets in that
0 “m2 00 the information on the constrained dynamics of the EGMG is
apparent. These Dirac brackets could be useful to study phys-
00 epr 0 ical observables, as well as, for performing the quantization
B = glab 00 0 0 (94) of the theory. According to Dirac’s prescription [40—43], the
00 —for —hor quantization is carried out via the replacement of the Dirac
00 0 ep brackets with commutators with a factor of 1/i#,
(v/m*)eareps 0 —(1/m*er kel X —(/mPer kel ek
i 0 —(m*/v)earery  (m*/v)ersxe]ef 0 ©5)
=¢
(1/mPersxel K —m*/v)erskel ek 0
(v/merjke]ef 0 0
From (93), it is easy to see that A is invertible. Since the I~ ~
. . . . . 01(x), 0 —01(x),0 . 101
Dirac matrix is of block form, it can be inverted blockwise 01, ©2Nip — ih [ 1) Z(y)] (101)
on the tertiary constraint surface as follows (see Appendix B ) )
for details): Furthermore, a physical state ¥ must satisfy
-l [ATT+ATB(D-CAT'B)T'CAT! —AT'B(D-CAT'B) T
(Eﬂ ) - » » 52(x — y). (96)
— (]D) - (CA_I]B%) CA™! (]D) - (CA_lB)
For any two functions of canonical variables, say O and 5 ), (102)

O 4, the Dirac brackets for this system are defined by [42]

(01(%). O3} p = (01 (x), Oz(¥)) — / dx2dy* (01 (%), Sp @)
1
(B @w)  (Spm, 0} 97

where {O](x), O2(y)} is the Poisson bracket between O
and Q4. Using this information, we proceed to compute the
Dirac’s brackets among all the variables of the full phase
space I in Appendix B. After constructing the corresponding
Dirac brackets, the second-class constraints can be used as
strong equalities, i.e. as identities expressing some variables
in terms of others. As a result, we discover that the Dirac’s
brackets between the dynamical variables parametrizing the

where O is a quantized version of the first-class constraints
or observables.

4.3 Gauge transformations

To conclude, we can derive the generator and the local sym-
metries for EGMG. As we know, gauge invariance is one
of the most significant and practical concepts in theoretical
physics. The existence of gauge symmetries in the mathe-
matical structure of a given physical theory is the sign of the
presence of interactions, in addition to restricting the nature
of observable quantities [50]. According to Dirac’s conjec-
ture, the most general expression for the generator of correct
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gauge transformations of the system should be constructed
as a linear combination of all first-class constraints of the
theory [40]. Thus, the generator of gauge transformations is
proposed as,

G = /dx2 (alil +ﬂ’@,), (103)

where o/ and B/ are the gauge parameters. Hence, to obtain
gauge variation 8 of every physical variable A generated by

G, we can use the Poisson bracket of the corresponding vari-
able with the generating functional via the following relation:

5cA = {A, G}. (104)

Therefore, this gives rise to the following gauge transforma-
tion:
1JK

sgel = Dyl + 'K Bre k. (105)
SGwé = Da,B] +m26”KajeuK
2
—Te”KaJ (hak + cheak) . (106)
I I I1JK m? 1JK
S f, =crDga’ +€""" By fuk + 76 ay fax
—m2 <1) — m2> GI]K()tjeaK
4
—76”’(061 (hak + cheak) , (107)
Shl = cpDya’ + €K Brhak
v vV
—2—m2€I]KOl]€aK—W€1JK(XJ (fuk +creax) -
(108)

But these are no diffeomorphisms (diff). Nevertheless, we
can redefine the gauge parameters in terms of the diffeomor-
phism parameters, where the relations depend on the dynam-
ical variables,
ar =&qe7, Pr = —&uu7, (109)
with &, an arbitrary three-vector. In this manner, substitut-
ing (109) in the gauge transformations Eqs. (105)-(108) and
using the expressions for the spatial component of auxiliary
fields given in Eqs. (80)—(81), we finally obtain the spatial
diffeomorphism, modulo the constraints, for the dynamical
variables as it should be, namely,

Saitrel = Leel — eoupE?@’, (110)
1
Sty = Lew] — —eours” (\p’ +m2<1>’) : (111)
I I m? b (vl 2\ w1
Saitt fy = Le fy + Teoabé (‘I/ - (V —m )d> )
(112)

@ Springer

1
Sairth! = Lehl + Weo,wsbz’, (113)

where £¢ is a Lie derivative along &.

5 Summary and discussions

In this work, we have studied the Hamiltonian analysis of the
Exotic General Massive Gravity theory written in the first-
order formulation. To obtain the best Hamiltonian descrip-
tion of this model, all the steps of Dirac’s framework were
followed. Our basic goal was to obtain and classify all the
constraints on the dynamics of the model and deduce the
number of physical degrees of freedom in the theory. First,
we wrote the action in a (2 + 1)—dimensional form and
found the conjugate momenta of each dynamical field in our
theory. This enabled us to write the Hamiltonian and deter-
mine the primary constraints. Then we analyzed the require-
ment of the preservation of these constraints and we derived
the corresponding modificated secondary constraints. Subse-
quently, we determined the conditions when these constraints
are preserved and we found the symmetrization conditions
corresponding to tertiary constraints, Eqs. (55)—(56). In the
process of completing Dirac’s consistency procedure, we dis-
covered two scalar equations (71)—(72) establishing the most
general relationship between the fields defining the princi-
ple action of the model. Such expressions have been solved
algebraically for the auxiliary fields in terms of the dreibein,
(f,h) = (cr.cn)e, Egs. (77) and (79). Thereafter, with the
complete structure of the constraints and their Poisson brack-
ets, we classify all the constraints into first and second-class
ones. The correct classification of such constraints allowed
us to show that there are two physical degrees of freedom
corresponding to a massive graviton without ghosts. Further,
with the help of first-class constraints, we obtained the gauge
generators that yield the spatial diffeomorphism symmetry,
under which all physical quantities must be invariant. Finally,
we were able to construct the Dirac brackets of EGMG by
using the inverse of the so-called Dirac matrix, of which the
entries are the Poisson brackets among the second-class con-
straints. All of these results have not been reported in the
literature as far as we know.

To conclude, it is worth noticing that having a consis-
tent Hamiltonian description, that integrates all information
about the constraints, represents a key step toward a proper
quantization. Thus, we expect that the results obtained in
this paper might have important consequences for the inves-
tigation of a possible quantization of EGMG. To our knowl-
edge, the quantization could proceed using canonical quanti-
zation methods by constructing first a suitable Hilbert space
of quantum states on which the quantum Hamiltonian and
constraints operators act, and studying the Dirac observables
of the corresponding quantum operators [40—43]. In particu-
lar, the canonical quantization of the EGMG model could be
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tackled using the background-independent techniques devel-
oped in the loop quantum gravity program [17-19]. But to
do so first requires defining a discrete phase space in terms
of holonomies of the connection and fluxes of the dreibein,
such that their Dirac (not Poisson) algebra is the holonomy-
flux algebra. Afterward, it would be necessary to express
the first-class constraints in terms of these holonomy-flux
variables. Subsequently, the quantization of the holonomy-
flux variables would lead to an irreducible representation on
a Kinematical Hilbert space, spanned by the spin-network
states, where the first-class constraints are represented by
regularized quantum operators, e.g. see [20-23] for more
details. While the strategy seems good -even natural- at first,
a priori it is not clear that it would be applied straightfor-
wardly; the main difficulty resides in the non-commutativity
of the dreibein and the connection with respect to the Dirac’s
brackets. This would imply quantizing the fluxes and the
holonomies so that they satisfy the quantum analog of Egs.
(98)—(100).
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Appendix A: Algebra among the constraints

In this appendix we develop the algebra of all the constraints.

1. Poisson brackets between primary and secondary
constraints

The non-vanishing Poisson brackets between secondary and
primary constraints are:

1 1
{@r(x), ¢4V} = We"“” (WEIJbeK

+opn1s —Gukwf) 82 (x —y), (Al)

1
(¥, (x), ¢4 (y)) = —% (Wesz;f(

+05n1s — €15k wf) 82 (x—y), (A2)

(Z1x), ¢4} = ve®er kel 87 (x —y). (A3)
1

(D), Y5 (y)} = ™ (qukfbK

+n — ekl ) P& -y, (A4)
(W10, U5} = e (esx fiF = (v = m?)

(3;’,‘7711 — EIJwa)> 82 (x —y), (A5)
(Z1), Y5y} = —m?e%e; khE 8> (x —y), (A6)
[01(x), Y5 (y)} = m*e e kel 87 (x —y), (A7)
{®1(x), 05 ()} = ve®ep kel 82 (x —y), (A8)
(W, (x), 05 () = —m?e"e; khE 82 (x —y), (A9)

4
(Z1x), 09(y)} = ve®eryk (fbK + z’%elf) S x—y),

(A10)
(0100, 05 ()} = —m?e* (am1s — ersxwf ) 82 x —y),

(A11)
(W10, 05() = —m?e*er ke 87 (x — ),

(A12)
(210,05} = m2e™ (9301 — erswf ) $2x =),

(A13)

2. Poisson brackets between primary and modified
secondary constraints

The Poisson brackets of the constraints ®;, =7, ©; and X,
with the primary constraints are:

_ 1
{®r(x), ¢4 (y)} = —EEIJKWK(SZ(X -y, (A14)
(B (), ¥4y} = 1™ 82 (x —y), (A15)
(@, (x). 04 (y)} = —%ewa“’%%x _— (A16)
(W;(%), 95y} = ersx ¢ X 82 (x — ), (A17)
(W x), ¥4y = erx 582 x —y), (A18)
(U, (x), 0%(y)} = e17k0K8* (x — y), (A19)
(W) (x), 09(y)} = e17k0°K 8 (x — y), (A20)
/%), ¢%(y)} = —%6111{9“'(52(?( s (A21)
(Z1x), ¥4(y)} = eryk0’X8*(x —y), (A22)

(1), 09(y)} = merx (w“’f—zﬁea’f—(v—mz) ¢“’<>

X8 (x — ),
2
(510005} = =1k (VK +m?¢" ) 6% (x—y).

(A23)
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(A24)

(0/X), ¥5(y)} = —e17x0°K 82 (x —y), (A25)

2
©100. 07 W} = g (m*¢*E + 9K ) x - ).
(A26)

3. Poisson brackets among secondary constraints

The non-trivial Poisson algebra among modified secondary
constraints are:

= = _ 1 =K vV KMN a
{P;(x), Py;(y)} = <_W€HK <¢’ — € 9aMeN)

v
+ Oab

56" eqens ) 82 (x =), (A27)

_ _ v _K
{®;(x), 2y} = (WGIJKG +erXNejpM
V
X (anbmfaNebM + (m? +v) ¢ ean
v

+ﬁ917/1faN + WaNe(&))

<82 (x —y),
{071(x), 0,(y)}

2 4
m m
KMN Oab
= <7v €IJKE eamOy — - “ €a16b1>

x8%(x —y),
(0/(x), Z;(y)}

2 2
m K —K m

= <*6[1K (‘l/ +m2<l> )—I—fGIKNEJKM
v vV

(A28)

(A29)

(ngoabhaNebM — Oamhy + Gazve‘,b)) 8 (x—y),
(A30)
(Z/(x), Z,(y)}
—K

= <m2€I]K (Zg@K —l—WK — (1) — mz) 0]

1 m2

_ﬁeKMN ((U—mz) faM¢]av_faMw1?/+ThaMO;\l,)>
Vv m4

— 5% for fog — " harhpy ) 82 (x — ). (A3D)
m v

4. Poisson brackets between modified secondary and
tertiary constraints

The non-vanishing Poisson brackets between modified sec-
ondary and tertiary constraints are:

_ 1 1
(@0, E()} = ( 201 = e kel f,,K) 2 (x—y),

m

(A32)

(¥, (x), E(y)} =0, (A33)
4

©100. 20} = “—e"er e ef ¥ (x =), (A34)
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2 2
(€10, B = - <’"vw1 = (v-m?) @,

Vv

3
-l—im2 <v — m2) eO“bEHKe‘{eg

4
m 1
+ ZTSO“bGUKhaJelIf—!——Zmz soabe“K faj fbK) 82(x -y,

(A35)
(@), Y} = —#e"“bezme[{ Ks2(x—y), (A36)
T;®). T} =0, (A37)

(Z/x), Yy}
1 Oab VoJ K, 2Y 2K
= (WEI —&"%er K <2$fa e, +3ﬁm e ey
x82(x —y),

_ 1
0,00, Ty} = ——5 6,8 (x — ).
m

(A38)
(A39)

5. Poisson brackets of ¥; and ¥

The Poisson brackets of 3 ; with the whole set of constraints
have the following form:

S m K _ Y pak | 2
(100, $50) =1k | 9K = 0K |2 x—y) ~ 0,
" m
(A40)
(100,950 = epsic [0 + e 0K — 0K |

><82(x -y =0,

(A41)
. 1 2 v +m?
£10, of (W} =m’er sk |:2 (’Zz + (mz>) yk
2
S N Gl A PP
2\ u? m?2 22
x82(x —y) ~ 0, (A42)

{(Z1x). 65(y)}
2
= —"epyk [k 4 m2p K] 2x - y) ~ 0, (A43)
(Z/), @7}

1 — —
= |:—€IJK (v@K +m2d>K> —GIKME‘]KNe?V[
n

2 v v =
X (m +U)¢aN+1/’aN_ﬁeaN +W’7”d

x82(x —y) ~ 0, (A44)
2
(100, By} == [ersx (TF +m?3")
—GIKMGJKN (UaNeﬁ/[ — QaNht;\/]) — m2171]T]
x82(x —y) ~ 0, (A45)
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4 2
(100, S, = ezm[ (v + mz> [
n

On the other hand, the Poisson brackets of the constraint
W with the complete set of constraints are:

—k 1 —K — _ K

(p=m?)@" +5 (v—m?) (1-m*) (@0, T} = ek T 82 (x —y) ~ 0, (A50)

J— — . —K B ~
{(Wi(x), 21 ()} = eyx 2787 (x—y) =0, (A52)
£/, U (0} =€ K62 x—y) ~0, (A4])  (T;(x),0;(y)) = 1750 82(x — y) ~ 0, (A53)
Z1), E@)} (W), 05} = errxp** 8> (x —y) ~ 0, (A54)
2 _ _ W (x), Y4(y)) = aKs2(x —y) ~0, A55
zﬁ[(v_m2)¢1_w1_391 (T100. ¥50) = 1y 22 —y) (AS5)
v ® {(Wi(x),05(y)} = €1yk0“" 6" (x—y) =0, (A56)
DY — (0 — Dl — D08 —ep ol e (W1, 05(¥) = eryk0F S (x—y) ~0, (AST7)

nw - —

) {(¥;x), E(m} =0, (A58)
~ ekl e (¥, (x), T(y)} =0. (A59)
<haK + 2 (v—m?) eaK)

mn Appendix B: Computation of the inverse Dirac matrix
4 and Dirac brackets
N <n;eak + ’:zfakﬂ
5 Using (93)—(95) and properties of matrices, one can show
x§%(x —y) ~ 0, (A48) that the inverse Dirac matrix turns out to be

1 -1 -1 _ -1y 'CcA-! —A-IB(D — CA-IB) !
(BE‘AB) — A +A B(D (CA_I B) I(C ( (Cl . ) 52(X—y) (Bl)
—(D-CA™'B)” CA- (D — CA™!B)
with
2
mm? —(v_";mz) —%%m %%chm
__m? 1 _ ©w _ w c
) . 1o\ . (v—2m?) (v—2m?) 2mZ(w—2m?) ~ 2mZ(v—2m?)‘h N
A~ +A—B(D—CA— ]B) CA™ = coge | i i TR S L (B2)
w™ w22 ™ zrmam
. , €
TN Sy Ch i —migm i
1 m) !
—A7'B (D — CA™ B)
~ 1 - _ _
{Zr(x), T(Y)}:W[EI +crdy +2c‘h®1—DaG;l 000 —%,u‘m
v 9.] aK 2 v 2 9.] aK 3 0 O (1) _% iu_g:mz) 6]V]L (B3)
- — 2 = — epreor,
31K Y% f oLk e 2 |00 & _E% bI1€0L
2 00 3 (1+pulm)
m N 2 N
—TEIJK%JhaK +mPer gy e Y - i
s -(p- (CA“]B%) CA™!
m- JyakK _ 2( 2 J akK
- €ErTKk Py h m (V m )6111{%6 0 0 0 0
o s 0o o 0 0
+cpDabf +op—ergk ] e == 0 0 L b
v e cf cf
—|—chm€”1<1paje“Ki| 52 (x —y) ~ 0. (A49) 2T 2 0=2m 2oy 2 <
0 xeNhey e, (B4)
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(]D - CA‘llBS)_
w0 0 0
310 -—-% 0 0
= 2_e 0 (’)"4 0 l% GNILe()L. (B5)
0 0 1 @ 2/‘-"%
TImE
Here we have abbreviated m = _2 5, € = det|eé| #0

Using Eq. (97), we thus find that the Dirac brackets among

all the phase space variables are given by:

- 1
fe(x), T (y)}p = —Euj—’;maza,’ 2 (x —y), (B6)
a b 1m? Oab 2
{ef (), €5 b = 5 —me™ 8% (x — y) (B7)
€y
a b 1 m?
{efx), f7(M}p = z—me 182 (x —y), (B8)
Cf
a b 1 2Ch
(ef (), W} = 5m c—zms 8t x—y),  (BY)
f
a b _ _lm_2; Oab 2
{ef(x), w;(M}p = 2o (v 2m2)8 nryé
X (X —y) (B10)
a J 31 acol o2
{ef (), T W} = 5 —md;s78°(x — y), (B11)
Ccf
1
{4 %), 7 (o = —Ecﬂfmaza,’ 52 (x —y), (B12)
a J 1m2‘ acl 2
{ef (), 7 N} = 7 —mdj5/ 8> (x —y), (B13)
Ccf
a J 1 acl 2
{wix), 7; ()b = (l+§m> 8,87 6°(x —y), (B14)
a J 1 acglJ g2
(i (), My ¥p = Sms}876%(x = y), (B15)
{w4(x), 7/ (Yo =0 (B16)
a 3 1 H a
(wj 00, A o = 5 o ayendiof Bx—y). (BI7)
b m? 2
{wiX), fyWMip = ﬁngﬂS x—=y), (B18)
1 1
{uﬁ’(x), hl}()’)}D = Emi(u——Zm) Cpe ab’?1152
X(X—Y), (B19)
1
(wi®), wimip = —mé‘o‘wmﬁz(x ~y), (B20)
a 1 Ch acl 2
{h$x), 7] Wb = —Sn_msy 8t (x —y), (B21)
Cf
2
{(h4x), I ()b = uc—jﬁmaza,’ 8 (x —y), (B22)
3¢
(h9x), T (Y)}p = Z—”maba, 82 (x —y), (B23)
Ccf
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1
(RS ), 7 ()b = Zmzz_’;maga; 52(x — ), (B24)
-
(). kb () = —Emzc—”me bussix—y). (B25)
Cf
1
(h§ (). h ()b = Emzc—gme P18’ (x—y).  (B26)
f
3
(ffx), I (b = 5m32‘81’ 82 (x —y), (B27)
1
[, f2 ()b = 3 2melby; 82 (x — y). (B28)
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