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Abstract The evaluation of one-loop matrix elements is
one of the main bottlenecks in precision calculations for the
high-luminosity phase of the Large Hadron Collider. To alle-
viate this problem, a new C++ interface to the MCFM parton-
level Monte Carlo is introduced, giving access to an extensive
library of analytic results for one-loop amplitudes. Timing
comparisons are presented for a large set of Standard Model
processes. These are relevant for high-statistics event simu-
lation in the context of experimental analyses and precision
fixed-order computations.

1 Introduction

Many measurements at particle colliders can only be made
with the help of precise Standard Model predictions, which
are typically derived using fixed-order perturbation the-
ory at the next-to-leading order (NLO) or next-to-next-to-
leading order (NNLO) in the strong and/or electroweak cou-
pling. Unitarity-based techniques and improvements in ten-
sor reduction during the past two decades have enabled
the computation of many new one-loop matrix elements,
often using fully numeric techniques [1–19]. The algorithmic
appeal and comparable simplicity of the novel approaches
has also led to the partial automation of the computation
of one-loop matrix elements in arbitrary theories, including
effective field theories that encapsulate the phenomenology
of a broad range of additions to the Standard Model [20,21].
With this “NLO revolution” precision phenomenology has
entered a new era.
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It has become clear, however, that the fully numeric com-
putation of one-loop matrix elements is not without its draw-
backs, the most relevant being a relatively large computa-
tional complexity. While the best methods exhibit good scal-
ing with the number of final-state particles and are the only
means to perform very high multiplicity calculations, it is
prudent to resort to known analytic results whenever they are
available and computational resources are scarce. The prob-
lem has become pressing due to the fact that the computing
power on the Worldwide LHC Computing Grid (WLCG)
is projected to fall short of the demand by at least a factor
two in the high-luminosity phase of the Large Hadron Col-
lider (LHC) [22–25]. Moreover, most techniques for fully
differential NNLO calculations rely on the fast and numeri-
cally stable evaluation of one-loop results in infrared-singular
regions of phase space, further increasing the demand for
efficient one-loop computations [26,27].

In this letter, we report on an extension of the well-known
NLO parton-level program MCFM [27–30], which allows the
one-loop matrix elements in MCFM to be accessed using the
Binoth Les Houches Accord (BLHA) [31,32] via a direct
C++ interface.1 This is in the same spirit as the BLHA inter-
face to the BLACKHAT library [1], which gives access to ana-
lytic matrix elements for V+ jet(s), γ γ (+jet) and di-(tri-)jet
production. We have constructed the new interface for the
most relevant Standard-Model processes available in MCFM,
representing a selection of 2 → n processes with n ≤ 4. As
a proof of generality, we have implemented it in the SHERPA

[33] and PYTHIA [34] event generation frameworks.2 We test
the newly developed methods in both a stand-alone setup and

1 The source code is available at gitlab.com/mcfm-team/releases.
2 The PYTHIA version has been tested in the context of NLO matrix-
element corrections (cf. [35,36]) in the VINCIA shower [37]. The imple-
mentation of NLO MECs in VINCIA and the MCFM interface are planned
to be made public in a future PYTHIA 8.3 release.
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a typical setup of the SHERPA event generator, and summa-
rize the speed gains in comparison to automated one-loop
programs.

2 Available processes

The Standard Model processes currently available through
the MCFM one-loop interface are listed in Table 1, with
additional processes available in the Higgs effective the-
ory shown in Table 2. All processes are implemented in a
crossing-invariant fashion. As well as processes available
in the most recent version of the MCFM code (v10.0), the
interface also allows access to previously unreleased matrix

Table 1 Processes available in the Standard Model

Process Order EW Order QCD References

pp → �+�− 2 1 –

pp → �+�− j 2 2 [42,43]

pp → �+�− j j 2 3 [42,43]

pp → �±ν� 2 1 –

pp → �±ν� j 2 2 [42,43]

pp → �±ν� j j 2 3 [42,43]

pp → h0 1 2 –

pp → h0 j 1 3 [44]

pp → h0 j j 1 4 [45,46]

pp → h0h0 2 2 [47]

pp → �+�−h0 3 1 –

pp → �+�−h0 j 3 2 [48]

pp → �±ν�h0 3 1 –

pp → �±ν�h0 j 3 2 [48]

pp → γ j 1 2 [49,50]

pp → γ j j 1 3 [38]

pp → γ γ 2 1 –

gg → γ γ 2 2 [51]

pp → γ γ j 2 2 [52]

pp → γ γ γ 3 1 [52]

pp → γ γ γ γ 4 1 [53]

pp → �+�−γ 3 1 [28,54]

pp → �±ν�γ 3 1 [28,54]

pp → ν�ν̄�γ 3 1 [28,54]

pp → �+�′−ν�ν̄�′ 4 1 [28,54]

pp → �+�−ν�′ ν̄�′ 4 1 [28,54]

pp → �+�−�′ +�′ − 4 1 [28,54]

pp → �+�+�−�− 4 1 [28,54]

pp → �+�−�′±ν�′ 4 1 [28,54]

pp → �±ν�ν�′ ν̄�′ 4 1 [28,54]

pp → t t̄ 0 3 [55]

pp → j j 0 3 [56]

Table 2 Processes available in the Higgs EFT

Process Order EW Order QCD References

pp → h0 1 2 –

pp → h0 j 1 3 [57]

pp → h0 j j 1 4 [58–65]

elements for pp → γ j j [38] and di-jet production. Further
processes listed in the MCFM manual [39] may be included
upon request.

In assembling the interface we have modified the orig-
inal MCFM routines such that, as far as possible, overhead
associated with the calculation of all partonic channels –
as required for the normal operation of the MCFM code –
is avoided, and only the specific channel that is requested
is computed. Additionally, all matrix elements are calcu-
lated using the complex-mass scheme [40,41] and a non-
diagonal form of the CKM matrix may be specified in the
interface. In general, effects due to loops containing a mas-
sive top quark are fully taken into account, with the additional
requirement that the width of the top quark is set to zero.3

The intent is that the interface can therefore be used as a
direct replacement for a numerical one-loop provider (OLP).
We have checked, on a point-by-point basis, that the one-loop
matrix elements returned by the interface agree perfectly with
those provided by OPENLOOPS2, RECOLA2 and MADLOOP5.
A brief overview of the structure of the interface is given in
Appendix B.

3 Timing benchmarks

To gauge the efficiency gains compared to automated one-
loop providers, we compare the evaluation time in MCFM

against OPENLOOPS2, RECOLA2, and MADLOOP5 using their
default settings. In particular, we neither tune nor deacti-
vate their stability systems. The tests are conducted in three
stages. First, we test the CPU time needed for the evalua-
tion of loop matrix elements at single phase space points;
in a second stage, we test the speedup in the calculation of
Born-plus-virtual contributions of NLO calculations using
realistic setups; lastly, we compare the CPU time of the dif-
ferent OLPs in a realistic multi-jet merged calculation. In all
cases, we estimate the dependence on the computing hard-
ware by running all tests on a total of four different CPUs,
namely

3 An approximate form for top-quark loops is used for the processes
qq ′ → γ qq ′, qg → γ qg, qq̄ → e−e+hg and gg → gg, so that strict
agreement with other OLPs for these processes requires the removal of
the top-quark loops in those.
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Fig. 1 CPU time ratio of OPENLOOPS, RECOLA, and MADLOOP5 to
MCFM at the level of loop matrix elements

– Intel® Xeon® E5-2650 v2 (2.60GHz, 20MB)
– Intel® Xeon® Gold 6150 (2.70GHz, 24.75MB)
– Intel® Xeon® Platinum 8260 (2.40GHz, 35.75MB)
– Intel® Xeon PhiTM 7210 (1.30GHz, 32MB)

For the timing tests at matrix-element level, we use stand-
alone interfaces to the respective tools and sample phase
space points flatly using the RAMBO algorithm [66]. We do
not include the time needed for phase-space point generation
in our results, and we evaluate a factor 10 more phase-space
points in MCFM in order to obtain more accurate timing mea-
surements at low final-state multiplicity. The main programs
and scripts we used for this set of tests are publicly available1.
The results are collected in Fig. 1, where we show all dis-
tinct partonic configurations that contribute to the processes
listed in Tables 1 and 2. We use the average across the dif-
ferent CPUs as the central value, while the error bars range
from the minimal to the maximal value. The interface to

MCFM typically evaluates matrix elements a factor 10–100
faster than the numerical one-loop providers, although for a
handful of (low multiplicity) cases this factor can be in the
1,000–10,000 range.

We perform a second set of tests, using the SHERPA

event generator [33,67], its existing OLP interfaces to
OPENLOOPS2 and RECOLA24,5 [68], and a dedicated interface
to MADLOOP56. With these interfaces we test the speedup in
the calculation of the Born-like contributions to a typical
NLO computation for the LHC at

√
s = 14 TeV, involv-

ing the loop matrix elements in Tables 1 and 2. The scale
choices and phase-space cuts used in these calculations are
listed in Appendix A. Figure 2 shows the respective timing
ratios. It is apparent that the large gains observed in Fig. 1
persist in this setup, because the Born-like contributions to
the NLO cross section consist of the Born, integrated sub-
traction terms, collinear mass factorization counterterms and
virtual corrections (BVI), and the timing is dominated by
the loop matrix elements if at least one parton is present in
the final state at Born level. The usage of MCFM speeds up
the calculation by a large factor compared to the automated
OLPs, with the exception of very simple processes, such as
pp → ��̄, pp → h, etc., where the overhead from pro-
cess management and integration in Sherpa dominates. To
assess this overhead we also compute the timing ratios after
subtracting the time that the Sherpa computation would take
without a loop matrix element. The corresponding results are
shown in a lighter shade and confirm that the Sherpa over-
head is significant at low multiplicity and becomes irrelevant
at higher multiplicity.

In the final set of tests we investigate a typical use case in
the context of parton-level event generation for LHC exper-
iments. We use the SHERPA event generator in a multi-jet
merging setup for pp → W+jets and pp → Z+jets [69] at√
s = 8 TeV, with a jet separation cut of Qcut = 20 GeV,

and a maximum number of five final state jets at the matrix-
element level. Up to two-jet final states are computed at NLO
accuracy. In this use case, the gains observed in Figs. 1 and 2
will be greatly diminished, because the timing is dominated
by the event generation efficiency for the highest multiplicity
tree-level matrix elements [70] and influenced by particle-
level event generation as well as the clustering algorithm
needed for multi-jet merging.7 We make use of the efficiency
improvements described in Ref. [73], in particular neglect-

4 At the time of this study, SHERPA provided an interface to RECOLA’s
Standard Model implementation only.
5 For V + 2 j processes, we use RECOLA1 due to compatibility issues
with RECOLA2.
6 We thank Valentin Hirschi for his help in constructing a dedicated
MADLOOP5 interface to SHERPA. This interface will be described in
detail elsewhere.
7 In this study we do not address the question of additional timing
overhead due to NLO electroweak corrections or PDF reweighting [71],
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Fig. 2 CPU time ratio of OPENLOOPS2, RECOLA2 5, and MADLOOP5
to MCFM at the level of Born-like contributions to the NLO cross section
(BVI)

ing color and spin correlations in the S-MC@NLO matching
procedure [74]. We do not include underlying event simula-
tion or hadronization. The results in Table 3 still show a fairly
substantial speedup when using MCFM. We point out that a
higher gain could be achieved by also making use of MCFM’s
implementation of analytic matrix elements for real-emission
corrections and Catani-Seymour dipole terms.

We close this section with a direct comparison of the CPU
time needed for the calculation of Drell-Yan processes with
one and two jets using SHERPA and MCFM, up to a target pre-
cision on the integration of 0.1% (one jet) or 0.3% (two jets).
The center-of-mass energy is

√
s = 14 TeV, and the scale

Footnote 7 continued
which could both be relevant in practice. It has recently been shown
that in good implementations of the reweighting and EW correction
algorithm, the additional overhead will not be sizable [72].

Table 3 CPU time ratios in an NLO multi-jet merged setup using
SHERPA

Merged process SHERPA+ SHERPA+
n ≤ 2 @ NLO OPENLOOPS2/MCFM MADLOOP5/MCFM

n ≤ 5 @ LO

pp → Z + nj 1.83+0.20
−0.12 3.01+0.26

−0.18

pp → W+ + nj 1.34+0.06
−0.07 1.36+0.03

−0.03

pp → W− + nj 1.38+0.06
−0.04 1.38+0.07

−0.11

Table 4 Comparison of integration times using SHERPA and MCFM

Process SHERPA MCFM

MC accuracy Time/#pts Time/#pts

pp → Z j Born-like 76.8 m/11.3M 13.6 m /4.5M

0.1% Real-like 38 h/33.1M 51.5 m/22.5M

pp → Z j j Born-like 96.0 h/22.4M 19.6 h/4.5M

0.3% Real-like 830.4 h/58.7M 62.9 h/83.8M

pp → W+ j Born-like 40.5 m/12.8M 7.37 m/4.5M

0.1% Real-like 16.9 h/38.3M 59.4 m/36.0M

pp → W+ j j Born-like 14.1 h/20.3M 9.32 h/7.2M

0.3% Real-like 222.1 h/38.9M 54.4 h/119.8M

pp → W− j Born-like 34.1 m/11.0M 7.46 m/4.5M

0.1% Real-like 15.9 h/40.5M 47.2 m/28.1M

pp → W− j j Born-like 12.8 h/20.0M 7.34 h/5.6M

0.3% Real-like 281.1 h/52.0M 38.8 h/83.8M

choices and cuts are listed in Appendix A. The results are
shown in Table 4. As might be expected when comparing a
dedicated parton-level code with a general-purpose particle-
level generator, MCFM is substantially faster than SHERPA for
the evaluation of all contributions to the NLO calculation.
These results indicate a few avenues for further improve-
ments of general-purpose event generators. With the efficient
evaluation of virtual contributions in hand, attention should
now turn to the calculation of real-radiation configurations
– that represent the bottleneck for both SHERPA and MCFM.
In the simplest cases with up to 5 partons, the real radiation
and dipole counterterms could be evaluated using analytic
rather than numerical matrix elements, by a suitable exten-
sion of the interface we have presented here. In addition,
the form of the phase-space generation may be improved for
Born-like phase-space integrals. Table 4 lists the number of
phase-space points before cuts that are required to achieve
the target accuracy. We find that MCFM uses fewer than half
of the points needed by SHERPA in the Born-like phase-space
integrals, while SHERPA uses fewer points than MCFM in the
real-emission type integrals but at a much higher computa-
tional cost. This confirms that SHERPA’s event generation is
indeed impaired by the slow evaluation of real-emission type
matrix elements, and by the factorial scaling of the diagram-
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based phase-space integration technique [75,76] used in its
calculations.8

4 Numerical stability

As alluded to above, the numerical stability of one-loop
amplitudes is of vital importance for both NLO and NNLO
calculations, where the latter case necessitates a stable eval-
uation in single-unresolved phase-space regions. Here we
wish to limit the discussion to this case and estimate the
accuracy that can be expected from the one-loop amplitudes
with an additional parton with respect to the Born multiplic-
ity, i.e., those processes that correspond to the real-virtual
contribution in an NNLO calculation. To this end, we gen-
erate trajectories into the singular limits according to dipole
kinematics, rescaling the Catani-Seymour variables [77] of
an initially hard configuration as9

yi jk →

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

λ s
Q2 final − final

1

1+ Q2(1−yi jk )

λs

final − initial

−zi
λ

1−ziλ
initial − initial

, zi → zi (1)

in the collinear limit, and

yi jk →
{

C(1−zi )
zi

final − final

sign(yi jk)C
1−zi
zi

initial − initial
,

zi →
⎧
⎨

⎩

1 − 2 λ
1+C final − final
1

1+2 λ2−λ
√

1+λ2
1+C

initial − initial , (2)

C = yi jk zi
1 − zi

in the soft limit. To assess the stability of the loop-amplitude
evaluation, we calculate the number of exact digits as

Nsd = − log10

( |V − V ′|
V

)

, (3)

where V and V ′ denote the finite parts of the one-loop ampli-
tude evaluated on two phase-space points that are rotated with
respect to each other.

We consider crossings of the processes listed in Tables 1
and 2 such that only final-state singularities are considered.

8 We do not make use of SHERPA’s recursive phase-space generator [78],
because it is available for color-sampled matrix element evaluation only.
Color sampling would further reduce the efficiency of the integration,
because the processes at hand involve a relatively small number of QCD
partons.
9 We use the definition of yi jk and z̃i according to the final-state emitter
case with a final-state spectator, and treat initial-state momenta as out-
going. This allows to reconstruct the kinematics using a single, unified
mapping procedure.

We have validated that the numerical accuracy is generally
worse when approaching final-state singularities, so that we
deem this simplification sufficient. For each singular limit,
we generate 104 hard phase-space points with

√
s = 1 TeV

using SHERPA and, depending on the singular limit of interest,
rescale the momenta according to Eq. 1 or Eq. 2 with λ ∈
{10−3, 10−6, 10−9}. The results are collected in Figs. 3, 4
and 5, where each point corresponds to the average numerical
accuracy according to Eq. 3 and the solid error bars indicate
the 25% quantiles of the median. The lighter-shaded error
bands span from the worst to the best result in each run. In
cases where the two results agree perfectly within machine
precision,10 we set the number of stable digits to 16.

For all processes of interest, the numerical evaluation is
sufficiently stable even in the deep infrared regions. Although
not shown in the figures, we have checked that the stability of
our interface is comparable to that of the other OLPs shown
in Figs. 1 and 2 using appropriate settings.

5 Conclusions

We have presented a novel C++ interface to the well-known
MCFM parton-level Monte Carlo generator, giving access to
its extensive library of analytical one-loop amplitudes. The
interface is generic and not tied to any specific Monte Carlo
event generation tool. As a proof of its generality, we have
implemented the interface in both, the SHERPA and PYTHIA

event generators. The SHERPA interface will become public
with version 3.0.0, and the PYTHIA interface is foreseen to
become public in a future release of the 8.3 series2. It should
be straightforward to adapt our code to the needs of other
event generators.

We expect the interface to be valuable in two respects.
First, for many of the processes considered here the speedup
over other OLPs is substantial; accessing these matrix ele-
ments via this interface rather than an automated tool will
therefore provide an immediate acceleration of event gen-
eration for many processes of high phenomenological inter-
est. Second, the speed comparisons presented here highlight
processes that are particularly computationally intensive for
automated tools. Further improvements to the efficiency of
these codes may be possible, with potential gains across a
wider range of processes.

The structure of the interface allows for simple extensions.
Further one-loop matrix elements in MCFM, implemented
either currently or in the future, may become accessible in a
straightforward manner. In the same spirit, the interface could
also be extended to provide tree-level or two-loop matrix ele-
ments included in MCFM as the need arises. Further exten-
sions to the interface, for instance to provide finer control

10 This is only the case for pp → h0 + j .
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Fig. 3 Test of the numerical accuracy of standard-model three-parton one-loop amplitudes in the soft and collinear limits

Fig. 4 Test of the numerical accuracy of standard-model four-parton one-loop amplitudes in the soft and collinear limits

Fig. 5 Test of the numerical
accuracy of HEFT three- and
four-parton one-loop amplitudes
in the soft and collinear limits.
Note that the accuracy is set to
16 digits in the h0 + j case,
where the two results agree
perfectly
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over the one-loop matrix elements via the selection of helic-
ities or color configurations, would also be possible.

Given that we have interfaced three popular automated
OLPs within the generator-agnostic structure of the new
MCFM interface, it is natural to envision the future develop-
ment of a hybrid program that makes use of the fastest matrix
element library for each process. Thinking further ahead, it
may be worthwhile to reconsider a streamlined event gen-
eration framework, combining different (dedicated) parton-
level and particle-level tools. This idea has been pursued with
ThePEG [79], but so far rarely deployed. Apart from obvious
efficiency improvements through the use of dedicated tools
for different applications, such a framework enables previ-
ously unavailable methods for systematics studies. In view
of both the faster integration in MCFM over SHERPA and the
magnitude of uncertainties pertaining to theoretical model-
ing of collider observables, this is becoming an increasingly
important avenue for future work.

We want to close by highlighting that only a relatively
small number of analytical amplitudes has to be known in
order to cover a wide range of physical processes. When
judiciously assembled, many parts of the calculations can be
recycled in a process-independent way, with only charge and
coupling factors being process-specific. Compared to other
efforts to increase the efficiency of event generators, swap-
ping automated for analytical matrix elements is straightfor-
ward and simple. Analytical matrix element libraries provide
a so-far little explored path towards higher-efficiency event
generation for the (high-luminosity) LHC and future collid-
ers.
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AppendixA:Parameters andcuts for timing comparisons

In order to perform the timing comparisons shown in Fig. 2
and Table 4. we employ the following scale choices and
phase-space cuts:

– �R�,γ > 0.4
– �Rγ,γ > 0.4
– pT,γ > 30 GeV
– pT, j > 30 GeV
– 66 GeV < m��̄ < 116 GeV

We reconstruct jets using the anti-kT algorithm [80] in the
implementation of FastJet [81] with an R parameter of 0.4.
For the di-jet process we require pT, j >80 GeV. Photons are
isolated from QCD activity based on Ref. [82] with δ0 = 0.4,
n = 2 and εγ = 2.5%.

Appendix B: Structure of the interface

The MCFM C++ interface is constructed as a C++ class

CXX_Interface mcfm;

included in the header:

#include "MCFM/CXX_Interface.h"

It must be initialized on a std::map of std::strings,
containing all (standard-model) parameters:

bool CXX_Interface :: Initialize
(std::map <std::string ,std::
string >& parameters );

Prior to use, each process has to be initialized in the interface:

int CXX_Interface ::
InitializeProcess (const
Process_Info &pi);

which takes a Process_Info object as input, which in
turn contains the defining parameters of a given process, i.e.,
the PDG IDs, number of incoming particles, and QCD and
EW coupling orders:

Process_Info(const std:: vector
<int > &ids , const int nin ,
const int oqcd , const int oew);
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Phase space points are defined using the FourVec struct,
which represents four-vectors in the ordering (E, px , py, pz).

FourVec(double e, double px ,
double py , double pz);

Given a list of four-vectors in this format, one-loop matrix
elements can be calculated either using the process ID
returned by the InitializeProcess method

void CXX_Interface ::Calc(int
procID , const std:: vector
<FourVec > &p, int oqcd);

or using a Process_Info struct:

void CXX_Interface ::Calc(const
Process_Info &pi , const
std::vector <FourVec > &p,int oqcd);

In the same way, the result of this calculation can be accessed
either via the process ID

const std::vector <double >
&CXX_Interface :: GetResult
(int procID );

or using the Process_Info struct:

const std::vector <double >
&CXX_Interface :: GetResult(const
Process_Info &pi)

The result is returned as a list of Laurent series coefficients
in the format (O (

ε0
)
,O (

ε−1
)
,O (

ε−2
)
, Born). However,

by default only the O (
ε0

)
coefficient, i.e., the finite part, is

returned. The calculation of the pole terms and the Born can
be enabled by setting the following switch to 1:

void CXX_Interface :: SetPoleCheck
(int check);

An example code showing the basic usage of the interface
as well as a function filling the complete list of parameters
with default values is publicly available1.
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