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Abstract The determination of the strong coupling con-
stant αs(mZ) from H1 inclusive and dijet cross section
data [1] exploits perturbative QCD predictions in next-to-
next-to-leading order (NNLO) [2–4]. An implementation
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error in the NNLO predictions was found [4] which changes
the numerical values of the predictions and the resulting
values of the fits. Using the corrected NNLO predictions
together with inclusive jet and dijet data, the strong coupling
constant is determined to be αs(mZ) = 0.1166 (19)exp (24)th.
Complementarily, αs(mZ) is determined together with par-
ton distribution functions of the proton (PDFs) from jet and
inclusive DIS data measured by the H1 experiment. The
value αs(mZ) = 0.1147 (25)tot obtained is consistent with
the determination from jet data alone. Corrected figures and
numerical results are provided and the discussion is adapted
accordingly.

Erratum to: Eur. Phys. J. C (2017) 77:791
https://doi.org/10.1140/epjc/s10052-017-5314-7

The determination of the strong coupling constant αs(mZ)

from H1 inclusive and dijet cross section data [1] exploits per-
turbative QCD predictions in next-to-next-to-leading order
(NNLO) [2–4]. An implementation error of specific inte-
grated initial-final antenna functions in the NNLO predic-
tions that has impact on the numerical predictions for jet
production cross sections in DIS was found in this numeric
calculation [4]. This changes the values of the predictions and
consequently the resulting values of the fits. The employed
data cross sections and theαs-extraction methodology remain
unchanged. In this erratum we provide corrections for two
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Fig. 1 Relative change of jet
cross section as a function of a
multiplicative factor applied to
the renormalisation and
factorisation scale for four
exemplary data points of the
HERA-II phase space. The bin
definitions are displayed in the
respective panels. The left
panels show inclusive jet cross
sections, and the right panels
dijet cross sections. The full line
shows the cross section
dependence for the NNLO, the
dashed line for NLO and the
dotted line for LO calculations.
For better comparison, all
calculations are performed with
the same PDF set (NNPDF3.1
NNLO). For all panels, the cross
sections are normalised to the
respective NLO cross section
with unity scale factor. The
filled area around the NNLO
calculation indicates variations
of the factorisation scale by
factors of 0.5 and 2 around the
chosen value for μR

tables of results and 16 corrected figures. The discussion is
adjusted accordingly. Whereas numerical values quoted in
the text are corrected, no change to the conclusions drawn is
made. Further details are given in the original publication [1].

3 Determination of αs(mZ) from H1 jet cross sections

The strong coupling constant αs(mZ) is determined from
inclusive jet and dijet cross sections in NC DIS measured
by the H1 collaboration and using NNLO QCD predictions.
Fits are performed for each individual data set, for all inclu-
sive jet measurements, for all dijet measurements, and for
all H1 jet data taken together. The latter is denoted as ‘H1
jets’ in the following. In the case of fits to ‘H1 jets’, dijet
data from the HERA-I running period however are excluded,
since their statistical correlations to the respective inclusive
jet data are not known.

For several studies, and to restrict the data to higher scales,
a representative scale value μ̃ is assigned to each data point.

The value fo μ̃ is calculated from the geometric mean of the
bin boundaries in Q2 and PT [1].

3.1 Predictions

The inclusive jet and dijet NNLO predictions as a functions
of the renormalisation scale μR and the factorisation scale
μF are studied for selected phase space regions in Fig. 1.
The dependence on the scale factor is strongest for cross
sections at lower values μR, i.e. lower values of Q2 and PT.
The NNLO predictions depend less on the scale factor than
the NLO predictions.

3.3 Sensitivity of the fit to input parameters

Sensitivity to αs(mZ) The sensitivity of the data to αs(mZ)

and the consistency of the calculations are investigated by
performing fits with two free parameters representing the two
distinct appearances of αs(mZ) in equation (1) of Ref. [1],
i.e. in the PDF evolution, α�

s (mZ), and in the partonic cross
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Fig. 3 Results from fits to H1 jets with two free fit parameters for
αs(mZ), where the appearances of αs(mZ) in the PDF evolution α�

s (mZ)

and in the partonic cross sections ασ
s (mZ) are identified separately. The

ellipses display a confidence level of 68 % including the experimental,
hadronisation and PDF uncertainties, and thus the lines are calculated
for �χ2 = 2.3. The dotted, full and dashed lines indicate the con-
tour for �χ2 = 2.3 using three versions of the NNPDF3.1 set which
were obtained using values for αPDF

s (mZ) of 0.116, 0.118 and 0.120,
respectively. The grey straight line corresponds to α�

s (mZ) = ασ
s (mZ)

sections, ασ̂
s (mZ ). The result of such a fit performed for H1

jets is displayed in Fig. 3.

Dependence on the choice of PDF Values of αs(mZ) are
determined for various PDF sets and for alternative values
αPDF

s (mZ). The results obtained using different PDFs are
displayed in Fig. 4 for fits to inclusive jet and dijet cross
sections, and in Fig. 5 for H1 jets.

In Fig. 5 (right) only H1 jets with μ̃ > 28 GeV are
used. The predictions using NNPDF3.1 [5], determined with
αPDF

s (mZ) = 0.118, provide a good description of the data
with χ2/ndof smaller than unity (Fig. 4), where ndof denotes
the number of data points minus one.

Scale variants and comparison of NLO and NNLO pre-
dictions The dependence of the results on μR and μF is stud-
ied by applying scale factors to the definition of μR and μF.
The values of αs(mZ) and χ2/ndof resulting from the fits to
inclusive jet and to dijet cross sections are displayed in Fig. 6
indicating that the standard choice for the scales (unity scale
factor) yields good values of χ2/ndof . Figure 7 displays the
resulting αs(mZ) for fits to H1 jets.

Alternative choices for μR and μF are investigated and
the results for αs(mZ) with values of χ2/ndof are displayed in

Fig. 4 Dependencies of the
fitted values of αs(mZ) on the
input PDFs for separate fits of
inclusive jet and dijet data.
Shown are fits using the ABMP,
CT14, HERAPDF2.0, MMHT
and NNPDF3.1 PDF sets. For
each case, the PDFs are
available for different input
values αPDF

s (mZ) used for the
PDF determination, and these
values are displayed on the
horizontal axis. The PDFs are
available only for discrete
values of αPDF

s (mZ) and the
results are connected by smooth
lines. The lower panel displays
the resulting values of χ2/ndof
of the fits
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Fig. 5 Dependencies of the
fitted values of αs(mZ) on the
input PDFs for the H1 jets fit
(left) and the H1 jets fit with
μ̃ > 28 GeV (right). Further
details are given in the caption
of Fig. 4

Fig. 6 Dependencies of the
fitted values of αs(mZ) as a
function of the scale factors
applied to the renormalisation
and factorisation scales (μR and
μF) for separate fits of inclusive
jet and dijet data. The upper
panels show the fitted value of
αs(mZ), and the lower panels
show the values of χ2/ndof . The
left (right) panels show the
values for the fit to inclusive jet
(dijet) cross sections. The solid
lines show the effects from
varying μR and μF together.
The dashed (dotted) lines show
the effects from varying μR
(μF) alone

Fig. 8 for fits to inclusive jet and dijet data. The nominal scale
definition μ2

R = μ2
F = Q2+P2

T results in good agreement of
theory and data in terms of χ2/ndof . The results obtained with
alternative scale choices typically vary within the assigned
scale uncertainty. This is also observed for fits to H1 jets,
presented in Fig. 9.

The NLO calculations exhibit an enhanced sensitivity
to the choice of the scale and to scale variations, as com-

pared to NNLO, resulting in scale uncertainties of αs(mZ)

of 0.0077, 0.0081 and 0.0083 for inclusive jets, dijet and H1
jets, respectively, as compared to uncertainties of 0.0034,
0.0033 and 0.0038 in NNLO, respectively. The previously
observed reduction of scale uncertainties of the cross section
predictions at NNLO [3,4,6] is reflected in a corresponding
reduction of the αs(mZ) scale uncertainties.
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Fig. 7 Dependencies of the
fitted values of αs(mZ) as a
function of the scale factors for
the H1 jets fit (left) and the H1
jets fit with μ̃ > 28 GeV (right).
Further details are given in the
caption of Fig. 6

Fig. 8 Values of αs(mZ)

obtained for different definitions
of the renormalisation and
factorisation scales (μR and μF)
in separate fits of inclusive jet
and dijet data. The lower panels
show χ2/ndof of the fits. The
open circles display results
obtained using NLO matrix
elements. The vertical bars
indicate the scale uncertainties
displayed together with the
nominal scale choice
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Fig. 9 Values of αs(mZ)

obtained for different definitions
of the renormalisation and
factorisation scales (μR and μF)
in the H1 jets fit (left) and the
H1 jets fit with μ̃ > 28 GeV
(right). The open circles display
results obtained using NLO
matrix elements. The vertical
bars indicate the scale
uncertainties displayed together
with the nominal scale choice

Fig. 10 Uncertainties of the αs fit as a function of the parameter μ̃cut
which restricts the jet data to high scales. The experimental, scale,
PDFαs, quadratic sum of all PDF related uncertainties, and the theory
uncertainty are shown

Restricting the scale μ̃ In order to study the size of the
uncertainties as a function of μ̃, the fits to inclusive jet and to
dijet cross sections are repeated using only those data points
exceeding a given value μ̃cut. The resulting uncertainties are
displayed in Fig. 10.

3.4 Results

The values of αs(mZ) obtained from the fits to the data are
collected in Table 4 and displayed in Fig. 11. Good agreement
between theory and data is found.

For the fits to the individual data sets the χ2/ndof is below
unity in most cases. The αs(mZ) values are all found to be

consistent, in particular between inclusive jet and dijet mea-
surements.

The fits to the inclusive jet data exhibit very reasonable
χ2/ndof values, thus indicating the consistency of the individ-
ual data sets. The value of αs(mZ) from ‘H1 inclusive jets’ has
a significantly reduced experimental uncertainty compared to
the results for the individual data sets. The cut μ̃ > 28 GeV
results for inclusive jets in 0.1158 (19)exp (23)th, which is
consistent with the world average [7,8].

Value of χ2/ndof lower than unity are obtained for fits to all
dijet cross sections confirming their consistency. The results
agree with those from inclusive jet cross sections and the
world average. At high scales μ̃ > 28 GeV, a valueαs(mZ) =
0.1157 (22)exp (23)th is found.

The fit to H1 jets yields χ2/ndof = 0.87 for 200 data
points and αs(mZ) = 0.1170 (9)exp (39)th.

The αs(mZ) value obtained from H1 jet data restricted to
μ̃ > 28 GeV is

αs(mZ) = 0.1166 (19)exp (9)had (3)PDF (2)PDFαs (4)PDFset

(21)scale

with χ2 = 62.4 for 91 data points.
In the present analysis, the value with the smallest total

uncertainty is obtained in a fit to H1 jets restricted to μ̃ >

42 GeV with the result αs(mZ) = 0.1172 (23)exp (18)theo and
a value of χ2/ndof = 37.0/40.

The ratio of all H1 jet cross section measurements to
the NNLO predictions is displayed in Fig. 12. Overall good
agreement between data and predictions is observed.

Running of the strong coupling constant The strong cou-
pling is determined in fits to data points grouped into inter-
vals [μ̃lo; μ̃up] of μ̃. The results for fits to inclusive jet and
to dijet cross sections, as well as to H1 jets, are presented for
the ten selected intervals in μ̃ in Table 5 and are displayed
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Table 4 Summary of values of αs(mZ) from fits to H1 jet cross sec-
tion measurements using NNLO predictions. The uncertainties denote
the experimental (exp), hadronisation (had), PDF, PDFαs, PDFset and
scale uncertainties as described in the text. The rightmost three columns
denote the quadratic sum of the theoretical uncertainties (th), the total
(tot) uncertainties and the value of χ2/ndof of the corresponding fit.
Along the vertical direction, the table data are segmented into five parts.
The uppermost part summarises fits to individual inclusive jet datasets.
The second part corresponds to fits of the individual dijet datasets. The

third part summarises fits to all inclusive jets or all dijets together, with
different choices of the lower cut on the scale μ̃cut . The fourth group
of fits, labelled H1 jets, is made using all available dijet and inclu-
sive jet data together, for three different choices of μ̃cut . The bottom
row corresponds to a combined fit of inclusive data and normalised jet
data. For that fit, theoretical uncertainties related to the PDF determina-
tion interfere with the experimental uncertainties and overall theoretical
uncertainty is quoted

αs(mZ) values from H1 jet cross sections

Data μ̃cut αs(mZ) with uncertainties th tot χ2/ndof

Inclusive jets

300 GeV high-Q2 2mb 0.1253 (33)exp (23)had (5)PDF (3)PDFαs (5)PDFset (28)scale (37)th (49)tot 3.7/15

HERA-I low-Q2 2mb 0.1113 (18)exp (8)had (5)PDF (5)PDFαs (7)PDFset (33)scale (36)th (40)tot 14.6/22

HERA-I high-Q2 2mb 0.1163 (26)exp (9)had (6)PDF (4)PDFαs (3)PDFset (22)scale (25)th (36)tot 13.2/23

HERA-II low-Q2 2mb 0.1212 (16)exp (12)had (4)PDF (4)PDFαs (3)PDFset (38)scale (40)th (43)tot 28.2/40

HERA-II high-Q2 2mb 0.1156 (20)exp (10)had (5)PDF (4)PDFαs (2)PDFset (24)scale (27)th (34)tot 33.7/29

Dijets

300 GeV high-Q2 2mb 0.1246 (41)exp (18)had (5)PDF (2)PDFαs (3)PDFset (34)scale (39)th (57)tot 8.5/15

HERA-I low-Q2 2mb 0.1121 (24)exp (8)had (5)PDF (4)PDFαs (5)PDFset (34)scale (36)th (44)tot 10.2/20

HERA-II low-Q2 2mb 0.1198 (12)exp (12)had (5)PDF (5)PDFαs (3)PDFset (42)scale (44)th (45)tot 17.0/41

HERA-II high-Q2 2mb 0.1116 (22)exp (7)had (5)PDF (3)PDFαs (3)PDFset (15)scale (18)th (29)tot 21.5/23

Datasets combined

H1 inclusive jets 2mb 0.1157 (10)exp (6)had (4)PDF (4)PDFαs (2)PDFset (34)scale (36)th (37)tot 118.1/133

H1 inclusive jets 28 GeV 0.1158 (19)exp (9)had (2)PDF (2)PDFαs (4)PDFset (21)scale (23)th (30)tot 43.0/60

H1 dijets 2mb 0.1174 (11)exp (8)had (5)PDF (4)PDFαs (3)PDFset (33)scale (36)th (38)tot 80.3/102

H1 dijets 28 GeV 0.1157 (22)exp (12)had (3)PDF (2)PDFαs (3)PDFset (19)scale (23)th (32)tot 31.6/43

All jet data combined

H1 jets 2mb 0.1170 (9)exp (7)had (5)PDF (4)PDFαs (2)PDFset (38)scale (39)th (40)tot 173.0/199

H1 jets 28 GeV 0.1166 (19)exp (9)had (3)PDF (2)PDFαs (4)PDFset (21)scale (24)th (30)tot 62.4/90

H1 jets 42 GeV 0.1172 (23)exp (8)had (2)PDF (2)PDFαs (7)PDFset (14)scale (18)th (29)tot 37.0/40

H1PDF2017 [NNLO] 2mb 0.1147 (11)exp,NP,PDF (2)mod (3)par (23)scale (25)tot 1518.6/1516

in Fig. 13. Consistency is found for the fits to inclusive jets,
dijets, and H1 jets, and the running of the strong coupling
is confirmed in the accessible range of approximately 7 to
90 GeV.

The values obtained from fits to H1 jets are compared
to other determinations of at least NNLO accuracy [9–
12] and to results at NLO at very high scale [13] in
Fig. 14, and consistency with the other experiments is
found.

4 Simultaneous αs and PDF determination

In addition to the fits described above also a fit in NNLO
accuracy of αs(mZ) together with the non-perturbative PDFs
is performed which takes jet data and inclusive DIS data
as input. This fit is denoted as ‘PDF+αs-fit’ in the follow-
ing.

4.2 Results

Fit results and the value of αs(mZ) The results of the
PDF+αs-fit are presented in Table 6. The fit yields χ2/ndof =
1518.6/(1529−13), confirming good agreement between the
predictions and the data. The resulting PDF is able to describe
141 jet data points and the inclusive DIS data simultaneously.

The value of αs(mZ) is determined to

αs(mZ) = 0.1147 (11)exp,had,PDF (2)mod (3)par (23)scale,

and is determined to an overall precision of 2.2%. Theαs(mZ)

value is consistent with the main result of the ‘H1 jets’ fit.
The result is compared to values from the PDF fitting groups
ABM [14], ABMP [15], BBG [16], HERAPDF [17], JR [18],
NNPDF [19] and MMHT [20] in Fig. 15 and consistency is
found. The result exhibits a competitive experimental uncer-
tainty to other determinations [15,19,20], which is achieved
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Fig. 11 Summary ofαs(mZ)values obtained from fits to individual and
multiple H1 jet data sets. The inner error bars indicate the experimental
uncertainty and the outer error bars the total uncertainty

by using H1 normalised jet cross sections in addition to the
H1 inclusive DIS data.

PDF parametrisation results The PDF and αs(mZ) param-
eters determined together in this fit (Table 6) are denoted as
H1PDF2017 [NNLO]. It is released [21] in the LHAPDF [22]
format with experimental, hadronisation and αs(mZ) uncer-
tainties included. The gluon and singlet momentum distribu-
tions, xg and x�, the latter defined as the sum of all quark
and anti-quark densities, are compared to NNPDF3.1 at a
scale μF = 20 GeV in Fig. 16.
The impact of H1 jet data on PDF fits The PDF+αs-fit
is repeated with the normalised jet data excluded, i.e. only
inclusive DIS data are considered. The resulting Hessian
error ellipses are displayed in Fig. 17 at a confidence level of
68%. Compared to the fit without jet data, the inclusion of
jet data significantly reduces the uncertainties of αs(mZ) and
xg, as well as their correlation. The correlation coefficient is
−0.92 and reduce to −0.85 if jet data is included.

5 Summary

The corrected new next-to-next-to-leading order pQCD cal-
culations (NNLO) for jet production cross sections in neutral-
current DIS are exploited for a determination of the strong
coupling constant αs(mZ) using inclusive jet and dijet cross
section measurements published by the H1 collaboration.
Two methods are explored to determine the value of αs(mZ).

In the first approach H1 inclusive jet and dijet data are
analysed. The strong coupling constant is determined to
be αs(mZ) = 0.1166 (19)exp (24)th, where the jet data are
restricted to high scales μ̃ > 28 GeV. Uncertainties due to
the input PDFs or the hadronisation corrections are found
to be small, and the largest source of uncertainty is from
scale variations of the NNLO calculations. The smallest total
uncertainty on αs(mZ) of 2.2% is obtained when restricting
the data to μ̃ > 42 GeV.

In a second approach a combined determination of PDF
parameters and αs(mZ) in NNLO accuracy is performed. In
this fit all normalised inclusive jet and dijet cross sections
published by H1 are analysed together with all inclusive
neutral-current and charged-current DIS cross sections deter-
mined by H1. Using the data with Q2 > 10 GeV2, the value
of αs(mZ) is determined to be αs(mZ) = 0.1147 (25)tot. Con-
sistency with the other results and the world average is found.
The resulting PDF set H1PDF2017 [NNLO] is found to be
consistent with the NNPDF3.1 PDF set at sufficiently large
x > 0.01, albeit there are differences at lower x .

All jet cross section measurements are found to be well
described by the NNLO predictions.
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Fig. 12 Ratio of inclusive jet
(upper panel) and dijet cross
sections (lower panel) to NNLO
predictions obtained with the
fitted value αs(mZ) = 0.1157.
Data points are ordered
according to their scale μ̃ and
are displayed on the horizontal
axis within the respective
μ̃-interval. Within a single
interval multiple data points are
displayed with equal horizontal
spacing and are thus not to
scale. The displayed intervals
reflect the choices made for the
studies of the running of the
strong coupling (compare
Figs. 13 and 14). The shaded
area indicates the uncertainty on
the NNLO calculations from
scale variations. The open
circles show data points which
are not considered for some fits,
because their scale μ̃ is below
2mb. The squares show data
points not considered for the
‘H1 jets’-fit, since the statistical
correlations to the respective
inclusive jet measurements are
not known

Table 5 Values of the strong coupling constant αs(μR) and at the Z -
boson mass, αs(mZ), obtained from fits to groups of data points with
comparable values of μR. The first (second) uncertainty of each point

corresponds to the experimental (theory) uncertainty. The theory uncer-
tainties include PDF related uncertainties and the dominating scale
uncertainty

Running of the strong coupling

μR Inclusive jets Dijets H1 jets

[GeV] αs(mZ) αs(μR) αs(mZ) αs(μR) αs(mZ) αs(μR)

7.4 0.1170 (12) (41) 0.1909 (33) (119) 0.1207 (25) (40) 0.1969 (70) (113) 0.1170 (12) (42) 0.1890 (33) (116)

10.1 0.1161 (17) (35) 0.1750 (40) (90) 0.1192 (14) (42) 0.1785 (32) (99) 0.1173 (13) (38) 0.1761 (30) (90)

13.3 0.1167 (15) (41) 0.1663 (31) (84) 0.1152 (18) (35) 0.1598 (36) (70) 0.1165 (15) (40) 0.1641 (31) (82)

17.2 0.1160 (15) (29) 0.1560 (28) (52) 0.1136 (19) (24) 0.1488 (33) (42) 0.1158 (16) (28) 0.1541 (29) (51)

20.1 0.1158 (18) (28) 0.1509 (31) (49) 0.1139 (21) (26) 0.1450 (35) (43) 0.1156 (17) (28) 0.1492 (29) (48)

24.5 0.1184 (16) (28) 0.1495 (26) (44) 0.1153 (22) (22) 0.1419 (34) (34) 0.1182 (17) (27) 0.1478 (27) (43)

29.3 0.1091 (32) (31) 0.1307 (47) (48) 0.1174 (26) (36) 0.1404 (38) (52) 0.1142 (25) (33) 0.1370 (37) (48)

36.0 0.1164 (27) (38) 0.1364 (38) (49) 0.1146 (31) (32) 0.1317 (41) (43) 0.1156 (26) (35) 0.1342 (35) (48)

49.0 0.1174 (22) (19) 0.1306 (27) (22) 0.1134 (31) (14) 0.1237 (37) (17) 0.1174 (23) (18) 0.1295 (28) (22)

77.5 0.1082 (51) (22) 0.1115 (54) (22) 0.1045 (77) (19) 0.1061 (80) (20) 0.1083 (51) (21) 0.1107 (53) (22)
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Fig. 13 Results on αs(mZ) and αs(μR) for fits to data points arranged
in groups of similar μR. The circles show results from inclusive jet and
dijet data taken together (‘H1 jets’), the open diamonds results from
inclusive jet cross sections alone and the open boxes results from dijet
cross sections alone. For these fits, the data sets are not constrained by
the requirement μ̃ > 2mb. The fitted values of αs(mZ) (lower panel)
are translated to αs(μR) (upper panel), using the solution of the QCD
renormalisation group equation. The data points from fits to inclusive
jets (dijets) are displaced to the left (right) for better visibility. In the
upper panel a displacement is also applied along the vertical direction,
to account for the running of αs(μR). The inner error bars denote the
experimental uncertainties alone, and the outer error bars indicate the
total uncertainties

Fig. 14 Results for αs(mZ) and αs(μR) for fits to data points arranged
in groups of similar μR, compared to results from other experiments
and processes. Further details can be found in the caption of Fig. 13
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Table 6 Results of the PDF+αs fit. The columns denote the resulting fit value, its uncertainty and the correlations to the other parameters

Results for the PDF+αs-fit

Parameter Fit result Correlation coefficients

αs(mZ) gB gC gD ũB ũC ũE d̃B d̃C ŪC D̄A D̄B D̄C

αs(mZ) 0.1147 ± 0.0011 1

gB −0.030 ± 0.029 0.54 1

gC 4.34 ± 0.82 0.08 0.49 1

gD −1.91 ± 0.36 0.30 0.25 0.81 1

ũ B 0.721 ± 0.025 0.34 0.50 0.10 0.05 1

ũC 4.904 ± 0.081 −0.19 −0.20 −0.17 −0.16 −0.67 1

ũE 12.3 ± 1.4 0.04 −0.31 −0.23 −0.01 −0.10 0.62 1

d̃B 1.032 ± 0.080 0.16 0.18 0.20 −0.11 0.22 −0.27 −0.11 1

d̃C 5.27 ± 0.44 −0.13 0.00 −0.05 −0.04 −0.18 −0.22 0.03 0.80 1

ŪC 4.51 ± 0.50 0.21 0.03 −0.04 0.09 0.61 0.07 −0.22 0.28 −0.04 1

D̄A 0.268 ± 0.016 0.27 −0.41 −0.16 0.13 0.11 −0.01 0.10 0.11 −0.04 0.44 1

D̄B −0.107 ± 0.010 0.14 −0.59 −0.21 0.08 −0.08 0.02 0.18 −0.00 −0.07 0.29 0.91 1

D̄C 13.09 ± 0.22 −0.18 −0.31 −0.41 −0.17 −0.12 −0.10 −0.07 0.20 0.26 −0.15 0.20 0.18 1

gA 3.35 Constrained by sum-rules

ũ A 4.29 Constrained by sum-rules

d̃A 6.78 Constrained by sum-rules

ŪA 0.161 Set equal to D̄A(1 − fs)

ŪB −0.107 Set equal to D̄B

Fig. 15 Comparison of the value of αs(mZ) obtained in the
H1PDF2017 [NNLO] PDF+αs-fit and in the H1 jets fit in NNLO accu-
racy to other αs determinations from DIS data. The pre-average of struc-
ture function data and the world average [8] are also indicated
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Fig. 16 Gluon and singlet distributions determined by the PDF+αs-fit, denoted as H1PDF2017 [NNLO], as a function of the convolution variable
x . The distributions are displayed at μF = 20 GeV. The PDFs are compared to the NNPDF3.1 PDFs determined with values of αPDF

s (mZ) of 0.114
and 0.118. Ratios to NNPDF3.1 are shown in the right panels

Fig. 17 Error ellipses of Hessian uncertainties at 68 % confidence
level of αs(mZ) and the gluon density xg at μF = 20 GeV and x = 0.01
as a result of two different PDF+αs-fits. The filled ellipse indicates the
result of the H1PDF2017 [NNLO] fit and the dashed line of a PDF+αs-
fit with jet data excluded. The error ellipses represent the combined
effect of experimental and hadronisation uncertainties as described in
the text. The diamonds indicate the gluon density of the NNPDF3.1
PDF set for fixed values αPDF

s (mZ)
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