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Abstract We present an analysis of the recent measure-
ment of n’-meson production by two virtual photons made
by the BaBar collaboration. It is the first measurement of a
transition form factor which is entirely within the kinematic
regime of the collinear factorization approach, and it thus
provides a clean test of the QCD factorization theorem for
distribution amplitudes (DAs). We demonstrate that the data
are in agreement with perturbative QCD. Also we show that
it is sensitive to power corrections to the factorization theo-
rem and to the decay constants. We discuss features of the
meson production cross-section and point out the kinematic
regions that are sensitive to interesting physics. We also pro-
vide an estimation of uncertainties on the extraction of DA
parameters.

1 Introduction

Recently, the measurement of the two-photon-fusion reaction

et (pa) +e (pp) = e (p1) +e (p2) +1'(py) )

in the double-tag mode has been reported by the BaBar col-
laboration [1]. These data open the possibility of studying
the meson-transition form factor F(Q2, Q%) with both pho-
ton virtualities being large, Qiz > AéCD. In fact, it is the
first measurement of photon-production of a meson where
the QCD factorization theorem could be applied in a truly
perturbative regime. Being the opening analysis of this kind,
the data [1] have large uncertainties and could not provide
any significant restrictions on the models for DAs. However,
this is only the first step to a promising future. In this work, we
analyze the data [1] within the QCD factorization approach
and explore opportunities granted by such double-tag mea-
surements.
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On the theory side, the description of the form factor with
both non-zero virtualities F (QZ, Q%) is essentially simpler
in comparison to the description of the form factor with
a real photon F (02, 0). The latter has been measured by
several experiments [2—6], and has also been the subject of
many theoretical studies; see e.g. [7-10]. The simplification
comes from the fact that all interaction vertices are within
the perturbative regime of QCD (whereas for F(Q?, 0) one
must include description for non-perturbative interaction of
a quark with the real photon). Therefore, the data [1] pro-
vide a clean test of the factorization approach. Our analysis
demonstrates agreement between the measurement and the
theory expectations, if one includes higher-twist corrections.

There are several important questions about the meson
structure that could be addressed with the help of F(Q?, Q%).
The two most prominent are: the validity of the state-mixing
picture for hard processes, and the size of the gluon com-
ponent. In this work we demonstrate that the current level
of experimental precision is not sufficient to resolve these
questions, however, it allows the determination of n—’ state-
mixing constants. In the last part of the paper, we point out the
kinematic regions of cross-section that are sensitive to var-
ious parameters, and discuss the uncertainty reduction for
theory parameters with the increase of the data precision.

2 Theory input

The cross-section for the process (1) is given by [11,12]

do _ ajm F 2 2 2(p 5 2 5
10kQE ~ 2gigl L NPl 01 0. )

where s = (pa + pb)*, (Pab — p12)* = —Q7 ,. and F is
the y*y* — 7’ transition form factor. The function @ accu-
mulates the information about lepton tensor and the phase
volume of the interaction. For completeness we present its
explicit form in Appendix A.
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In the case of large-momentum transfer, the form factor
F can be evaluated within perturbative QCD. In our analysis
we consider the leading-twist contribution and the leading
power-suppressed contribution, which originates from the
twist-3, twist-4 distribution amplitudes (DAs) and the meson-
mass correction. To this accuracy, the form factor reads

F = Fuy-2+ Fry3+ Fry—a + Fy + 0(Q7%), )

where we omit the arguments (Q?, Q%, ) of the form factors
for brevity. In the following we provide minimal details on
the theory input to our analysis.

Leading-twist contribution. The leading-twist contribution
has the following form:

Frp—2(07, 03, )

= ZCW)/O dx T}y (x, OF. Q3. Wy (x. ). (4)

where i is the label that enumerates various SU (3) and flavor
channels, C;), are axial-vector couplings (decay constants),

T;;, is the coefficient function, and ¢>f7, is the DA for a given
channel.

In our analysis we have considered the NLO expression for
the leading-twist contribution. At this order, one has singlet
(i = 1) and octet (i = 8) quark channels, and the (singlet)
gluon channel (i = g). Coefficient functions for the singlet
and octet channels are the same, T,li = TE,, and at LO read

Th(x, 01, 03, 1) = T (x, 0%, 03, 1)
1
=— ©) + O(ay);
xQ%—i—iQ% + (x < X) + O(ay)
)

here and in the following we use the shorthand notation
x = 1 — x. The NLO expression for quark and gluon (TI%)
coefficient functions have been evaluated in [13] and [14],
respectively.

We use the assumption that at the low-energy reference
scale o = 1 GeV, the singlet and octet DAs coincide,
ol (x, no) = ¢3(x, no). However, generally, singlet and
octet DAs are different since they obey different evolution
equations. In particular, the singlet DA ¢! (x) mixes with the
gluon DA ¢2(x). Therefore, the gluon contribution must also
be accounted for, even if the gluon DA is taken to be zero
at the reference scale. The evolution equations and anoma-
lous dimensions at NLO can be found in [15-17] (for the
collection of formulas see also Appendix B in Ref. [8]). It is
well known that it is convenient to present DAs as series of
Gegenbauer polynomials. The twist-2 quark and gluon DAs
for (pseudo)scalar mesons are

@ Springer

o0
Py (rm) =6x8 Y al (WG (2x ~ 1), (©)
n=0,2,...
> 5/2
5 (x, 1) — 30x2%2 Z ain,(u)Cn/ (2x — 1). @)
n=2,4,...

In the following we omit the subscript 1’, since it is the only
case considered in this work. Coefficients of such an expan-
sion do not mix under evolution at LO, however, they do mix
at NLO. The leading asymptotic coefficient ag = 1 and does
not evolve, which corresponds to electro-magnetic current
conservation. Typically, it is assumed that the coefficients
of the higher Gegenbauer modes are smaller than the lower
ones. In our analysis we include the af , and a5 modes (while
we do take into account higher modes during the evolution
procedure).

FKS scheme. We use the Feldmann—Kroll-Stech (FKS)
scheme for the definition of the couplings C;, [18,19]. The
FKS scheme assumes that the n—n’ system can be described
as an ideal! mixing of SU(3)-flavor states (singlet and octet).
Therefore, the couplings C7(7l,) can be expressed in terms of
quark couplings with a mixing angle

2
Cy() = Cp () = (V2 fysingo + fycosg),  (8)

o8 _ Jusingo =21, cosgo
r,/ - .
V2
The values of the quark couplings f;, fs, and of the mixing

angle ¢ are specified later.
We stress that the coupling Crl;/ does depend on the scale

&)

1 (whereas the octet coupling C 2, does not). Its dependence
appears at NLO due to U(1) anomaly [20] and reads

Lg Lg 2ny
C7(n) = C (o) | 14+ —= (s (1) —as(po) |, (10)
n n 7ho
where n ¢ is the number of active flavors. The inclusion of
this scale dependence is important for intrinsic consistency
of the NLO approximation, but also numerically sizable, e.g.
the evolution from 1 GeV to 10 GeV changes the value of
the coupling by almost 9%.

Target mass correction and higher-twist contributions. As
we will demonstrate later, it is important to include the power-
suppressed contributions in this energy region. These contri-
butions, namely twist-3, twist-4, and the leading meson-mass
corrections, have been derived in Ref. [8] in the case of dou-
ble virtual photons (see also [21]). The expressions of these
suppressed contributions have the generic form

! Namely, the coupling constants and wave functions share the same
mixing parameters.
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Fig. 1 The distribution of bins in the (Q%, Q%) plane. Black lines and
numbers correspond to bins measured in [1]. Gray dashed lines corre-
spond to extra binning during the generation of pseudo-data

(9) 2

o Px (07,8, 1)
Fx(Qz,Qz,u)=f ds Y g —r—
1 2 0 q S%—Q%

q=u+d,s

YY)

where ¢,+q = 5+/2/9 and ¢; = 2/9. The explicit expres-
sions for the spectral density functions p can be found in
Ref. [8] as Egs. (82), (83) and (84) for pys, prw—3 and pry—a,
respectively. The important feature of these corrections is
that they all depend on the leading-twist Gegenbauer coeffi-
cients a, in Eq. (6). Importantly, the meson-mass correction
does not contain any additional non-perturbative constants,
but only parameters from the twist-2 contribution.

The twist-3 and twist-4 corrections have extra parameters,
called h;‘{) and 37(;,’). We have used the following values for
these constants, determined in [22,23]:

WP =0, Y =05Gev?) x 1, (12)
@) = (8%))? =02 GeV?. (13)

Strictly speaking, these constants were derived for the case of
pion DAs; however, we use these values due to the absence of
analogous analysis for n’. In our study, we have also dropped
the quark-mass corrections since they only produce a tiny
numerical effect.

3 Analysis of the data

The measurement [1] provides the differential cross-section
do/dQ2dQ3 of ete™ — eTe™n' measured in five bins. The
energy range of the bins is shown in Fig. 1. The total energy
coverage is 2 < Q% , < 60 GeV?, totally in the range of
applicability for the i)erturbation theory. However, the area
of the bins is large and thus, in order to compare the theory
cross-section (2) with the data, we average the theoretical

predictions over each bin. The averaging procedure is essen-
tial for such a kind of analysis and could not be replaced by
considering the cross-section as a weighted average. This is
especially true for the diagonal bins, since the contributions
of higher Gegenbauer moments have a negligible value at the
diagonal Q% = Q%.

Input parameters. The shape of n” DA is not very well stud-
ied; therefore, there are no commonly accepted values of
higher Gegenbauer coefficients. For this initial study we have
taken the values discussed in [8]. There are three models
regarding the leading-twist coefficients,

MODEL I: af =0.10, af = 0.1, af = —0.26,
MODEL 2: af =0.20, af = 0.0, a5 =-031,
MODEL 3: aj =0.25, al =-0.1, a5 =-022. (14)

In all these models, the s quark coefficients is assumed to
be the same as their u/d-quark counterparts. The models
are determined at the reference scale g = 1 GeV. As for
the higher-twist corrections, we take the values presented in
Egs. (12) and (13). In Ref. [8] it was shown that these models
are in agreement with the values of the form factor F' (Qz, 0)
measured by CLEO [5] and BaBar [6].

Other important inputs are the values of the quark cou-
plings f, s and the n—n’ state-mixing angle ¢, defined in the
FKS scheme. There are several studies of these parameters.
The original work [18] yields

fy = (1.07 £ 0.02) fa,
£ = (1.34 £ 0.06) fx, (15)
@0 = 39.3° &+ 1.0°.

FKS:

Here and in the following f; is the pion decay constant f; =
103.440.2 MeV. A later analysis by Escribano and Freri (EF)
[24] gives

o = (1.09 +0.03) f;r.
EF:  f, = (1.66 % 0.06) fr, (16)
g0 = 40.7° £ 1.4°.

Finally, the most recent analysis by Fu-Guang Cao (FGC)
[25] found

fy = (1.08 £ 0.04) f
fo = (1.25+0.08) fy, (17)
9o =37.7° £0.7°.

FGC:

All these analyses use different data sets and different
assumptions and thus are competitive to each other.

Test of the theory. In Table 1, we show the values of x? per
number of points (five in this case) evaluated within different
models. Comparison of values of cross-section (for MODEL
1) is given in Fig. 2.

One can see from Table 1 that, despite the fact that the data
are rather poor, they already are rather selective. In particular,
the data completely disregard the EF values of the iso-spin

@ Springer
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Table 1 Values of x2/#points evaluated for different theoretical inputs
in MODEL 1. The fifth and sixth columns represent values without
power corrections (both mass and higher twist) and without higher-
twist corrections, respectively

MODEL1 MODEL2 MODEL3 Nopow. Notw.
COIT. 3-4 corr.
FKS 1.11 1.16 1.18 1.64 1.29
EF 1.83 1.92 1.98 3.12 2.29
FGC 0.97 1.00 1.02 1.35 1.08
dox10%(fb Gev™)
1300 -
v FKS
6251 OFEF
< FGC
250+
80+ ‘%g
16~
| LA
(US ‘ ‘ ‘ ‘ %

Fig. 2 Comparison of values of cross-section evaluated in MODEL 1
with different iso-spin coupling parameters to the values of measured
cross-section

couplings. It also prefers the FGC values of parameters to
the FKS one. It is worth pointing out that this conclusion is
preliminary due to the poor quality of the current data, but
we expect such measurements with lower uncertainties in the
future play a key role in determining the quark couplings and
the state-mixing angle. Also we see that the data are sensi-
tive to the power corrections, especially to the meson-mass

correction. We recall that the meson-mass correction does
not have any new parameters, apart from the state-mixing
coupling and DA of the leading twist. The higher-twist cor-
rections incorporate parameters 49 and §9 in Eqs. (12) and
(13), which in principle, could be extracted from such mea-
surements.

For FKS and FGC values with power corrections included,
we observe perfect agreement of the data with the theory.
However, current measurement is not sensitive enough with
respect to parameters of DA. All models given in Eq. (14)
produce similar results. Moreover, the landscape of the X2
function is rather inclusive (see Fig. 3) and therefore does
not allow determination of DA moments. In Fig. 3, one can
see that the parameters a,i are strongly correlated in the cur-
rent data set, and this does not even allow for an accurate
determination of the error band. It is a rather unfortunate but
predictable conclusion. Indeed, from the five presented bins
only two are significantly influenced by the parameters of
DAs, as we show in the next section.

4 Feasibility study

In this section, we would like to demonstrate the potentials
of the double-tag measurements and point out interesting
kinematic regions sensitive to one or another physics. In what
follows, we use MODEL 1 (with power corrections) with
FGC values of state-mixing couplings as the theory input.

Sensitivity to the theory parameters. First of all, it is inter-
esting to analyze the regions of Q2 regarding their sensitivity
to different theory input. With this aim, we vary the values
of parameters a,, by a fixed amount 0.4, so that x 2/#points
does not significantly deviates from 1, and plot the relative
changes of the cross-section (in percentage); see Fig. 4. We

-5. 25 5. -5.
5. ‘ 5 7.5
5.0

25 125
2.5
T 0 0. % 0
-25

-25 1-25
=5.F
-5. : -5. -7.5
5. 2.5 5. -5.

Fig. 3 The landscape of the x2 function evaluated for data [1] with
FGC parameters in the planes of the DA moments. The dashed line
corresponds to the value x2/5 = 1, the black (blue) line corresponds to
X2 = 6(4). The blue dot corresponds to the values of MODEL 1. The
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red circle designates the approximate region of the theoretical expecta-
tion for DA parameters. In each plot, two relevant moments of the DA
are varied, while the third one is taken from MODEL 1
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Fig. 4 The cross-section variation with respect to the change of a parameter in the (Q2, Q%) plane. Gray lines show the binning of the data. The

values are adjusted to the intensity of the color as in Fig. 5
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Fig. 5 The cross-section variation with respect to the change of the
twist-3/4 parameter hz, in the (Q%, Q%) plane. Gray lines show the bin-
ning of the data. The variation of cross-section by changing parameter
83, 4+ 0.1GeV is practically the same

observe that at the diagonal section (Q% = Q%) the cross-
section is practically independent on higher Gegenbauer
moments.” Their influence on the cross-section increases to
the border of the phase-space Ql.2 — 0. Naturally, the coeffi-
cient ag gives the most important contribution, whereas the
contributions of a§ and aZ are smaller. The dependence on
the gluon parameter a§ is less rapid than the dependence on
the parameter aZ. Therefore, it influences already the diago-
nal bins. The measurements of the off-diagonal sector (while
staying away from the boundary) would allow one to decor-
relate the constants a5 and a; .

2 Tn fact, one can check that the convolution of Ty with the nth Gegen-
bauer moment is proportional to (Q% — Q%)[" /21 at NLO [26). Thus, the
corrections to an asymptotic DA necessarily vanish at the diagonal.

The similar plot for the sensitivity of the cross-section to
the twist-3/4 parameters is shown in Fig. 5 (Here, we demon-
strate only the variation of the parameter 49 . The variation of
parameter 6 results in an almost identical plot). As expected,
these parameters are important in the region of small Q1>
(ie., 2 GeV? < 0%, < 10 GeV?). What is less expected
is that the cross-section’s dependence, though small (of the
order of 2%), still remains at large Q% 5

It is clear that the diagonal values ﬁ)lay a special role. In
fact, the leading-twist contribution of the diagonal bins are
entirely determined by the asymptotic quark DA, ¢9(x) =
6xx. Thus, the diagonal bins are the perfect laboratory to
determine the couplings C :7 , (decay constants). Also, by

studying the dependence of diagonal values on Q2 = Q% =
Q% one can accurately extract the higher-twist parameters,
such as / and §.

Estimation of parameter error bars. As we have seen in the
previous section, current measurement does not allow for a
meaningful extraction of the DA parameters, due to the large
error bars and large size of binning at present. Therefore, it
is interesting to study the effective size of the error bars with
respect to different binning and statistics. To perform this
analysis we have generated 100 replicas of pseudo-data and
estimated the average errors on the parameter extraction. The
results of the estimation are presented in Table 2.

To generate the pseudo-data we have used the central
values predicted by the theory (FGC, MODEL 1), and dis-
tributed them with the errors « - o, where do is the statistical
uncertainty of measurement reported in [1]. The systematic
uncertainty is taken to be 12% (as in [1]). The error estima-
tion is made by averaging over replicas with the boundary
of XSZ =+ 1 for a given parameter with XSZ equal to the num-
ber of data points. For &« = 1 the error estimation produces
values similar to the one plotted in Fig. 3, if one ignores the
correlation effects. Considering the dynamics of the error-

@ Springer
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Table 2 Estimate of the determination uncertainty on the leading-twist
parameters a, from the pseudo-data (see text). The parameter « is the
relative size of the systematic uncertainty with respect to the original
one

q q 8
o a, a, a,

Original binning

1 0113 01773 026+
0.75 0.17973 0.174) —0.26429
0.5 0.1798 0.1733% —0.261440
0.25 0.17938 0.17158 —0.26731
0.1 0.1793% 01705 -0.26%08

Extended binning
! 0.1503 0.1734 02643
0.75 0.17932 01778 —0.2612:38
05 017938 0.174%% 02612
0.25 0.17033 0.179% —-0.26%343
0.1 0.17013 0.170:48 ~0.26703¢

reduction, we conclude that the original binning is not very
efficient. Even reducing statistical uncertainties by a factor
of 10, we are still not able to extract the DA parameters better
than an order of magnitude. The reason is that there are only
two bins sensitive to variation of these parameters (bins 3
and 4).

We have also considered the pseudo-data generated for
an alternative split of the data in nine bins. The additional
energy-bins are shown in Fig. 1 by dashed lines. To generate
the pseudo-data in this case, we have taken the central val-
ues predicted by the theory, and the systematic uncertainty
is given by « - 5o, with o taken from the original bin in the
percentage (with an original overall systematic uncertainty).
With this binning the uncertainties in the extraction of param-
eters a, decrease, as shown in the second part of Table 2. The
uncertainties for the parameters ag and a§ still remain large.

In essence, a finer binning allows a more accurate deter-
mination of the ag constant. It suggests that with a simi-
lar measurement for y*y* — n, one can put the state-
mixing hypothesis for DAs to the test. Indeed, the diagonal
bins would provide an accurate determination of the state-
mixing constant, whereas off-diagonal bins determine ag
for n and ' independently. It is worth mentioning that it
is also possible to extract the Gegenbauer moments of the
leading-twist DA from y*y — n/n’. In this case, how-
ever, certain theoretical assumptions must be made to access
the non-perturbative regime of QCD which introduces addi-
tional theoretical uncertainties. We, therefore, argue that the
double-virtual measurements provide a cleaner probe for the
moments and have the potential to be competitive once the
data are refined.

@ Springer

5 Conclusion

We have analyzed the recently measured cross-section of
ete™ — eTe 1’ in the double-tag mode. This measurement
gives access to the n’ transition form factor with both non-
zero virtualities F(Q2, Q%). It allows one for the first time to
test the factorization approach for the transition form factor
in the perturbative regime. We have found that the data are in
total agreement with the perturbative QCD prediction as well
as with a previous analysis made for the form factor with one
photon on-shell F(Q?Z,0).

Since the provided data have large uncertainties, it is not
sufficient for a detailed study of leading-twist DA parame-
ters. However, it is sensitive to power corrections (mostly to
the meson-mass corrections), which should be included in
the analysis to describe the data. It is also very selective for
the coupling constants and mixing angle in the FKS scheme
and therefore has great potential in determining this parame-
ters once the uncertainty of the data is reduced. In particular,
we have shown that values extracted from [24] deviate sig-
nificantly from this measurement.

We have also presented the study regarding the sensitivity
of particular parameters to different regions in the (Q%, Q%)
plane. We have demonstrated that the diagonal values (Q? =
Q%) of the cross-section are practically independent of the
higher moments of the leading-twist DA and are entirely
described by its asymptotic form. This makes this kinematic
region ideal for the determination of the /7’ decay constants
and related parameters. At small values of Q% = Q%, the
diagonal region with 2 GeV? < Q% ,» S 10 GeV? presents
the clean measurement of hi gher-twi)st parameters where the
QCD perturbative approach is applicable. The sensitivity to
the higher-twist parameters is especially interesting due to the
planned accurate extraction of these parameters from QCD
lattice calculations [27].

The off-diagonal values of the cross-section are important
for the determination of parameters of the leading-twist DA.
We have found that the current binning is not sufficient for
such an analysis, and in fact, even a decrease of the statistical
uncertainty by a factor of 10 could not help in determining
these interesting parameters within a reasonable range. The
main reason for the large uncertainties is the strong correla-
tion between the parameters for quark and gluon DAs. We
point out that in comparison to y*y — n’ process, the pro-
cess y*y* — 1’ provides a cleaner probe for the parame-
ters as it is completely in the perturbative regime of QCD
and therefore has less theoretical uncertainties. One could,
however, significantly increase the precision in parameter
determination with finer off-diagonal bins. In particular, it is
realistic to expect an accurate determination of ag (the sec-
ond Gegenbauer moment of the leading-twist quark DA). In
this case, it would be the first measured parameter for the
n’-meson DA (we recall that nowadays DAs for n and n’
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meson are typically taken equal to those of the 7-meson, due
to a lack of data). Moreover, if the measurement of the form
factor for y*y* — n becomes available, it will allow us to
test the state-mixing hypothesis directly on the level of wave
functions at short distances.
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Appendix A: Kinematic factors

The function @ originates from the convolution of the pho-
tons polarization tensor and the lepton tensor together with
the volume of the phase-space integration of an unstable par-
ticle. For the process

e (pa) + e~ (pp) = e (p1) + e~ (p2) + 1 (py),

it reads
D(s, —t1, —1) 1/dw2dd B
s, —t1, — = — s1ds
bTHTg V=V
2
mn/ Fn,

X —— , (A.1)
W (w2 - m%/)z + Fnz,m%],

where 515 = (p12+ pi 2 = (Pap — P12)* = —Q%,z,

W? = p%, m,y and I’y are the mass and decay width of the »’

state. The factor B has been derived in [11,12] and depends

on the angular modulation distribution of electrons. For the

integrated case (i.e. for a spherical distribution) it reads

1
B = E(tltz[(m%, +4s —2s) — 250+ 11 + 1)

+ (0 + 0 —mp)? —4nn] —4s(t + 1)

+ (52— 11) (51 — 12) — sy ]). (A2)
The function Ay is the Gram determinant,
16A4
0 S —h s—S1+n
. s 0 s—sy+10 —hh
- -1 S—s+1 0 s—sl—sz—i—m%
s—Ss1+t —1h s—s1 —s2+m,27 0
(A3)

Its null-lines define the boundary of the integration
OVer §1 2.

In the narrow-width approximation the integral over W
can be removed and the factor simplifies (see also [28]),

B
/= A4 ’
This integral can be taken explicitly in terms of elementary
functions.

D(s,—t1, —1p) = | dsidsy (A4)
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