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Abstract In a theory of a Dirac fermion field coupled to a
metric-axial-tensor (MAT) background, using a Schwinger-
DeWitt heat kernel technique, we compute non-perturbatively
the two (odd parity) trace anomalies. A suitable collapsing
limit of this model corresponds to a theory of chiral fermions
coupled to (ordinary) gravity. Taking this limit on the two
computed trace anomalies we verify that they tend to the
same expression, which coincides with the already found
odd parity trace anomaly, with the identical coefficient. This
confirms our previous results on this issue.

1 Introduction

This paper is a follow up of [1] where a new version of mod-
ified gravity was introduced, a metric-axial-tensor gravity.
That is, beside the usual metric, the model is endowed with
an additional symmetric tensor that interacts chirally with
fermions. The purpose there was not (or not yet) to describe
a new phenomenological model of gravity, but to permit a
more accurate investigation of the relation between gravity
and chiral fermions. It is often stated in the literature that
gravity is chirally blind, meaning that the relevant charge, the
mass, is positive, and is thus different from the typical case
of a U(1) interaction. This is certainly a basic peculiarity of
gravity with several important consequences. However one
should reflect on the fact that the coupling between gravity
and matter is given by the juxtaposition of the metric and the
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energy-momentum tensor, and the energy-momentum ten-
sors of fermions with opposite chiralities are different.

One can suspect therefore that at some stage differences
might emerge between fermions with opposite chiralities
in their interaction with gravity. A privileged place where
such differences may show up are the anomalies. And in this
case the candidate is the trace anomaly, because it involves
precisely the coupling between the metric and the energy-
momentum tensor. The difficulty is how to make this differ-
ence emerge. As will be argued below, one should be careful
to preserve the definite fermion chirality throughout the cal-
culation. There is no direct way to do it, basically because
the Dirac operator for a Weyl fermion contains a chiral pro-
jector. Therefore one has to resort to some indirect method.
Like in many other cases in physics, the best way to avoid
similar problems is to embed the system in a larger setup con-
taining more variables and/or parameters. The metric-axial-
tensor (MAT) gravity is designed to do this. It is formulated
for Dirac fermions coupled to the usual metric and to an
axial symmetric tensor. In this case the operator involved is
the usual Dirac operator. The situation appropriate for Weyl
fermions is recovered in a specific limit, the collapsing limit.

As mentioned above, MAT has already been introduced
and used to compute the odd-parity trace anomaly in [1].
There the approach was perturbative, we calculated the Feyn-
man diagrams at the lowest significant order. What we want to
do in this paper is to show that the same result can be obtained
non-perturbatively, by means of the heat kernel method and
using different regularizations. Hereafter is a qualitative, but
more detailed, presentation of both the problem we wish to
solve and the method we use.
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1.1 Split and non-split anomalies

A basic differentiation between anomalies in fermionic field
theories is the separation between split and non-split anoma-
lies. Split anomalies have an opposite sign for opposite
fermion chiralities. Non-split anomalies have the same sign
for opposite chiralities. An example of the first are the con-
sistent chiral gauge or gravity anomalies. They may of course
arise only in the presence of chiral asymmetry. These anoma-
lies undermine the consistency of theories in which they
are present, and, as a consequence, they have been used as
an exclusion criterion. An example of non-split anomalies
are the covariant gauge or gravity anomalies, such as the
Kimura—Delbourgo—Salam anomaly or the anomaly that is
utilized to explain the decay of a 7° into two y’s. But the
examples are manifold. In the family of trace anomalies, the
even ones are non-split, while the odd trace anomaly, which
is the main character of this paper, is split.

Split and non-split anomalies differ also for the difficul-
ties one comes across when computing them. While there are
several tested techniques to compute non-split anomalies, the
calculation of the split ones is rather non-trivial. In many of
the latter cases one may avail oneself of such a powerful tool
as the family index theorem (for instance for consistent gauge
and gravity anomalies). But, like for the odd trace anomaly,
this is not always so, and, in any case, it is important to be able
to derive such anomalies with independent field-theoretical
methods. If one resorts to path integral methods, one has to
integrate out the fermion field(s), in which case the origin
of the difficulties resides in the functional measure. As dis-
cussed in [1], a basic ingredient for the calculation is the
functional integration measure which, for chiral fermions, is
not well-defined. On the other hand, to get the correct result,
it is imperative to preserve throughout the calculation the
information that the fermion field, which is being integrated
out, has a definite chirality. One is then obliged to either
use indirect methods or to elude a direct intrusion of the
functional measure in the calculation. The second alterna-
tive refers to the use of Feynman diagrams, in which case the
chirality of fermions is preserved by vertices containing the
appropriate chiral projector. This is the method employed in
[1-3] together with dimensional regularization. In the present
paper however, we focus on an indirect method of calcula-
tion, first used by Bardeen, [4], for chiral gauge anomalies.
He considered a theory of Dirac fermions coupled to two
external non-Abelian (vector V,, and axial A,,) gauge poten-
tials. Clearly this poses no problems from the point of view
of the functional measure and the derivation of the anomaly
goes through without difficulties. Eventually one takes the
collapsing limit V. — % and A — % and verifies that,
in such a limit, the anomaly becomes the desired consistent
gauge anomaly. For the sake of clarity we present a summary
of this derivation in Appendix A.

@ Springer

This approach has already been introduced and applied
in [1] for the odd trace anomaly. To this end we introduced
there a modification of ordinary gravity, the metric-axial-
tensor (MAT) gravity: beside the usual metric g, we intro-
duced an axial symmetric 2-tensor f,, and coupled it to a
Dirac fermion. Then we computed the trace of the energy-
momentum tensor and of its axial companion and, eventually,
we took the limit g — %and f— %and obtained the desired
result. The limit of that derivation is that it relies on Feynman
diagram techniques, and, so, it is perturbative. In fact we cal-
culated only the lowest order of the odd trace anomaly and
then covariantized it. This is of course permitted provided
we are sure that there are no anomalies of the diffeomor-
phisms. With a MAT background this verification is exceed-
ingly complicated and in [1] we did not do it and contented
ourselves with an analogous but simpler verification carried
out in [3]. It is clear that to prevent any objection we have
to guarantee that diffeomorphisms are respected throughout
the derivation. This can be done with DeWitt’s method, [5,6].
This method is based on point-splitting. Therefore one needs
a regularization in order to get rid of divergences, but the
point-splitting is along a geodesic, thus guaranteeing covari-
ance under diffeomorphisms. Our aim here is to combine
DeWitt’s with Bardeen’s method. This requires a formula-
tion of MAT more accurate than in [1]. For this reason the
anomaly calculation proper needs to be preceded by a long
introduction on the so-called hypercomplex calculus, which
is the appropriate framework for MAT gravity.

Organization of the paper Section 2 is a short introduction
of axial-complex numbers and axial-complex analysis. In
Sect. 3 we deal with the axial-complex analysis of geodesics
in an axial-complex space. We introduce normal coordinates,
define the world function and the coincidence limit (i.e. the
limit for vanishing geodetic distance), the VVM determi-
nant and the parallel displacement matrix for tensors and
for spinors. The (pseudo)Riemannian geometry of an axial-
complex space was already introduced in [1]. To help the
reader, it is presented anew in Appendix B in a partially ren-
ovated notation, which seems to us more practical. In Sect. 4
we introduce the theory of Dirac fermions in a MAT back-
ground, we define the relevant energy-momentum tensors
(they are two, the ordinary one and its axial companion) and
analyse their classical Ward identities with respect to ordi-
nary and axial diffeormorphisms and Weyl transformations.
We also define the ‘square’ of the Dirac operator, which is
crucial for the application of the Schwinger-DeWitt method.
In Sect. 5 we explain this method and compute the relevant
heat kernel coefficients. In Sect. 6 we apply these results to
the non-perturbative computation of the (odd) trace anoma-
lies of the two em tensors with two different regularization,
the dimensional and ¢-function ones. Then we compute the
collapsing limit and show that the two anomalies collapse
to a single one and take the form of the odd trace anomaly
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already computed in [2,3] and [1], as expected. Section 7
is devoted to our conclusions. Appendix A is a summary of
Bardeen’s method. Appendix C contains a short account of
fermion propagators in a MAT background.

Overview of the literature There exists a vast literature on
even trace anomalies in 4d, mostly old [7-32] but also recent
[33-35], denoting a renewed interest in the subject. The liter-
ature on the odd parity trace anomaly in 4d (still in a settling
phase) consists of [1-3,36—40]. Textbooks on anomalies are
[41-43]. Aspects of split and non-split anomalies, which are
relevant to this paper, were discussed in [44,45]. A regular-
ization, not used in this paper, but which would be interest-
ing to explore is the one introduced in [46]. Hypercomplex
analysis in physical problems was introduced and used in
[47-53].

2 Axial-complex analysis

Axial-complex numbers are defined by
a=a +ysa, (€]

where a; and a, are real numbers. Arithmetic is defined in
the obvious way. We can define a conjugation operator

Q>

=a) — ysaa. ()

We will denote by AC the set axial-complex numbers, by
AR the set of axial-complex numbers with ay = 0 (the axial-
real numbers) and by A7 the set of axial-complex numbers
with a; = 0 (the axial-imaginary numbers). We can define a
(pseudo)norm

(a,a) = aa = a? — a3. (3)

This determines an axial-light-cone with all the related prob-
lems. In general, whenever possible, we will keep away from
it by considering the case |a;| > |az|. Alternatively we will
use an axial-Wick-rotation (analogous to the Wick rotation
for the Minkowski spacetime light-cone) ay — iaz. When-
ever we resort to it explicit mention will be made.
Introducing the chiral projectors P+ = %, we can also

write

a=ayPy+a_P_, at+ =a; as. 4)

We will consider functions f (%) of the axial-complex vari-
able

X =x1 + ys5x2 (5)

from AC to AC, which are axial-analytic, i.e. admit a Tay-
lor expansion, and actually identify the functions with their
expansions. Using the property of the projectors it is easy to
see that

N A A 1 /a4 "
F&) = Peforn + Pofoo) = 5 (Fen + foo)
+ 2 (Feen = foo). ©

In the same way we will consider functions from AC* to AC,
with analogous properties.

A

FGM = Py fe) + Pof(x!)
1 /4 ~ ~ ~
S (Fah+Fuh) + 2 (fedh - fa)
©)

with u =0, 1, 2, 3, and
T = x4 ysxy (®)

are the axial-complex coordinates.

Axial-complex numbers and analysis are a particular case
of pseudo-complex or hyper-complex numbers and analysis,
[47,48].

Derivatives are defined in the obvious way:

o _ 16 0
axr 2 \oxl TP )

a 1 ( d d ) ©)
a2 Bxf v 8x§ '
Notice that for axial-analytic functions
d d 0
= = — (10)

di ~ox; 9%’

whereas %f(}?) =0.
As for )integrals, since we will always have to do with
rapidly decreasing functions at infinity, we define

f di f(®)

as the rapidly decreasing primitive g(x) of f(}?). Therefore
the property

NE
/dx L f@ =0 (1

follows immediately. As a consequence of (10) it follows
that, for an axial-analytic function,

fd)% 7@ = /dx1 7®) (12)

and we can define definite integrals such as

b -~ A~
ﬁ dx f (%) =g() - 5(@). (13)

In this axial-spacetime we introduce an axial-Riemannian
geometry as follows. Starting from a metric g, = g, +

@ Springer
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¥5 fuv, the Christoffel symbols (see Appendix B) are defined
by

- 1 d d 0
) ) ~ ~
F,L 28 r <3 Mgpv @gup - aprg;w) . (14)
They split as follows

1 2
B =" +psr (15)
and are such that the metricity condition is satisfied

0

Sen v =T B + T, B, (16)
which, in AR, takes the form
82Mgvk =T0P gpn + T3 g0

F(Z)p for + Fl(f)\) fop a7
Yy fw\ = F(l)p Sfor + F(l)p fop

+F£sz)pgp —i—l—‘()\ 8vp- (18)

3 MAT geodesics

Let us set

= 1 2

Il =T + st (19)
The equation for MAT geodesics is

o2 S AVAL
TR

+ =0, (20)

where a dot denotes derivation with respect to an axial-affine
parameter t = t; + y5t2. For axial-real and axial-imaginary
components this means

+ TR G E 4 25 45)
+F§i)"<xlx2 +i35) =0 @1)

x; + F‘(Jl)“(xlxz +x xl)
+T G E 4+ 338) = 0. 22)

These geodesic equations can be obtained as equations of
motion from the action

- / diJZu 3% = $1 + ysSa, 23)

where §p,v =g T V5 uv-
The action takes values in AC. For instance, setting the
proper time T = 1] + Y512,
1

S[F] = / dt (Gux'x")?. (24)

But unlike [47,48] we require the action principle to be spec-
ified by 6S[x] = 0.

@ Springer

Taking the variation of S[x] with respect to §Xx = 8x| +
y56x7, with

08,
8§H«V = guvsfk’
x>
08y 3fu af/w 0g v Py
1) = + Sx
v =73 ( ox oxy )7
d
R 3
0x]
5y = 1 0guv 3fuv af;w T 9guv Sxt
2 x 1
dx? 8x2 dx5
d J
- gﬂ;a Lo ot 25)
8x1

we get the eom

Gk’ + T2 3, 3% =0, ie X +TAF'T =0
(26)
Let us rewrite
VEux"x" = /A + ysB,
A= gu (X ( Xy + X xz) + 2f/wx1 X,
B = fuy (X'x] 4+ 25%)) 4+ 2g,0x] %3, (27)
so that we have
S[x] = / dt\/gx's”
1
- 5[/@ («/A+B+«/A—B>
+/drz(JA+B—JA—B)
¥s
+2 [/dn(«/A—i-B x/A—B>
+/dr2<«/A+B+\/A—B) . (28)

Varying this action with respect to §x* we obtain the same
eom (26). This is due to (12) and to the fact that, the action
is an analytic function of X, so that the variation with respect
to 8x” is the same as the variation of (Sxf”.

Eventually we will set x, = 0 everywhere, but it is very
convenient to keep the axial-analytic notation as far as pos-
sible.

3.1 Geodetic interval and distance

The quantity

AV

-~ 1
E=Ei+ysEr =58 X (29)



Eur. Phys. J. C (2018) 78:652

Page 5 0of 23 652

. . ~ . o~ AU .
is conserved as a function of 7. Since g, X" %" is constant
for geodesics, we can write for the arc length parameter s

ds
= Zux’'x”, (30)

and

P
?—?:ﬁ dtV2E = V2E (- 7). 31)
t/

s —7 is the axial arc length along the geodesic between X

and X’. The half square of it is called the world function and
it is denoted

G163 =-C—s)2= EGf—1 :)/ Edz.
(32)

The main properties are

-~ AV

= —1guwx = -8y’ (33)

Op = 8
y* are the normal coordinates based at x. Using (32,33) one
can see that
Lo, <
SEus) =5 (34)
The subscript ., means the covariant derivative with respect
to x*, while ., means the covariant derivative with respect
tox'H

Remark I & = o1 + Y507, but notice that, even when we set
x2 = 0, we cannot infer that oo = 0. This descends from Eq.
(30). Looking at (28), we see that B does not vanish even
when x; = 0. As a consequence the axial-imaginary part of
(27) does not vanish, so the axial-imaginary part of Eq. (30)
will not automatically vanish either.

3.2 Normal coordinates

Normal coordinates can be defined based at x or at x':

@D = (- (35)
and
d?c\“ (36)
The tangent vector X2 to the geodesic at X satisfies
— 2 —~ g

and an analogous equation at x’. Now we can write

d’\v
u(x x)y (xA )2/) _(t _t)y v(x A) xdt(i)
=@ -Hi5 @D
dt
A dR)
=@-9 dr’
- V@, 7D. (38)

Dividing by 7 — 7’ the second and fourth terms and taking the
coincidence limit X’ — X, one gets

/ dx df’u ’
[y dt = 7 - [’)7“ ;v] = 857 (39)

where [ X] denotes the result of the coincidence limit on the
quantity X. In a similar way one can prove

;o dxY dx* /
P oyl ~ = = yH ] = —(SM 40
Ly ,u]dl T - D7l v (40)
dx’ dxt
= — Y., = -8 41
;0] 'R T "0l v (41)
dx¥  dx*
v]— = — vl =28k 42
", ] o o - Dyl= (42)
From (38) we get
LI+ =0. (43)
In a similar way one derives also
o+ =0 (44)
P T =0 (45)
3+ =0, (46)

For instance, differentiating (44) with respect to ¥, one gets

’ P ’ / /
W;U/Nyv +37“;v/§";,v+§”;,v =0

taking the coincidence limit, and using (40), one finds an
identity, because [y* ] = 0. Differentiating another time with
respect to x” one gets

[3* 31 = 0. (47)

Differentiating again with respect to %7 and using the
Bianchi identity for R*;,; = R(l)“)LpT + 7/5R(2)“;Lpr, one

finds

/ 1 ,~ ~
[’}.’\M ;)Jp/r’] = g (RMpAt + Rutkp) (48)
and, in a similar way,

/ 1, ~ ~
[57\“ ;Apr] = g (RMApt + Rﬂpkr) (49)
and

1 ~ —~

[Sj\u;)»pt] = § (RMrAp + RMp)Lr) . (50)

@ Springer
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3.3 Coincidence limits of &

Covariantly differentiating (34) we get
0.y = 0.,0."". (51)

In the coincidence limit [o.,] = 0. Therefore (51) is triv-
ial in the coincidence limit. Differentiating the first and last
member of (33) we get

auk = _g/w ?;A- (52)
Using (41) one gets

[G.12] = 8ua- (53)
Similarly

[0, ] = —8ua.- (54)

Differentiating (51) once more one gets
EA ltvka +O‘/wO‘)\

which, in the coincidence limit, using the previous results,
yields an identity. Differentiating it again

O.vip = O:pvip 03 + 0w 0., T Oiuvp 0,
+0.0 0", (55)

In the coincidence limit this becomes

[02vip] = [0 pua] + [Tiavp] + [Govap ] (56)
Since 7 is a biscalar we have

[G.uap] = [Gapr] + Rprs*[6:2] = 6 pua]- (57)
Therefore

[0 pv2] = [O:avp] = [To02p] = 0. (58)

Differentiating (55) once more and taking the coincidence
limit one gets
1

[a\;vkpr] = _5 (ﬁut)\p + ﬁv,okr) = /gv)\pra (59)

where er)Lp = gWR rap- Differentiating once more

A‘ 3 o < -
[O';vkpar] = Z (Sukar;p + Sukap;r + Svkrp;o") . (60)

We will need also the coincidence limits of tensors covari-
antly differentiated with respect to a primed index v'. In gen-
eral

(v ] = g v = o] (61)
So
[G.pv] = [0.p)w — [0 0] = —8uv (62)
[0 2] = V[0, ] = [0 paliv — [0 an] = 0 (63)
(6.1 = [0, papr] = (G purpliv — [0 apw]
= —[G.urov] = —Suapw (64)

@ Springer

and
[6:;;/,11/)4)0] = [ap,kpav’] = [aukpo];v - [auxpav]
lA 3 ~ -~
= ZSuApU;v - Z (Sukv,a;a + S;MUU;,O) . (65)
Similarly, one obtains
v op 8 RV 4 5 RIVAP
[UM v op ] = —gRu + ISRM‘)R — ERHV}LK)R
2
(00" o s = —[0: W vl = §R:#M
Lo o~ 4
_BRWRW _ ERw)\ple P

3.4 Van Vleck-Morette determinant

The Van Vleck-Morette determinant in MAT is defined by
D@, ®') = det(=5. ). (66)
D(X, %) is a bidensity of weight 1 both at ¥ and X’. Later on
we will need a bidensity of weight 0:

L 5 &, 7) !

NG 2(x

The VVM determinant also satisfies (for 4 dimensions)

AGT) =

(67)

E

(D, X)), =4DR, 7). (68)
In the coincidence limit
[Zi] =[g 4(x)\/D(x A’)% (A‘“‘ T /x) 1@

= l[a“k] =0. (69)

We need to compute the covariant derivatives of gim =
{A_l,} The latter is defined as

~—lpv'~

o 0.y —8 (70)

Differentiating this relation once, twice and thrice one gets

r*m’]=a
[0~ ,u)J;pa] = _[au/xpa] = [akpau] = E)»pau (71)
and
o~ 1~
[o 1uk’;pat] = [0 Al par] = ZS[L,OD"[ A
3 —~
_Z (Supka;r + S;Lprk;a) . (72)
Differentiating once more one gets
1 ~uv (B %) lf\uvf\ o
[A ] = 6 (Rp,ukp + R;/,)Lup) = Eg g;LO'R Avp
1
= < (R + k7)) (73)
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and
1 1 ~ ~ ~
[ ‘Z)L/w] = _2 (Rkp;a + Rpa;k + RU)L;p) . (74)
Finally
~1 1~ 1 I ~ A
AZM V] =+-R —R*>— —R,,R™
[ZMV] +5, +36 30 v
1
+35 Ryvip RMV2. (75)

3.5 The geodetic parallel displacement matrix

The geodetic parallel displacement matrix G*,/ (%, %) is
needed in order to parallel displace vectors from one end
to the other of the geodetic interval. It is defined by

[G'y]l=68  GHyu5™ =0. (76)

The second condition means that the covariant derivative of
G",/ vanishes in directions parallel to the geodesic. Since
tangents to the geodesics are self-parallel, it follows that

~ o~ R
G, Oy = —0oy, 0., Gy = —0.

- -~ o~ ] o~

Guy =Gy . G' =0

~ A N

G[L Gy 8# 77

The analogous parallel displacement for spinors is denoted
I (x, x"): the object I (x, x")y (x’) is the spinor v (x) obtained
by parallel displacement of v (x") along the geodesic from
x’ to x. It is a bispinor quantity satisfying
G L, =0, [11=1 (78)

and 1is the identity matrix in the spinor space. Differentiating
(78) once we get [1I.,,] = 0. Differentiating twice we get

(7.1 = 0, (79)
while
TG, X))y — 16, X)epy = ! (d§ + ﬁﬁ) T(x, x))
’ Ay ’ s — 2 v ’
1~

= —ER,WI(x, x), (80)
where ﬁ,w = Ili\,w"b Yab. So
~ ~ 1~
[1(x, x/);[u,v]] = [I(x, x/);p_v] = _ZRuw 81)

Proceeding with the differentiations of (78) we find

[kap] + [Z)»vp] + [Zp)\v] = 0. (82)
Now

-~ ~ 1 ~ ~

[I;vkp] - [I;vp)L] = ERpk[l;v] =0 (83)

and

1~ 1~
3[[ vkp] —V R}u} + V}Lva (84)

In particular

7,1 = 19'R (85)
wopl =g pv-

Differentiating (78) once more with respect to x?, using (59)
and then contracting with g*g°° we find, after simplifying,

(10" ] + [Ty M1 = 0. (86)
A contraction with gV g gives:
(L1 + 20T "1 + [T = 0. (87)

Using (80), we get

[Zap//.u] = [ﬁvﬁu(}?mo)] = _573«7,0;/“)
1~ =~ —~
+§RJPRMU + [I;,OO’;LV]' (88)

Contracting with g7 g gives
~ 1l ~ ~ ~
[I;p,u'uv] =0+ gRMURMU + [I;MVUM] (89)
since by Walker’s identity

V, ViR = 0. (90)
Finally, by using (86), (87), one gets

—~ 1 ~ ~
[1.,", ] = gnpm“. (91)

4 Fermions in MAT background

The action of a fermion interacting with a metric and an axial
tensor is

- ~ (.7 /= a 1~
S = fd4x (lw\/;)/ el (GM + EQ“> 1/f> )
= [ (i%\/%y%ég T sl
x (au + % (2 + ysszf?)) w) ®
= /d45€ <iW\/§(55 = v5C4)
1

PaS 1 ~ =
X EV{I du+ Z (VGQ/L + Qu)’a)] 1/’) (€3]

= f d'z (i%/%(éﬁ,‘ — ¥5C4)

1, i o~
X 5)/“ du¥ + ZVdédubcguchS] 1#) ). 92)

@ Springer
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It must be noticed that this action takes axial-real values.'
The field ¥ (X) can be understood, classically, as a series of
powers of X applied to constant spinors on their right and the
symmetry transformations act on it from the left. The analo-
gous definitions for v are obtained via hermitean conjuga-
tion. In the second line it is stressed that the action contains
also an axial part. It is understood _that oy = W applies
only to ¥ or v, as indicated, and g denotes, as usual, the
axial-complex conjugate of g.

A few comments are in order. As was explained in [1],
the density \/§ must be inserted between ¥ and v, due to
the presence in it of the y5 matrix. Moreover one has to take
into account that the kinetic operator contains a y I matrix that
antlcommutes with ys. Thus, for instance, usmg DA guv =20
and (D,x + 5 Qx)e = 0, where D=ad+ T, one gets

— 1 I=<
yytey (3 +358 )lﬁ ¥ (D, +3 Quyeely.  (93)

We recall again that a bar denotes axial-complex conjuga-
tion, i.e. a sign reversal in front of each y5 contained in the
expression, for instance 5# = Q,(Ll) - ySfo).

To obtain the two last lines in (92) one must use (253) and
(93).

4.1 Classical Ward identities

Let us consider AE (axially extended) diffeomorphisms first,
(232). It is not hard to prove that the action (92) is invariant
under these transformations. Now, define the full MAT e.m.
tensor by means of

2 58S
™ = ———. 94)
NELI

This formula needs a comment, since /g contains y5 To
give a meaning to it we understand that the operator f 5g -

in the RHS acts on the operatorial expression, say O./2,
which is inside the scalar product ¥ O./2V. Moreover the
functional derivative acts from the right of the action. Now
the conservation law under diffeomorphisms is

ozagszf%‘l—o
3guv
_30

—80
aguv

5
(13,£u +DE) Y

=-2

D&Y, (95)

1" One could consider also an axial complex action, but for our purposes
this is a useless complication. That is why we use the notation  instead

Ofl/f

@ Springer

where D acts (from the ri ght) on everything except the param-
eter ?,,. Differentiating with respect to the arbitrary param-
eters £/ and ¢¥ we obtain two conservation laws involving
the two tensors

T =2y — (96)

Y ——ysV. (97)

To give a less abstract idea of these tensors, at the lowest
order (flat background) and setting xé‘ = 0, they are given

by

7 _ <>
TH ~ T;‘,;, = _:_1 (1//)/“8”1// +u < 1)) , (98)
and

’ _ <>
T3~ T = (wm“a”w +u o v) : (99)

Repeating the same derivation for the axial complex Weyl
transformation one can prove that, assuming for the fermion
field the transformation rule

v — e—%(wﬂfsn)w7 (100)

(92) is invariant, and obtain the Ward identity
50
OZ/I/I(SA_guv (0 + ysm. (101)
8uv

One gets in this way two WI’s

Tx) = T"guy + T fuu =0, (102)
Ts(x) = T fun + T8 gy = 0. (103)

4.2 A more precise formula for the e.m. tensor

In our calculation a more explicit formula of the e.m. tensor
is needed. The e.m. tensor is defined by

<—
2 S 1
o 5(; 5 (Ter + ), (104)
v
where
1 58
T = 8 (105)

NGEE

Letus prove first that the functional derivative of Q,,, does not
contribute to the e.m. tensor. Consider the general variational
formula
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~ 1 = S
5 = Ezbv (V,u(825) — ¥, (825))

—; (v 88" — V, (58" ))

U ser o _
+527e (Vi(52)) = Vu(82)) Cen; (106)

where V denotes the covariant derivative such that @[e}f =0.
After some algebra one gets

va €97 S 8Qube = ya €T UTYV iSecy. (107)

Now use this and
§et (x)
M agv
—— =878 6(x,
seb(y) b (o)

and insert them into the definition (104). The relevant con-
tribution is

1
Ty =5 (T5e" + 152" *)Q

1 _ b Q be
=3 / Uygetabeet M e+ S,Ife "é“) Y5y
0

Vud(x,y)

+eb CV 8(x, y)) ysr = 0.

Therefore the only contribution to the em tensor comes from
the variation of the first €’ factor in (92). The result is

[
\
<
N
m

QU

Q

s
g =
—_
@i
!‘:

(108)

T = —%W@W (% + %ﬁu) + (oo p)
= —%W?W”er(k < p). (109)
where 7% = y%e*
It is useful to write it as a trace
000 = L (1749 oy )
= L (@, @), (110)

where n = )y, the flat gamma matrix. The commutator is
interpreted as

979, w11 = 5 tim (1999 00 ')
+[v"w<x/), yi1).

Inserting (110) in the path integral it becomes
(T (x)))

l
=L lim tr( 70
5 ny

(111)

(/S\(l);p)(x, x") _’8\(1):0/)()6’ x/)>) .

x'—=x
(112)
where 81 is the Hadamard function
SV, x') = (¥ ), v (). (113)

This leads to Christensen’s method [14, 15], to compute the
energy-momentum tensor and related quantities, such as
trace anomalies. We will not pursue this point of view here
although it could be done. It is in fact strictly connected with
the main approach we will follow later on, which we consider
simpler. They are both based on fermion propagators such as

g(l)(x, x). A discussion of fermion propagators and their

properties in a MAT background is presented in Appendix
C.

4.3 The Dirac operator and its inverse

In the action (92) the Dirac operator is

o~

F=ip.V=ip"V, =iy*e'V, =y I, (114)

where the V operator is, schematically, D+ %Q and satisfies
Vel =0.

Under AE diffeomorphisms ¢ transforms as: § £ Y =E0Y,
while

5; (i7-Vy) =29 (i7- V). (115)
Under AE Weyl transformation F transform as

8oF = —%V“{fa,a} (116)
and it has the following hermiticity property

Fl=nFn, (117)
where n = yp and yy is the nondynamical (flat) gamma

matrix. To obtain (117) use Qf = —nﬁ n, etc.

Integrating out the fermion field in (92) means, roughly
speaking, evaluating the determinant of the Dirac operator
F. This is however not what we need. First, because the
log of the determinant is formally the trace of the log of F;
taking this trace means integrating over spacetime and tracing
over the gamma matrices: this would suppress any explicit ys5
dependence and, thus, any axial splitting. Second, because F
is local, while, in order to exploit a coincidence limit (in order
to guarantee covariance), we need a bilocal quantity. This
quantity exists, it is the inverse of F: the fermion propagator.
The Schwinger-DeWitt method is based on it. Let us explain
this approach, adapting it to MAT.

One starts from

G®.T) =0Ty @y @)0) (118)
which satisfies
ivVan 7"V, GX, %) = —15@R, %), (119)

where 1is the unit matrix in the spinor space. G isnot yet what
we need. The Schwinger-DeWitt method requires a quadratic
operator and, in addition, we must get rid of the y matrices,
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except y5. This is achieved with the ansatz

=<

Gx.x) = —i7"V, 5. 2yl (120)

Remark 2 Why the ansatz (120)

In ordinary gravity, from the diff invariance of the fermion
action, we can extract the transformation rule

8¢ (iy"Vuy) =E-9(y- V)

while 8¢ = & -9 . Therefore it makes sense to apply y -V
to y -V, because the latter transforms as . This allows us
to define the square of the Dirac operator:

F2y = (iy-V)* ¥

It is not possible to repeat the same thing for MAT because
of (115), from which we see that (i7- V) does not trans-

(121)

(122)

form like v, and an expression like (i?ﬁ)z ¥ would break
general covariance. Noting that

5 (ij/_\~§l/f) —£.9 (i?-ﬁx) (123)

when B?w = /“.;‘\ a0y, we will consider instead the covariant
quadratic operator

<i7§> (i7-9) v.

Let us quote next a few useful identities.

(124)

-~

= . _ . ~ 1~
VMV\) - yvvu = )/a <au €av — Fl);vea)» + zQuub?{j> =0
(125)

because of metricity, and

Vot =y, =0. (126)

The axial conjugate relation holds as well. Therefore
?v = yayb?ﬁ?;j?,t?u
=022,V Yy + 22,2, [V, V1. (127)

On the other hand, when acting on a (bi-)spinor quantity

=y = = 1 . ~
Eub/élabe\z[vﬂ’ Vil = _yaybycydRabcd

8
1~
= =7 Runp@g0 =7k, (128)
where use is made of
ﬁabcd = ?%?Z?z\?g k\p.v)»p‘ (129)

Now replacing (120) into (119) and using the above we
get

- (= —v= 1=<\=<
V2l (V,@’”Vv — ZR> &%) = —18GE.3). (130

@ Springer

__ The differential operator acting on ? will be denoted by

g In compact operator notation

5,5, =1, (131)
with (F]5;[%) = §; &, 7).

As a consequence of (117) we have

~ ~ 1 ~
[ (S 7)]
~ (s = 1~

=1 [ g1 (Vulg\“vvu - ZR)} n (132)
or
@) =nFn (133)
We shall refer often to the related operator
~ 1 ~ ~ ~
F=—75F,, F'=nFp (134)

NG

and to its inverse §: ?@ =-1.

Remark 3 The operator F is the main intermediate result of
our paper. It is natural to assume that its inverse G exists.
There is no reason to believe that it does not, because, the
differential operator F (after a Wick rotation) can be defined
as an axial-elliptic operator, at least under reasonable con-
ditions on the axial tensor f,,. In fact its quadratic part can
be cast in the form —09;A;;(x)d;, where A;; is an invert-
ible matrix and its dominating part is symmetric and positive
definite. However, no doubt, it would be desirable to have a
mathematical (possibly constructive) proof of the existence
of § . In Appendix C we discuss this issue and, following [5],
we give some arguments in this direction.

5 The Schwinger proper time method

From now on, for practical reasons, we drop the bar symbol
of axial conjugation. At the end we will axially-conjugate the
result.

Let us define the amplitude

®5R.0) = (7l TTF) (135)
which satisfies the (heat kernel) differential equation
i%(f,ﬂ?, 0) = —F:(X,37,0) = K& 3.5,  (136)
where A)g is the differential operator

F2=V,3"V, — %1’3‘. (137)
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Then we make the ansatz

e
@FF,0) = — fim — 5 VPEX)
m—>0167‘[2 52

o(x,x") 2-

xe’(T " Y)Cb(x 7,79, (138)

where D(X, %) is the VVM determinant and & is the world
function (see above). ®(X, ¥, 5) is a function to be deter-
mined. It is useful to introduce also the mass parameter 1,
which we will eventually set to zero. In the limit’s — O the
RHS of (138) becomes the definition of a delta function mul-
tiplied by ®. More precisely, since it must be (X, 0[%', 0) =
8(x,x"), and

; /D "”\f ia(ﬁd e
z_—gx)e( ) \/W(S(xx)

im
5—0 472
(139)
we must have
lim PE T, H=1 (140)
S—
Equation (136) becomes an equation for OEF,7,73). Using
(34) and (68), after some algebra one gets
0D ey 1 w,e [ /=a
i+ 2V48Y,5 + =99, (VD3)
G D
1 _~ 2 -~
~(zR-m*)®=0. (141)
Now we expand
o0
PE.TH =) @mE " (142)

n=0
with the boundary condition [ag] = 1. The @, must satisfy

the recursive relations:

(n+ Vay g1 + VFa,11V,6 —

1/\ 2 o~
+ ZR—m a, = 0.

Using these relations and the coincidence results of Sects.
3.3,3.4 and 3.5, it is possible to compute each coefficient a,,
at the coincidence limit.

7,6 V. (VDa,)
(143)

5.1 Computing @,

In this subsection we wish to compute [a;] and [a3], which
will be needed later on. We start from (143) forn = —1.:

Vkapo.,, =0, with [d] =1, (144)
which implies that
Q&3 =1x3). (145)

Replacing this inside (143) for n = 0 one gets

QEF)+ VIV, a R T - ?v“v (f[(x x))

1/\ —~
+<ZR—m2) 1x,%) =0, (146)
which implies
- 1
@] = <—ER tm )1 (147)

Moreover differentiating (146) with respect to V; and taking
the coincidence limit:

~ o~

1 L
2% = 7R - VAT + V3, V49,

SO
[Viai] = LR, 1R 1. (148)
M= T g
Next we have
[V*V, (@1 + V*G V,a1)] = 3[VV;ai]
so that
(99501 = 1[99, (=99, (VAT)
3 va "
1/\ 2 -
—(gR-m*)T)1 (149)
1/ 1= 1~ -
‘5(‘%"#”‘%’% "
1 ~
+30R,M,,R“”p+ R R“”) (150)
Finally
SR B A P P
[02]=§[V Vyay — ER—m ai)
1, O P
== R+ —R>— —R M
2" TR %3 120 K
1 ~ 1 ~ 1~ -
_@ M«lew + ﬁRuv)»pRMMp + &RMVRMV‘
(151)

We recall that R, = R,,,%? Sy

6 The odd trace anomaly

We are now ready to compute that odd parity trace anomaly.
Beside the point-splitting, which we have used above, we
need a regulator to get rid of the infinities at coincident point.
We will use two regularizations: the dimensional and zeta
function ones.
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6.1 Schwinger-DeWitt and dimensional regularization

We start again from the Dirac operator (114). We have defined
above the covariant square
F—_FF. (152)
We identify the effective action for Dirac fermions with

W= —%Tr (n F) (153)

Tr includes also the spacetime integration. The AE Weyl
variation of (153) is given by

5o = %Tr (G657). (154)
where
76 =—1. (155)

So we can write

~ 1 o0 dA e
W =685 (——/ Tielﬁrs>

2 Jo is
1 0 el o
= —ETr (/0 d?dﬁ"s(sas—") ) (156)

It follows that, as far as the variation with respect to axial-
Weyl transform is concerned, the effective action can be rep-
resented as

W= —% /000 gei%+ const = L + const, (157)
where L is the relevant effective action

L= f dTLE) (158)
which can be written as

Z(ﬂ:—%tr/ooo f—gl?(ffa (159)
where the kernel X is defined by

RE .5 =eT5@ 7). (160)

Inserted in §; W, under the symbol Tr, it means integrating
over x after taking the limit x” — x. So, looking at (138), in
dimension d,

i
(4rid)s
A specification is in order at this point. For the heat kernel
method to work a Riemannian metric is required. Therefore
at this stage we Wick-rotate the metric, so that the operator
F becomes axial-elliptic. This operation is understood from

now on. After calculating the anomaly we will return to the
Lorentz signature.

K@% = J2 e B R, 7D (161)

@ Springer

6.2 Analytic continuation in d

The purpose now is to analytically continue in d. But we
can do this only for dimensionless quantities. We therefore
multiply L by 1%, where u is a mass parameter. We have
for a Dirac fermion

L ' o
(j) = —l—(4nu2)tr/ d’s\(4ni/¢2§)_%_l
w 2 0
x /e DR 7D, (162)
where tr denotes the trace over gamma matrices.
Now we make the assumption that
lim e " [B(F,%,5)] = 0. (163)
§—> 00

As a consequence we can integrate by parts

L i [ 9 PN
% = ﬁ“/o a5 rin D VR E 5 D)

i o© o _d
= —ftr/ ds (4mipns)"2
d Jo

= 0 —im2E S~ ~
Ve (¢ BE T 9)
_ 2 > o 21-4
T d)471,u2tr/0 ds (4mips) ~2
= 9? R
Ve (BE T.9)

_ 4i 1 00 e d
- d<2—d)<4—d)<4mz)z“/o ds (4mip®$)*">

33
X‘/Ea(iw

(e*i'"*[a(f, 5:‘,?)]) . (164)

Next we use
[BE, D] = 1+ [@1i§ + [@]GH> + - -

1 1 :
(de — J) and in

(165)

ST

and, around d = 2, we use d(z—lfd) =
the third line of (164) we use

.2 1-4 P2
@rip~s)y 2=1-— In(4mips) +---
Then we differentiate once [® (X, X,3)], and the remaining
derivation we get rid of by integrating by parts. Finally one
gets

SN e
L(x) = v <_d 5~ 5) tr (([al] —m )\/g)
—Ltr/ d5 In(4mi %)
8w 0
= 9 —im%IS R s
Ve (¢TRE R D). (166)

_ 1 ~1(_1 3 .
Around d = 4 we use m ~3 (m — Z) With
reference to the last line of (164), we differentiate twice
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[5(x, x, s)] and integrate by parts the third derivative. The
result is

1 1 3 . L R _
3272 <dﬁ - 1) tr (m* —2m?[a@r] + 2[a@1) V2

H o0
+#tr/0 ds In(4min®s)

)(\/57:5 (6 i 2S[<1>(x X TS‘)]) (16;)
8(1@ T '

The last line depends explicitly on the parameter x and rep-
resent a nonlocal part

6.3 The anomaly

Let us take the variation of (167) withrespecttow = w+ysn.
Recall that

Sov/2=do g (168)
SsR = —25R —2d - Do (169)
85 Ruw” = —80D, D3 + 84D, D, ®

+D, Do ® 8" §os. — DyDo® 8" 8. (170)

From these follows, for instance,

55 (/?1?2) = (d-4Z5R*

—4d - 1R /300

(171)
55 (VERWR™) = (@ — 95 /T R R*
+2(2 - d)\/Z R*'D, D, — 2,/ Rl
=(d—-4>ZRWR" —d/3RO® (172)
@ (\/?ﬁ/w)\pﬁwk'o) = (d — 9B /3 Ryuvsp RM™

—8/2R"'D,D,®

= (d —DD/Z R, R — 4./3 ROG (173)
HVAp

55 (fgﬁﬁ) =(d-43Z0R+(d—6)y/30,00"R

—2gRO®-2d - H/3*a
=0

and
Satr (/?ﬁwﬁ’“) S — (a \/;Z?ﬁwﬁ“”)
e (VER™D,D,0)
—(d—Hr (a \/?ﬁ,wﬁ““)
+2tr (/?k‘ﬁa) .

In the first line of (167) one can ignore m~ or m* terms
(either one sets m = 0 or they can be subtracted because they

(174)

2

are trivial). The second line (167) does not contain singular-
ities when d — 4 it contains either vanishing or finite terms
in this limit. Let us denote the second line by Lg.

L= Ton? (dj - Z) /d X tr ([112]|m:0\/§> + Lg.

(175)
We now act with 85 = fddetr (6@“,&%)2
From (168)—(172) it follows that
ot (V& [@2lln=0) = (d — 4tr (/?a [@]ln=0)
-5 4 (f RDa)) (176)

The second piece can be canceled e.g. by a counterterm pro-
portional to tr (\/? §2) Using tlle fact that the bare part of
the action is Weyl invariant §3L = 0 and that the renor-
malised part ZR defines the (quantum) energy momentum
tensor —= \/xagw L Tr=0Mwe get

f @3 (247 2,0")
= [ a%u (VED @),

62 (177)

where the d — 4 factor in (176) canceled the pole ﬁ in
(175).

Clearly, the odd parity anomaly can come only from the
term RWR/“’ contained in [a»] , with a coefficient of 32 ==
(for Majorana fermions, x 2 for Dirac fermions). For the odd
part we have

/d4x tr fg\aﬁwﬁ’”

odd’
(178)

where we denoted T = 'g\,w@“” =2 (THvY).

The (odd parity) coefficient of w defines T and the (odd
parity) coefficient of n defines Js. Setting T=T+ y5Js one
obtains in this way

o @)

476872 odd
- R Pae): R<2>a,s 179
= T 176872¢ e (179)
and
1 PN
Ts = —— tr (ysR . RM
5 4768 3 (R R |
1
_ ;wkp (D (Dap 2 Q2)ap
_ 4—768n2 (RmﬁR +RY 4R )
(180)

2 In MAT case, §w also has two spinor indices, so that w g, % —

~ o~ 8 . . 5. . ~
WAB 8uvBC 55, o Since in our case y~ is symmetric, we have aap =

apa and we can write §; as [ d4z2ur (6@‘”” ﬁ) .
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In the last step we have Wick-rotated back the result: this is
the origin of the i in the anomaly coefficient. At this point
we can safely set xg = 0 everywhere.

6.4 ¢-function regularization
Given a differential operator A in analogy with the Riemann
¢ function, the expression A~%, for complex z, is called ¢
function regularization of A:
1 o
f(z, A)=A""= —/ dr i~ te™4, (181)
I'(z) Jo

We will apply this representation to the operator ?(’i, X), :

F@E) = % /0 S @ TR, (182)

where (X]e "7 |x) means the coincidence limit of (X]e "7 |X).

Equation (182) is not quite correct because only dimension-
less quantities can be raised to an arbitrary power. Moreover
the object of interest will be 9 rather than "J" Thus we intro-
duce again the mass parameter 1 and shift from ¢ to isu.

(X, 2) = (/ﬁ% )
/ (D5 (52! (x1e5T 7). (183)

I(2)

Finally we replace (55|e’?3r|3c\) with K (%, %,%) in Eq. (161).
The result is

j d
(59 = e %(41)2
g / D dE T B G R )]
0 (184)
which can be rewritten as
(®,2) = (WGE B
i ol N

F@ @n)s G- HeE—%+D—9%+2)

a3 e
< [ aw st (e E R )
(185)
This is well defined ford = 4 at z = 0.
=~ _ i\/? —imS R =~
(0= Sy |:8(f§)2 C [(b(x’x’m)l:o
(186)

Now, differentiating (181) with respect to z and evaluating
at z = 0, we get formally

d
—(z, A)|;=0 = —Trin A. (187)
dz
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This suggest the procedure to regularize W (which is the
trace of a log). More precisely

/N W; = —%{’(O), where
(2) = / tr ¢ (%, 2)d’%. (188)
As a consequence for d = 4:
Le() = ——(y + 2 — In(dn)
¢ = a2 Ty T
X §tr (2[21\2’(})] —2m[a, (D] + m4)
647'[2 / ds In(4rmip’s)
S ima e
T (S0 7.9)1). (189)

Now, suppose that the operator A, under a symmetry trans-
formation with parameter €, transforms as

A={A, e} (190)
Then
8TrA™ = =27Tr (A7%€) = —22Tr (£ (z, A)e) . (191)

Since the relevant result is obtained by differentiating with
respect to z and setting z = 0, once the functional is regular-
ized, the anomalous part of the effective action is extremely
easy to derive:

A= —2Tr((, A)e). (192)

Let us return to the our problem. The operator to be reg-
ulated is F = F;. Its AE Weyl transformation is

o~

~ — ~ 3 .
87 = 20F + (Y9’ +3") 0@V, + Ema
~ PO 3.
:—2a)3’~+3'|: ((_” v ”) Bva)Vﬂ~|—§Dw>i|

G(x, X) is the inverse of F and its transformation is similar:

o~ o~ -~

~ i e 32\~
553 =285+9 [((y“y” L) 9,09, + EDw) 9}

The first piece in the RHS reproduces exactly the mecha-
nism in (191). The second is a nonlocal term of the effective
action; it does not concern us here and we drop it. As noticed
above this procedure does not lead directly to the anomaly.
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It rather gives the anomalous part of the effective action, i.e.
the anomaly integrated with the insertion of /g:

LA@) = —iTr @¢(F, 0)
. VE T iss o~ _
=iTr (2(47[)2 |:8(if02 (e [d>(x,x,§)]>l:0 a))
=iTr (ﬁ (2[a®1 = 2m*[@ ] +m*) a)

2(4m)? ’
(193)

Now, proceeding as before, we differentiate with respect to
@ and strip off /g, multiply back @ and obtain the true inte-
grated anomaly. This leads to the same results as above.

6.5 The collapsing limit

After computing the trace anomalies (179) and (180) of a
Dirac fermion coupled to a metric and an axial symmetric
tensor, we are now interested in returning to the original
problem, that is the trace anomaly of a Weyl tensor in an
chiral fermion theory coupled to ordinary gravity. To this
end we take the collapsing limit. In [1] the latter was defined
as hyy — 2k, — "0 with Ay, and k,,, both infinites-
imal. Here we do not put such a limitation. The collapsing
limit is defined by making the replacements

h h
%, fuv — ;”. (194)

in the previous formulas, with finite /,,. With this choice
one has

guv = Ny +

.1 s 1 s
guvzz(l_y )nuv+§(l+y )G;w,

G/w =N + h/w- (195)

From this we see that the left-handed part couples to the flat
metric, while the right-handed part couples to the (generic)
metric G,. As a consequence we have also

1—ys 1+ ys
e — 8 5+ e 7
1-— 1
o gy ZEYS (196)
2 2
as well as
1— 1
- - R N/ (197)
2 2
Similarly for the Christoffel symbols
wr_, L @i, 1
F;Lv — EFI‘«U’ F;Lv — EFI‘»U’ (198)
for the spin connections
1 1
Q= Soil, QP - Cefl, (199)

and for the curvatures

1

R p 5R,mp, (200)

JLVA

@ 1
R;l.v)np — ERFLV}‘p’

where all the quantities on the RHS of these limits are built
with the metric G .
As a consequence, the action (92) becomes

~ — 1-
S— s = /d4x [npy“ oy

_ 1o\ 1
+/d4x Giyyte! <8,L + Ewﬂ> +y51//],

2
(201)

where y“ is the flat (non-dynamical) gamma matrix while
the vierbein e}, and the connection w), are compatible with
the metric G,. Up to the term that represents a decoupled
left-handed fermion in the flat spacetime, the action S’ is
the action of a right-handed Weyl fermion coupled to the
ordinary gravity.

In the collapsing limit we have

1 2
Tx) =T5(x) = ~16 76822

€M R e R (202)
The integrated anomaly (178) corresponding to S thus
becomes

fddac‘tr 20T = /ddx\/E (@+1n) (T+Ts)trPy
+/ddx (@—1n) (T —Ts)trP_

= 4/ddx Gow, T, (203)
where we used trPy = 2, T — J5 = 0 and set w4 = w + 1.
Notice that due to (195) the transformation property of G,
is Gy — €**+Gy. To extract an anomaly of the right
fermion of the effective action corresponding to (201) we
take its Weyl variation with respect to the metric G,

/ dx VG, T, (204)
where we denoted T/ = G, 0" = G ., (T '*")).
Comparing (203) and (204) we get
i
T =153 67{26“”“ Ruvap Rip™ (205)
If we instead of (194) take the following collapsing limit
h h
guv = v + =5 fuw > == (206)
then one obtains
A 1 5 1 5
8uv = 5(1 -Y )Guv+§(1+y ) Nuvs
G = +hpy (207)
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Now the right handed part is coupled to the flat metric and
left handed part to generic curved metric. We can now repeat
the arguments from above and obtain the Pontryagin Weyl
anomaly for left-hended Weyl fermion

(‘T/ (x) — VAP

Ruvap R . (208)

i
———¢€
153672
The relative minus sign with respect to right-handed case
is because of the opposite sign in front of y5 matrix in the
defining relation for projectors Py.

7 Conclusion

In [2] the odd parity (Pontryagin) trace anomaly was calcu-
lated using a Feynman diagram approach coupled to dimen-
sional regularization. Only the lowest order diagrams were
computed, they allowed to identify the lowest order term of
the anomaly. The full anomaly was then reconstructed by
covariantization, which is correct if the diffeomorphisms are
preserved by the regularization procedure. This turned out
to be the case, as was shown in [3]. After these two papers
a negative result was obtained in [37]. Using a heat kernel
method with a Pauli—Villars regularization the authors found
a vanishing odd parity trace anomaly in 4d. At this point it
was imperative to find the culprit. In [2,3] the approach may
appear too simple-minded, because only two Feynman three-
legged diagrams were considered, the triangle and the bubble
diagram. As was shown in the first part of [1] there are sev-
eral additional diagrams that may affect the final result. But,
in fact, the accurate analysis carried out in [1] showed that
such additional diagrams cannot change the result as far as
the odd parity trace anomaly is concerned. It must be admit-
ted however that for such a delicate calculation an approach
based solely on Feynman diagrams may not be satisfactory.
The reason is the preservation of chirality throughout the
anomaly computation.

It may appear obvious that if one wants to compute the
anomaly of a left-handed fermion coupled to gravity one has
to respect its left-handedness and avoid mixing different chi-
ralities in the course of the computation. But this is not as
easy to do as to claim. As pointed out many times, the trou-
ble arises with the path integral measure, which is hard if
not impossible to define for Weyl fermions. If one uses a
Fujikawa or heat kernel method (they are relatives) the prob-
lem is transferred to the ‘square’ of the Dirac operator, that is
an (Euclidean) elliptic operator that is used in these methods
to define the fermion determinant. The problem is: is there
a quadratic operator that preserves the same handedness as
the linear Weyl operator? As was pointed out in Ref. [1] one
such operator could be lDZﬂL, where D; = D P;, with D
the ordinary Dirac operator and Py the chiral projector, but,
with this choice, a phase would remain completely undeter-
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mined. We do not know if it is possible to solve this problem,
but we are sure the solution is not the choice made in [37],
because the operator chosen by the authors there includes
both chiralities. Of course, with this choice, the result for the
odd trace anomaly cannot be but 0.

A way out is provided by Bardeen’s method, which we
have used in this paper. This method bypasses the diffi-
culty mentioned above because it utilizes Dirac fermions,
and so it is not hard to define a ‘square’ Dirac operator, F
(see Eq. (130)) which respects the (axially extended) diffeo-
morphisms (and, of course, can avoid the formidable obsta-
cle of being chiral). The desired handedness is obtained

by taking the collapsing limit s, — }% S — h’z‘“

(or hyy — hg”,fw — —hg“ for the opposite handed-

ness). This limit is smooth: we have not found any evidence
of singularity in it. This method admits different possible
regularizations. We have utilized two: the dimensional and
the ¢-function regularization, with identical results. The lat-
ter absolutely agree with the perturbative results previously
obtained in [1-3].

On the basis of the evidence collected so far, with no con-
vincing counterevidence, we conclude that not only does the
parity odd trace anomaly exist, but all the procedures used
in [1-3] and the present paper are in accord.> It is reassuring
in particular that there are different ways of doing the same
calculations while preserving chirality.

Next let us comment on/recall some characteristics and
possible consequences of the odd trace anomaly. Although
we have done the calculation in 4d it is easy to see that a
parity odd trace anomaly may appear only in dimensions
multiple of 4. Therefore, in particular, they do not affect crit-
ical (super)string theories. Moreover, as was already pointed
out in [2], the Pontryagin density vanish for a number of
background metrics, among which the FRW one. But let us
see the possible consequences of the instances in which such
anomaly does not vanish. In this regard we cannot but repeat
what was pointed out in the conclusion of [2]. The parity odd
trace anomaly in Lorentzian metric has an imaginary coeffi-
cient, which means in particular that the hamiltonian may be
complex. This may not be a problem as long as the fermion
model is used in an effective field theory context. A problem
certainly arises when gravity is itself quantized, because the
lack of reality (hermiticity) of the em tensor might propa-
gate in the internal lines. Using this anomaly as a selective
criterion in the same way as chiral consistent gauge anoma-
lies were used in the past, we should conclude that theories
of massless Weyl fermions interacting with gravity, with a

3 We think the doubts raised in [1] in regard to the Pauli—Villars regu-
larization, as being unable to produce the same results, are worth a very
detailed scrutiny. Unfortunately, we are unable to say a final word on
this issue due to the exceeding complexity of the calculation (at least in
this particular case) and we have to postpone it to another occasion.
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definite imbalance of chiralities (an explicit example, the
old fashioned standard model, is shown in [2]), should be
excluded from the realm of good theories, or at least very
critically considered, because they may turn out to be non-
unitary.* Even though, as we just saw, critical (super)string
theory is unaffected by the parity odd trace anomaly, any 4d
theory which has is UV completion in a superstring theory
should be completely anomaly free (and unitary) at any inter-
mediate energy regime from Planck all the way to low energy.
Finally, speaking of unitarity, we cannot refrain from a com-
ment on a claim which is sometimes met in the literature:
unitary theories cannot have such kind of anomalies as the
odd parity trace anomaly. Although we believe the connec-
tion between unitary theories and absence of such anomalies
is true, we think the logical order should be reversed. One
cannot impose unitarity on a theory; unitarity must be the
outcome of quantization. We think a more sensible claim
is: there are classical theories which are potentially unitary
(because they are based, say, on self-adjoint operators), but
one has to verify that unitarity persists after quantization; in
this sense the absence of the Pontryagin trace anomaly in a
theory is a basic building block of its unitarity.
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Appendices
A Bardeen’s method

This appendix is a short account of Bardeen’s method to
derive gauge anomalies [4].

We consider a theory of Dirac fermions coupled to two
non-Abelian (vector V,, and axial A;,) gauge potentials, both
valued in a Lie algebra with anti-hermitean generators 7¢,
with [T4, T?] = f"b"T". The action is

4 A possibility might remain should we consider PT invariance as
the basic property, instead of hermiticity, see [54], because the odd
trace anomaly is indeed PT invariant. However this requires a com-
plete change of paradigm for quantum field theory, which, to our best
knowledge, has not yet been explored.

S[V, Al = i/d“xw(a +V+ysd)y (209)

It is invariant under two sets of gauge transformations
Vi — Vu+ Dy,
Ay — Ay +[Ay, al,
v — =)y

Vi — Vu+ 1Ay, B

Ay, —> A+ DyuB ,

v — (1 +ysB)y
(210)

where Dy, = 0, + [V,
BY(x)T.

As a consequence there are two covariantly conserved cur-
rents, j, = j, T and js, = ngT“, where

lJand ¢ = ()T, B =

Jz ZEV/LTal/fa (211)

In the one-loop quantum theory it is impossible to preserve
both conservations. The most one can do is to preserve, for
instance, the vector one

[DY ju]* + [A*, jsu ] =
while the axial conservation becomes anomalous:

[DY jsu* + [A*, ju1

IS = VruysTy.
(212)

1 1 , 1 2

—éFg‘“A*AP - éAﬂA“F”’

—lA”A”A’\A">:|
3 b

— %A“F")‘A/’
3 A

213)

where Fj;" = 01VY — 9"VH + [VF, VY] 4+ [A#, AV], and
Fi" = 0MAY — VAl 4+ [VI, AY] + [AF, V).

From this expression we can derive two results in partic-
ular. Setting A,, = 0 we get the covariant anomaly

[Dy jsul* = o 2s,mptr (T“F“”Fé”) : (214)

Taking the collapsing limit V. — %, A — %, and adding
(212) to (213) we get
1 1
[Dy,jie = San Tt |:T g (v VP4 = v vWﬂ)]
(215)

where ji, = ¥ yu¥L, here ¥ = H_TVSW7 which is the
consistent non-Abelian gauge anomaly.

B The axial-Riemannian geometry
In this Appendix we collect the formulas, relevant to this
paper, of axial-Riemannian geometry. Such formulas have

already appeared in [1], although in a somewhat different
notation. An important difference with [1] is that, there, all
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the quantities where functions of x*. In this appendix, and
throughout the paper they are functions of x# unless other-
wise specified.

The main changes in notation are

-~ v v N = £ F
G;w — 8uv, G" > §“ s 8 > &, f > f
a Nl il oM G o G
E n e,u’ E a € € € Ca Ca
A A A s ab oab = o
Yuv pr’ F//.v F/w’ Qu. Q/I. ’ =~ §

R— R R0D_ R0

B.1 Axial metric

We use the symbols g, g and e, ¢!’ in the usual sense
of metric and vierbein and their inverses, except for the fact
that they are functions of x*. Then we introduce the MAT
metric

Zg\w =g;w+J/5f,w, (216)

where f is a symmetric tensor. Their background values are
nuv and 0, respectively. So, we write as usual g, = 1, +

hwin matrix notation the inverse of g, g~ !, is defined by
§l=g+rf, TE=1L ow=8 @)
which implies
gf+fg=0. g+ ff=1 (218)
So

g=0-g"fg7'H7g7h,
f=-0-g"re ' N rg". (219)
B.2 MAT vierbein
Likewise for the vierbein one writes
e, = e, +ysc, ey =él +yscl. (220)
This implies

Nab (el‘ie,lf + c,’ici’) = guv> Nab (e,‘icff + eﬁcﬁ) = fuv-

(221)

Moreover, from ¢}, e% = 8l ,
etes +ckel =0,  ekel + et =8t (222)
one gets

it 1 2\
el = (me )a (223)
and

~U —1 1 -1 1 a

” _—<e Cl—e*‘ce*‘ce ce >a (224)
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B.3 Christoffel and Riemann

The ordinary Christoffel symbols are

1
Fﬁv - Egkp (9u8pv + 8o — Dpguv) - (225)

The MAT Christoffel symbols are defined in a similar way

~ 1 R R .
F:\w = zlg\M (8,8pv + 3v8pp — Bp&uv)

L.
= ) (gkp (augpv + 0vg8pu — apguv)

+f (3 fov + B fou — apfw))

1 -
+§V5 (g)\p (aufpv + 0y fou — 3pf;w)

+ (9u8pv + Bvgpu — apé’w))

= F;(}v))h + ysr‘(m

2 (226)

where it is understood that 9, = ax%’ etc.
Proceeding the same way one can define the MAT Rie-
mann tensor via R,

o~

R;wkp _8/LF5)L + BUFZA - Fﬁargk + F{))G'FIO/-L)L

(Hp (Dp 1 (Do
=91}, + T, —F,(u?”l“m

Q)0

+rer ()7 — r@ep( 4 r@er@

LA
2 2 2
brs((—ur o - i

Do @) 2)p (D) 2)p (D
+F1(JG)IOF;,LAU - F;(L;pr‘vko + F](}J),Or\ﬂ)\")

1 2
=R+ ¥R, 7. (227)

The MAT spin connection is introduced in analogy
Qub =3¢ (aﬂ?b +2"bﬁ‘;u) — Qe @b (228)
where
Ql(Ll)ab = ¢ (auévb + Eobl—w((ylliv T gbaFSZliv)

+ (aﬂa”” +&7P Ty 4 b Ff)&”) (229)
Q,(f)“b = ¢ (auévb + éabl—w((}p)tv + Ebcrl—w((flliv>

+ (aﬂé“” + oty 4 o rf},}”) . (230)

B.4 Transformations: diffeomorphisms

We recall that under a diffeomorphism, §x* = &*, the ordi-
nary Christoffel symbols transform as tensors except for one
non-covariant piece

8T, = 0,0,8™. (231)



Eur. Phys. J. C (2018) 78:652

Page 19 of 23 652

In the MAT context it is more opportune to introduces also
axially-extended (AE) diffeomorphisms. They are defined by

B = 4yt

Since operationally these transformations act in the same
way as the usual diffeomorphisms, it is easy to obtain for the
non-covariant part

T T EREM, (232)

8T = 9,0,8", (233)

where the derivatives are understood with respect to x* and
xV. This means in particular that I‘/(LZU))" is a tensor.

‘We have also

5:8uv = Dy&, + Dy, (234)

where EM = §MU§” and 5# is the covariant derivative with
respect to I'.
In components one easily finds

‘Séguv = E)La)xg/w + 3M$Agkv + 8vg)\g)\u

8¢ fuv = &0 fuv + 9uE" frv + 0 frn (235)
(Sé'guv = C)La)»fu.v + aug)\fku + 811{)\]()»“
Szf;w = é'kakguv + au{)\gkv + 8v§)\gku- (236)
Summarizing
8T = 9,0,6%, 8T =0
(n.c)p(1 (n.c)rQ2
§T =0, 8T = 0,0, (237)

and the overall Riemann and Ricci tensors are tensor, and the
Ricci scalar R is a scalar. But also R and R®, separately,
have the same tensorial properties.

B.5 Transformations: Weyl transformations

There are two types of Weyl transformations. The first is the
obvious one

G — %, G - e (238)
and

e, — €%, ey —>e el (239)
This leads to the usual relations

Tl — Th, + 0,08, + 3,08, — 0,088, (240)
and

Qb — Qb+ (ret — )y (241)

The second type of Weyl transformation is the axial one

E;w N EZVsﬂ’g‘#V’ (S e—ZVsﬂ’g\MV (242)
and
ey, —> ePe, el — em el (243)

This leads to

Th, — T+ ys (0185 + 0 8% — 9, 8" 8) (244)

and
Qe — Qb+ ys (2127 — e ) 0. (245)
Equation (242) implies

guv —> cosh(2n) guv + sinh(2n) fiv,

Sfuv —> cosh(2n) f + sinh(2n) guy. (246)

We can write the axially-extended (AE) Weyl transforma-

tion in compact form using the parameter ® = w + 57
v — %, (247)

etc.
B.6 Volume density

The ordinary density ,/g is replaced by
V8 = V/det(®) = \/det(g + ys /).

The expression in the RHS has to be understood as a formal
Taylor expansion in terms of the axial-complex variable g +
ys f. This means

(248)

1+ ys

trln(g + y5f) = trin(g + f)
+1 _2)/5 trin(g — f). (249)
It follows that
V& = 5 (Vaetg 1 )+ Vaeig — 1)
+ 2 (Vaet(g + /) - Vaeg = ). (250)

/g has the basic property that, under AE diffeomorphisms,
85:VE =TV +VEnE" (51)

This is a volume density, and has the following properties

2

VT — 5, (252)
under an axial-Weyl transformations. Moreover

1 = 1 R ~
\/—?av\/g = 2" 8,8 =Tk, (253)

C Green’s functions

In the text we have assumed the existence of the propagator g,
the inverse of F. In this Appendix we discuss this question by
comparing it with the ordinary case, as discussed in [5]. First
we review the approach of [5] in the ordinary gravity case.
Then we explain the modifications required in the MAT case.
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We consider the case of a stationary metric and axial-metric
background. We will assume eventually that the results hold
also for nonstationary case, provided the background varies
mildly in time.

In this Appendix the flat gamma matrices are understood
to be the Majorana ones, that is, they are purely imaginary,
together with ys: 9 = 1 and ys are antisymmetric, while y;,
i =1, 2,3 are symmetric.

C.1 A summary of Green’s functions

Let us give first a short review of ordinary fermionic propa-
gators, see [5,6,14,15]. We start from

G(x, x') = (0T ¥ (x)¥ ' (x")0). (254)
This is not the standard Feynman Green function
Sr(x,x") = (01T Y (x)¢ (x")[0). (255)

The two are related by Sg(x, x") = G(x, x)n

Other Green functions are the advanced, G (x, x’), and
retarded, G~ (x, x’); the positive and negative frequency
Green functions, G (x, x") and G (x, x'), respectively;
and the principal value Green function G(x,x’) = %
(G+(x, x)+ G (x, x’)). The definitions depends only on
the contour of integration of p° in the momentum space rep-
resentation, while for the rest they are the same. The impor-

tant relation in this context is
- i
Gx,x") =G(x,x) + EG“)(x,x’),

G —; (G(+) _ G(—)) ' (256)
For real fermions G (x, x’) and GV (x, x) are real. So they
represent the real and imaginary part of G (x, x). GV (x, x)
can be represented as

GV, x) = (O (), T (H110) = 8V (x, x). (257
The Feynman propagator satisfies the equation
ivegn (y"Vu+m)Gx,x') = —18(x, x") (258)

and 1 is the identity matrix in the spinor space. Both sides of
(258) transform as a bispinor density, i.e. like /gy (x) at
x and as ¥ (x’) at x’. Instead

ign (y"Vy+m) GV (x,x') = 0. (259)
The approach of [14,15] is based essentially on GV,

Now let us make the ansatz
G(x,x') = —i (y"V, —m) G, x" ). (260)

Inserting this into (258) one gets

\/§(Vﬂg’“’VU — <m2 + %R)) G(x, x") = —18(x, x').
(261)
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Now we represent (261) as

/dx”ff"(x,x”)S(x”,x’) = —18(x, x") (262)
or, in operator form,
FG=—-1 (263)

(understanding (x|G|x") = G(x, x), etc.), where

Fx,x) =g (ngM”vU - <m2 + %R)) 18(x, x)
(264)

and the function and derivatives in the RHS are understood
to be evaluated at x. Alternatively we represent (261) as

F G(x, x") = —18(x, x"), (265)

where F, is the differential operator acting on 18(x, x") in
the RHS of (264).

C.2 Properties of F

The operator JF in (261) is not selfadjoint. In fact

S'FT = ]/()9:)/(). (266)

This implies that the construction of a Green’s function is not
straightforward. In a stationary background a propagator is
constructed out of modes which are stationary eigenfunctions
(plane waves, at least asymptotically) with real frequencies.
Given the Dirac equation

(Vv +mu=0 (267)

by suitably fixing the gauge for diffeomorphisms, one can
always define a complete set of eigenfunctions with real fre-
quencies, symbolically u; = xe ', u_ = re'®, so that
(understanding the indices and integration over the space
momenta)

v =ura+u_a’, (268)

where a, a' are annihilation, creation operators (see chapter
19 of [6]).
In the same way one can infer the existence of an analo-

gous complete set of solutions, say v, v— of
i(y*V, —m)v =0. (269)

Now, even if F is not self-adjoint, we can construct the
following operator

0F
F = ((ff 0> (270)
which is self-adjoint, and whose inverse is
_(0¢"
g = ( g 0) . (271)



Eur. Phys. J. C (2018) 78:652

Page 21 of 23 652

The mode solutions of F are

() () () (%)

which have all real frequencies. It follows that we can con-
struct the Feynman propagator of F. Following the argument
of [6], end of chapter 20, it has the form

272)

0 ——=—
Fl= ( . ff"’+ze) : (273)
T T+ie 0
Comparing with (271) we get
1
G = (274)

T tie
C.3 Existence of mode functions

The existence of mode functions, i.e. solutions of the Dirac
equation (269) of the type u = x ¢! withreal w, in a station-
ary background, is the basis for the existence of propagators.
In [6] the problem is discussed as follows. One shows that
one can cast (269) in the form

Fu=0 F=ilpn? c 275)
=" ) T Oxk ’
where
. i
B =iny", C= —Zn{y“,wu}- (276)

The important thing is that, in the Majorana representation
of the y matrices, B" is a symmetric matrix, while C is anti-
symmetric, and they are both purely imaginary. By choosing
the gauge 68 =1, ef) = 0 for the vierbein e, the operator F
becomes

1 b
F=-{B,—;—C, 277)
2 ot
where
1 .0
B =1, C=C—--1{B', —}. (278)
2 ox!

Again while B is symmetric imaginary with —i B being pos-
itive definite, C is antisymmetric imaginary. Plugging the
ansatz ug = yxae '“A’ into Fu = 0 one gets the eigenvalue

equation
(C+iwaB)xa =0. (279)

Due to the abovementioned propertis of B and C, one can
find eigenvalues and eigenvectors. The eigenvalues w4 can
be taken real and positive.

C.4 What changes when the background is MAT
In this case the analog of (266) is

Fr=nTFn. (280)

But as above we can proceed to construct the operator

~ (07

F = (;J;T O) (281)

which is self-adjoint, and whose inverse is

G- 05 (282)
“\50)°

Using the same argument as above we can conclude that
1

F +ie

The only delicate point in reaching this conclusion is the

solutions of

G _

(283)

i7"V, u=0. (284)

Equation (269) is real, since the gamma matrices are purely
imaginary. But, in (284), the presence of ys poses a problem.
In a representation in which the gamma matrices are purely
imaginary, the ys is also imaginary, thus Eq. (284) is complex,
and, based on the analogy with the previous subsection, one
cannot be sure a priori that there are real frequency solutions.
However we notice that the operator nf is self-adjoint. This
remark lends us a way out.

Another crucial point is the gauge fixing, so that one can
end up with something analog to (278), in which —i B is pos-
itive definite. As we saw above, this is obtained by choosing
in particular 68 =1, ef) = 0. In MAT the coefficient of yo is
¢}y, which contains also ysc(y . We shall choose ¢fj = 0. As a
consequence the analog of Fu = 0 is Fii = 0 where

~ 1~ 0 ~

F=-{B,—}—C,
2 { at }

where B = B, i.c. symmetric and such that —i B is positive

definite. As for 5 it can be written as

C=0Cu+C,,

(285)

(286)

where @ is imaginary antisymmetric and does not contain
ys, while (/,’: is real, linear in y5 and symmetric. However
altogether it is self-adjoint.

Plugging the ansatz 4 = xae '“4’ into nFii = 0 one
gets the equation

C—o)xa=0 (287)

which is an eigenvalue equation for C. Since the latter is self-
adjoint we know there exists a complete set of eigenfunctions.
This is what we need.

So the remaining question is: is the choice cg = 0 per-
mitted? In order to see this one has to check that the defining
equations (220,221) for the axial-complex vierbein and the
like in Appendix B are still valid. Now, suppose the ordinary
gauge fixed vierbein satisfies such defining equation (which
they do in [5]). Then we can set the axial-imaginary vierbein
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c and ¢! to 0, while preserving the defining relations. In
other words, there is a large gauge freedom, and in particular
we can choose ¢y = 0.
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