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Abstract Recent experiments on n — 37 decays have
provided an extremely precise knowledge of the amplitudes
across the Dalitz region which represent stringent constraints
on theoretical descriptions. We reconsider an approach in
which the low-energy chiral expansion is assumed to be
optimally convergent in an unphysical region surrounding
the Adler zero, and the amplitude in the physical region
is uniquely deduced by an analyticity-based extrapolation
using the Khuri—Treiman dispersive formalism. We present
an extension of the usual formalism which implements the
leading inelastic effects from the K K channel in the final-
state 7wt interaction as well as in the initial-state nm inter-
action. The constructed amplitude has an enlarged region of
validity and accounts in a realistic way for the influence of
the two light scalar resonances f((980) and ao(980) in the
dispersive integrals. It is shown that the effect of these res-
onances in the low-energy region of the n — 37 decay is
not negligible, in particular for the 37° mode, and improves
the description of the energy variation across the Dalitz plot.
Some remarks are made on the scale dependence and the
value of the double quark mass ratio Q.

1 Introduction

The physics of QCD in the soft regime is dominated by the
phenomenon of spontaneous symmetry breaking because of
the presence of three light quarks in the standard model.
The low-energy dynamics can then be described accurately
through an expansion built from a chiral effective theory
(e.g. [1] for a recent review). This approach, which applies
in both the Euclidean and the Minkowski space-times is, to
some extent, complementary to the purely numerical lattice
simulation method. In the effective theory, however, part of
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the information on the non-perturbative QCD dynamics is
contained as sets of values of the chiral coupling constants.
These are not known, a priori, except for their order of mag-
nitude [2] and must be determined as part of the probing of
the effective theory.

In QCD, isospin-breaking phenomena are driven by mg —
m,, the mass difference of the two lightest quarks. For low-
energy observables, an isospin-breaking ratio which conve-
niently absorbs some of the next-to-leading (NLO) chiral
coupling constants was introduced in Ref. [3]

2 2
m5;—m
d u (1)

2 _
Q= T (g £ )2

In general, isospin-breaking effects induced by electromag-
netism are comparable in size to those proportional to
mg — my and their precise evaluation is made difficult by
the poor knowledge of the associated chiral coupling con-
stants [4]. In this respect, the n — 3w amplitude plays
a special role because these electromagnetic contributions
vanish in the SU(2) chiral limit [S] and are thus expected
to be suppressed. This has been confirmed in the work of
Refs. [6,7] who evaluated the contributions proportional to
e*my, e*my.

A number of recent high-statistics experiments have stud-
ied the 379 decay mode of the 1 [8—12] as well as the charged
mode w7~ 70 [13-16]. An extremely precise knowledge
of the energy variation of the amplitudes squared across the
Dalitz plot, which are traditionally represented by a set of
polynomial parameters, has now become available. These
accurate experimental results allow for stringent tests of the
theoretical description of the amplitude which must obvi-
ously be passed before one attempts to determine Q.

The Dalitz plot parameters derived directly from the NLO
chiral amplitude, which was first computed in [17], are in
clear disagreement with experiment.
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For instance, the prediction for the parameter «, involved
in the neutral mode, has the wrong sign. The same problem:s,
essentially, are found in the resummed expansion approach
discussed recently in Ref. [18].

The computation of the amplitude at the next-to-next-to
leading (NNLO) chiral order was performed [19]. The com-
parison with experiment again fails if one assumes a sim-
ple naive model for the O(p®) couplings C; (classified in
Ref. [20]) which are involved as six independent combina-
tions. The n decay amplitude thus contains crucial informa-
tion on the true QCD values of these couplings, which are
essentially not known at present.

One obvious deficiency of the chiral expansion when cal-
culating scattering or decay amplitudes in physical regions
is the lack of exact unitarity (as emphasised e.g. in Ref. [21])
which is restored gradually when going to higher orders. In
the case of n — 3m, a large amount of work was devoted
to the problem of estimating these unitarity, or final-state
rescattering, higher order corrections [22-28].

In the present paper we reconsider, more specifically, the
approach followed in Refs. [22,24,25]. The main underly-
ing assumption is that the chiral expansion of the n —
nt 770 decay amplitude should be optimally converging
in an unphysical region of the Mandelstam plane in the neigh-
bourhood of the Adler zero. The amplitude in the physical
region is then deduced from a well-defined extrapolation pro-
cedure based on the analyticity properties of amplitudes in
QCD, which utilise the set of dispersive equations derived ini-
tially by Khuri and Treiman [29] and perfected in the work of
Refs. [22,24,25]. These equations implement crossing sym-
metry and unitarity in a more complete way than more naive
loop-resummation approaches [26].

In previous work, mm rescattering was assumed to be
elastic. This is essentially exact in the physical n decay
region. However, the dispersive formalism involves integrals
over an energy range extending up to infinity. A property of
the wm scattering amplitude in the isoscalar S-wave is the
sharp onset of K K inelasticity associated with the f;(980)
scalar resonance [30,31]. Because of isospin violation, the
nm — mm amplitude actually exhibits a double resonance
effect from both the f{(980) and the a((980) scalars [32] near
the K K threshold. Our aim is to propose a generalisation of
the Khuri-Treiman formalism which takes into account K K
inelasticity in the unitarity relations for both w7 scattering
and nm scattering (which may be viewed as an initial-state
interaction).

Some approximations will be made, which simplify con-
siderably the practical implementation, such that crossing
symmetry is maintained at the level of the n — 3x
amplitudes but not in the amplitudes involving the KK
channel.

In this multi-channel formalism, the double resonance
effect is taken into account in the dispersive integrals and,
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furthermore, the construction of the n — 37 amplitude
becomes valid in an extended energy region which includes
not only the 1 decay region but also a portion of the nw —
mw scattering region. This will allow us to study how the
energy dependence induced by the two 1 GeV scalar reso-
nances propagate down to the low-energy region and quanti-
tatively affects the Dalitz plot parameters. The fact that these
resonances could be influential at low energy was pointed
out previously in Ref. [33].

The plan of the paper is as follows. We first review
in Sect. 2 the derivation of the one-channel equations in
which the amplitudes satisfy elastic 7 unitarity in the S
and the P-waves. In Sect. 3 we write the unitarity relations
including the 7 and the K K channels. A closed system
of unitarity equations involves, besides n — 3, isospin-
violating components of n7 — KK, nm — KK as well
as KK — KK amplitudes. A multi-channel set of Khuri—
Treiman integral equations is defined such that the solution
amplitudes satisfy these unitarity relations. We then discuss
in Sect. 4 the matching between the chiral expansion ampli-
tudes and the dispersive ones. We adopt a simple approach
which consists in imposing the requirement that the differ-
ence between the chiral NLO and dispersive amplitudes van-
ishes at order p*. This provides four equations which, in
the single-channel case determine completely the dispersive
amplitude provided one had introduced exactly four polyno-
mial parameters in the Khuri—-Treiman representation. This
is generalised to the multi-channel situation, in which one
introduces 16 polynomial parameters. Finally, in Sect. 5, the
results on the Dalitz plot parameters are presented and some
remarks are made on the determination of the quark mass
ratio Q.

2 Khuri-Treiman equations in the elastic
approximation

We recall below how the dispersion-based equations derived
by Khuri and Treiman [29] for K — 3m decay can be gen-
eralised and applied to n — 3, following [22,24,25].

2.1 Single-variable amplitudes for n — 37

As initially demonstrated in the case of 77 — wm ( [34]),
amplitudes involving four pseudo-Goldstone bosons satisfy,
in a certain kinematical range, an approximate representation
in terms of functions of a single variable which have simple
analyticity properties (see [35] for a review). In the case of
n — 3m, and neglecting quadratic isospin breaking, there
are three functions involved [24,25]: My, M, M>. We will
follow the notation of Ref. [25] and write the n — 7+~ 7°
amplitude as
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T ntn—no(s, 1 u) = A(s, 1, u)
2
= e[ Mo(s) = $M2(s) + (s = M (1)
+ (5 = DM @W) + Ma0) + Mo . @)

with an overall factor! €;, which is proportional to the
isospin-breaking double quark mass ratio Q2 given in Eq. (1)

2 22
o Mg — Mz My

e =Q 2K _TrK 3)

t 3J3F2 m2

The Mandelstam variables are defined, as usual, as

S = (Prt+Pr-) t=(py—pat) u=(py—ps-)>,
4)

and they satisfy

1
S0 = —m% + mjo @)

s+t +u=3sp, 3

General analyticity properties imply that n — 3w decay
and nr — mm scattering are described by the same func-
tion in different regions of the Mandelstam plane. The corre-
sponding physical regions are illustrated in Fig. 1. The analo-
gous representation for n — 379 involves the two functions
My and M; only and reads

T, 000 (5, 1, ) = —er [ Mo(s) + Mo(t) + Mo(u)
+4(Ma(s) + Ma(r) + Mz(u))].

The representations (2) and (6) are accurate in regions
of the Mandelstam plane where the imaginary parts of the
partial-wave amplitudes with angular momentum j > 2 in
the s, ¢ or u channels are negligible (compared to those of
the j = 0, 1 partial waves). In the case of n — 37 or nw —
mm, this condition is satisfied in the range where s, ¢, u are
sufficiently small compared with the masses squared of the
tensor resonances, i.e. |s|, |¢], lu] <1 GeV?2. This condition
is also satisfied exactly by the amplitude obtained from the
chiral expansion up to order p® [19]. This will prove very
useful for writing matching conditions.

The functions M;(w) are analytic in w with a cut on the
positive real axis: 4m% < w < oo. Based on Regge theory,
we expect that the functions Mo(w) and M3 (w) should not
grow faster than w at infinity, while M; should be bounded
by a constant. In the one-channel Khuri—Treiman framework,
both My and M, are usually assumed to behave linearly in
w when w — oo. With this asymptotic behaviour, there is

! It is convenient to formally factor out €7, but the amplitude is actually
of the form 7, .3, = €, A+ Am%( B + €% C where e is the electric
charge and Am%( is the physical K — K+ mass squared difference (see
Appendix A).
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Fig. 1 Mandelstam plane showing the physical regions for n — 3
decay and for nw — 7 scattering

a family of redefinitions of the functions My and M, which
leaves the physical amplitude A(s, ¢, u) unmodified [25,36],

Mi(w) — Mi(w) + ay,

My(w) - Ma(w) +az +byw )

(a1, az, by being arbitrary constant parameters), provided one
correspondingly redefines My as

Mo(w) — Mo(w) +aop + bow (8)
with

4 5
ap =~z + 3so(a1 — b2), by = —3a; + gbz , 9)

and using the s + ¢ + u constraint (5). This arbitrariness can
be fixed by imposing the three w = 0 conditions

Mi(0) =0, M0)=0, MO0 =0. (10)
In the coupled-channel set-up, to be discussed below, the
asymptotic condition on My will be modified such that
My (w) goes to a constant when w — oo instead of behaving
linearly. This restricts the allowed redefinitions of My, M, to
those which satisfy a; = 5/9 b. In that case, only the two
w = 0 conditions M;(0) = M>(0) = 0 can be imposed,
while Mé (0) is determined from the equations.

These properties of the functions M lead to the following
dispersive representations:

e st e disc[Mo(s)]
Moy(s) = ap + Bos + ; /;m% S (S/)Z(s/ —5)

Mi(s) = i/ ds’ M
T Jam2 s'(s" —5)

oz s2 [ disc[Ma(s)]
)= o 2 [ 4

Y
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defining
disc[M;(s)] = %(M](S—I-ie) — M;(s —ie)). (12)

2.2 Isospin amplitudes and crossing relations

We choose the following conventional isospin assignment
for the pions and the kaons

T —[11),
70|~ 110),
T~ [1—1)

AWEAWIE
B

Let us consider the amplitudes which correspond to isospin
states of the 7w system,

MU = (| T\ TL). (1

One can express 7,0, r+,- = A(s, f,u) in terms of [ =
0, 2 isospin amplitudes,

L0, by — M2 1 ). (1)

V3 V6

Further relations for the isospin amplitudes can be obtained
using crossing symmetries. Under s — ¢ and s — u crossing
one obtains,

Als, tu) = —

Tyn—n0r- = Alt, s, u)
1
= — MY u) + MET s, 1 w),
ﬁ( ( ) ( )

7;77T+—>7T+n0 = A(u,t,s)

= %(Ml’l(s, tou)+ M>s, t,u).  (16)

Since the isospin-breaking operator in QCD, Hjp =
—1/2(mg — my) Y A3y, transforms as I = 1, I, = 0, one
can use the Wigner—Eckart theorem,

—m' gm

('m| T} jm) = (=D " ( K j) GINTELY AT

which yields the following relations among the M’-%= ampli-
tudes
M 1,1 =M 1,—1

- (18)
M2 = M2 = «/T§M2,0.

One can then express the three independent isospin ampli-
tudes in terms of the function A(s, ¢, u),

@ Springer

MO, 1, u) = — x/g(A(s, t,u)

1
+ §(A(t, s,u)+ Au, t, s))),

MV, 1, u) :%2 (—A(t, s, u) + Au, t,5)),
M>V(s, t,u) :%2 (A(t,s,u) + Au, 1, 5)) . (19)

In the following we will simply denote

M0,0 EMO, M],] EMI, MZ,] EMz, (20)

Inserting the representation (2) we obtain an expression of the
three isospin amplitudes in terms of the one-variable func-
tions My (w)

1 1
MO, 1, u) =3 e [Mo(s) + gMo(l) + £M2(t)

+ %(s — WM (t) + (t < w)],
M (s, t,u) = ? eL[3tMi(s) + %Mo(t)

+ %(s —uw)M (1) — %Mz(t) -t < w),
MP(s, t,u) = — V2 e [Ma(s) + %Mo(t) + éMz(t)

- %(s — WM (1) + (t < w)]. (21)
2.3 Partial waves and elastic 77 unitarity relations

In order to derive expressions for the discontinuities
disc[M/(s)], we must consider partial waves and their uni-
tarity relations. We can define the partial-wave expansion of
the isospin amplitudes as

M (s, tu) = 1671v2) (2 + DMA(s) P;(2), (22)

J

where z is the cosine of the scattering angle in the centre-of-
mass frame of nr — w7, which s related to the Mandelstam
variables by

1 2 2
t,u:z(mn—l—:”mn—s:l:/((s)z) ,

() = /(1 —4m2 /5) 2y (5) (23)

with
Apo(s) = (s — (mp +m)?)(s — (mp —mp)?). (24

From the representation of the isospin amplitudes, Eq. (21)
one easily derives the expression for the partial waves. The
result, for the j = 0, 1 partial waves, can be written as,
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6 R
MO(s) = {;L [Mo(s) + Mo(s)]
T
Ml(s) = 4% () [M1(s) + My (5)] (25)
T

M3(s) = —166—; [My(s) + Ma(s)],

where the functions M (s) are given by linear combinations
of angular integrals of the functions My

.2 20 2
Mo = 3 (Mo) + 5-(M2) +2(s — s0) (M1) + Sk (zM))

KMy =3(zMo) — 5(zMy) + g(s — so)(zM1) + %K(Zle)

A

1 3 1
My =(Mp) + = (M3) — E(S —s0){(M1) — §K<ZM1)’

3
(26)
with the notation [25]
1 1
("M ) (s) = 3 / 1 dz "M (t(s, 2)). 7

Writing unitarity relations, one must first consider the
unphysical situation where the n meson is stable, m, < 3my.
The physical case is defined using analytic continuation in
my, as in the classic derivation of generalised unitarity [37].

The contribution from the s states to the unitarity rela-
tion for the partial wave M 5 reads

Im ./\/l§(s) = disc[Mé(s)] = Uﬂ(s)(fjl(S))*Mg(s) . (28)

with

2
op(s) =41 — 4mTPe(s — 4m3) (29)

and f ].1 (s) is the 7w — s partial-wave amplitude, which
is related to the scattering phase shift by

exp(2i87(s)) = 1+ 2iox (s) f] (s). (30)

The equality between the imaginary part and the discontinu-
ity in Eq. (28) holds when m,, < 3m . For the physical value
of m, the right-hand side of Eq. (28) continues to give the
discontinuity across the unitarity cut, while the imaginary
part must be deduced from the dispersive representation.

2.4 Khuri-Treiman equations in the elastic approximation

In the unphysical situation when m, < 3my, the cuts of
the functions M 1(w) are located in the region Re[w] < 4m721
such that Eq. (25) correspond to a splitting of the partial-wave
amplitudes into two functions which have a separated cut

structure. When the 1 mass is increased to its physical value,
the m% + ie prescription must be used [37] and this ensures
that the complex cut of the M functions, which approaches
infinitesimally close the unitarity cut in the region 4m% <
s < (my — my)?%, remains well separated from it (see Fig. 4
in Ref. [38]). Using the fact that M 1(s) has no discontinuity
across the unitarity cut one can deduce from (28) that the
discontinuities of the functions M/ (s) along 4’"721 <s <00
are given by

disc[M;(s)] = exp(—i](s)) sin 8] ()[M (s+i€)+M; ()],

(D
where j =0 when/ =0,2and j = 1 when I = 1. In the
sequel, we will drop the j subscript in the w7 phase shift.

Equation (31) implies that the functions M; can be written
as Muskhelishvili-Omnes (MO) integral representations,

Mo(s) = Q0(5)| a0 + Bos + (0 + lo()) 5.

Mi(s) = 1) 81+ Hi5)s .

Ma(s) = 2) h5)s?]. (32)
where
ia(s) _ l fOO S/ Sin6a(5 )jwa(s) ’ ng = 6107
7 S IR =)
(33)

and where the Omnes functions €2; are given in terms of the
mr phase shifts by the usual relation,
Q(s) : foo a5 2 (34)
s)=exp|— §'—.
! Pl Sz & O =)

The phase shifts, in the present context, are usually taken to
obey the following asymptotic conditions:

8%0) = 8'(c0) = 7, §%(c0) = 0, (35)

which seem rather natural since these conditions are roughly
satisfied at the K K threshold. In the elastic approximation
framework, one can thus take the phases to be constant or
quasi-constant in the inelastic region, above 1 GeV.

The polynomial part in the MO representation (32) was
chosen to have four parameters. This allows one to define a
unique dispersive amplitude by implementing four indepen-
dent matching conditions with the chiral NLO amplitude.
Taking into account the asymptotic conditions on the phase
shifts (35) one easily sees that the Khuri-Treiman equa-
tions (32) implement the following asymptotic behaviour for
the functions M;:

@ Springer
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My(w) ~ My(w) ~w, Mj(w) ~ constant. (36)
The functions M| also satisfy the w = 0 conditions (10) and
are thus uniquely defined.

3 Beyond the elastic z & approximation

Elastic unitarity for m scattering is valid exactly below the
four pions threshold and approximately up to the K K thresh-
old. Close to 1 GeV, the 7w w phase shift increases very sharply
under the influence of the f{(980) resonance which also cou-
ples strongly to K K. In order to properly account for the
effect of this resonance it is thus necessary to go beyond the
elastic unitarity approximation. We discuss in this section
how to include both the 7 and the K K channels into the
unitarity relations and then generate a generalisation of the
Khuri-Treiman equations. This will allow us to account for
both the fp(980) and the ag(980) resonances in a realistic
way.

3.1 nm contribution to unitarity

Including the nm channel in addition to wm, the unitarity
relation becomes

disc[ M ()] =0 () (f] ())* M (s)
+ oy (M) £ (), (37)

where

VApo(s)

oPo(s) = 0(s = (mp +mg)") Y= (38)
and f}m (s) is the nw — nm partial-wave amplitude. In the
energy region where 1 scattering is elastic, which we will
assume to extend up to the K K threshold, f jm (s) is related
to the scattering phase shift by

exp(ziaj” (5)) = 1+ 2oy (s) f]’.7” (s). (39)

The j = 1 partial wave f;"" corresponds to exotic quantum
numbers j ¢ = 177 and should thus remain rather small up
to the 1 GeV region.” Therefore, 17 rescattering is expected
to affect mainly the two j = 0 amplitudes ./\/18 and ./\/l(z). In
the elastic regime, using Eq. (37) one easily derives that the
relation between the amplitudes on both sides of the unitarity
cut reads

Mi(s —i€) = exp(—2i8" (5)) exp(—2i8]" ()M (s +ie),
(40)

2 A resonance possibly exists in this amplitude [39] with a mass M ~
1.3 GeV.

@ Springer

with I = 0, 2. Comparing with the analogous relation in
the elastic unitarity case (28) one deduces that including the
effect of nm rescattering in the nw — mr amplitude (which
can be viewed as an initial-state interaction) amounts to sim-
ply perform the following replacements in the Omnes repre-
sentations (32):

81(s) = 8'(s) +8]"(s), 1=0,2. (41)

In practice, nrr rescattering is expected to become significant
when the energy approaches the mass of the ap(980) reso-
nance. It becomes necessary, then, to also take into account
the K K channel.

3.2 KK contributions to unitarity

Let us now include the K K states into the partial-wave uni-
tarity relations.

(@ I = 1,j = 1: We are concerned mainly with j = 0
amplitudes but let us consider the j = 1 amplitude M|
here also for completeness. The K K contribution reads

disc[M| () 1k k = o+ go(s)
7 + 20
] i O) I O

(42)

YK+ RO
The amplitude T{’ﬂ BERRRETS isospin violating® and, at

linear order in isospin-breaking, one can set o g+ go(s) =
ok (s). We will denote the amplitudes appearing above
as

+ 0 +_0
T K="y = gl (s),

_ (43)
0

T KK 6 = N ).

(b) I = 2,j = 0: For the /\/l(z) amplitude now, the K K
contribution reads

disc[MG(s)]kk = g+ xo(s)

) X _
x (TOKWO*”*”O(S)) T KR ), (44)

Tn:r+—>K+K0
0

The amplitude is isospin-conserving in this

. .. . . 0 0
case, since j is even while the amplitude TOK TKOonta
is isospin-violating. We will denote the two amplitudes

in Eq. (44) as

x . . 0
3 The amplitudes T;’"+_)K+K are isospin-violating (conserving) for
odd (even) values of j. This can be seen using G-parity: G|(K K )§) =

(—1)1+-f|(1<16)§>. Since I = 1 for KT K°, G = +1 for odd values of
j and —1 for even values while G = —1 for nz.
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+ K+K()
K (s) =g (),

_ (45)
TOK+K0—>JT+JTO(S) = gé?.(s)’

(¢) I = 0, j = 0: Finally, for the /\/l8 amplitude, the K K
contributions to the unitarity relations are

discI M)k x

+ - 0 * 0 +r—
= o) (1777 w) T T )

00 0 * 0 00
o) (137570 0)) Ty K ).

(46)

Let us now separate the isospin-conserving and the isospin
violating contributions. For the kinematical factors, we intro-
duce

ok (s) = S(og+(s) + 0go(s))

: 47)

Aok = 5(0g+(s) — ago(s)).
For the nr® — K+tK~, K°K° amplitudes, the isospin con-
serving part, gg” , was introduced in Eq. (45) and we call the
isospin-violating one J\/(? . One has

1 0_, - 0_, g0f0
ggn(s) _ E (Tonn KtK (s) — Tonn Kk (s))

N(?(S) — % (TOWTO‘)K+K7 (S) + Tor]rrO‘)KOkO (S)> . (48)

For the KK — (zm)° amplitudes, the isospin-conserving
and the isospin-violating amplitudes are denoted as

1 - 0 070 0
I =0-: g(o) _ E (T0K+K — () + T()K K"— () )
1 - 0 050 0
I=1-0: G = 5 A T B
(49)

Using this notation, the K K contributions in the unitarity
relations for the partial waves /\/l5 can be summarised as
follows:

I'=0:discMO(s)Ixx = UK(S)[ (G5°() g0 ()

+(886) NE®)] + Aok [(836)" 8" @]
I =1:disc[M]()lxk = ok (5) (g} ()" N ()
I1=2: disc[M(z)(s)]KK = ok (s) (g(%2(s))>I< ggn (s).
(50)

These contributions involve new isospin-breaking K K —
mm and nr — K K amplitudes: Qéo, Qéz, NY, Nll. In order

Table 1 Isospin-conserving (cons.) and isospin-violating (viol.) ampli-
tudes involving w, w71 and K K channels

Cons. Viol.
T — AT fjl -
nmw — nmw f]ﬁ” _
nmw — T - M;
o nw 1
nw — KK 8 j(even) N](')(even) , N j(odd)
o I 10 12 01
KK — nm 8; Giteven) » Yjteven) » Y (odd)
KK — KK ht HP

to write a closed set of unitarity equations we must also
consider KK — KK amplitudes. For these, the isospin-
conserving/violating components are denoted & 5 , H}-O

K- Kt K- 1
TR K KK (s):E(h(}(s)—l—h}(s)—i—ZH}O(s))

s KOF 1
TR K KR (5 = 3 (h‘}.(s) — h}(s)) (51)
TKK= KR () = % (h56) + ) = 211°(9))

Table 1 summarises our notation for the various amplitudes
involved.

4 Multi-channel Khuri-Treiman equations

4.1 Closed system of unitarity equations

We can now write down a closed system of unitarity equa-

tions. It will be convenient to introduce a matrix notation for
the isospin conserving amplitudes with / =0 and I = 1

o (B80) g (fo s (52)
~\&0 A “\&o o )

The I = 0 amplitude ./\/l(o) is now embedded into a system of
four coupled unitarity equations

MEGE\ e (M G
g ) =T

MY gl 00 ’
1l 0* 1
+<N(§)*H(1)O* ST o ) T

where

£0_ oz(s) O sl _ oyr(s) 0 s
=\ 0 ok =\ 0 oxi) ©Y
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while the 7 = 2 amplitude M3 is involved in a system of
two unitarity equations,

MZ M2 M2*
Im <g33> =0, (f))* <g320> +71's! (g&) . (55

Finally, for the / = 1 amplitude ./\/l% the coupled unitarity
equations read

i (M) 2 (1) o (M (56)
TAM) T el ] N

In the following, however, we will disregard the inelastic-
ity effects for M% and continue to use the elastic unitarity
equation (28) in this case.

4.2 Coupled Muskhelishvili-Omnes representation

The next step is to write each one of the isospin-violating
partial-wave amplitudes as a sum of two functions, one hav-
ing a right-hand cut only and one having a generalised left-
hand cut. For physical mass values, the left and right-hand
cuts of the various partial waves appear to be overlapping, but
it is possible to separate them unambiguously. In the case of
the amplitudes involving the n meson, this is done by using
the mj + i€ prescription. The amplitude KK — KK has
a left-hand cut which extends on the real axis in the range
[—o0, 4m%( - 4m%]. Using the m% + i€ prescription shifts
this cut above the real axis.
For the I = 0 amplitudes one writes

M3 (s) Gi%s)
NY(s) HE(s)

Vee, [ Mo(s) + My(s) Gio(s) + Gro(s) )
= X ~ A
32 No(s) + No(s) Hio(s) + Hio(s)

which generalises Eq. (25), while for the / = 2 amplitudes
one can write

M3(s) er [ Mas) + Ma(s)
> - A . (58)
Gp~(s) 16 \Gia(s) + Gia(s)

One can now employ the standard Omnes method in order to
express the right-cut functions in terms of the left-cut ones.
Introducing the matrix notation

e Mo(s) G1o(s) P Mo (s) Gio(s)
9= Nots) Hios) | MO =\ Roi) Aros)

(59)

@ Springer

the discontinuity relation for the M functions is deduced
from the unitarity relation (53),

disc[Mo(s)] = T (5)2° [Mo(s + i€) + Mo(s)]
+[(Mo(s — i€) + Mo()]=" T'(s5)
+ T (5)ASK T (s), (60)

where

32 0 0
AEK = f6—q AUK (O 1) , (61)

and Aok is given in Eq. (47). Equation (60) generalises the
one-channel discontinuity relation (31).
Let us now consider the following matrix:

X(s) = @ (5)Mo(s) 2 (s), (62)

where €; are the 2 x 2 Muskhelishvili-Omneés matrices cor-
responding to the 7-matrices T ;. Making use of the follow-
ing discontinuity properties of the MO matrices:

Qo(s +ie) =1 +2iT°=NR(s —ie)

=1 =2T"" 27 1Q)(s —ie),
'Q(s+ie)="Ri(s —ie)(1+2ix'ThH

='Q (s —ie)(1 —2is'T™)7 !, (63)

one can express the discontinuity of the X matrix elements
in terms of the M functions and Aok

disc[X(5)] = AX4(s) + AXp(s), (64)
where
AXy =95 (s — ie)[TO*(s)EOMo(s tie) (65)

+ Mo(s — ie)lel(s)]fszl—l(s tie).

An alternative expression for AX, can be derived, using
Eq. (63),
AX, = —{Im (25" (s + ie)] Mo(s) 'R (s + ie)

1 {/ 1 (66)
+ 95 (s — ie) Mo(s) Im [ Q7' (s —|—ie)]},

which shows that it represents the discontinuity of the fol-
lowing quantity:
AX, = —disc[Qy ' (s) Mo(s) 'R (5)] (67)

across the right-hand cut. The quantity A X, is proportional
to Aok and it is given by
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€L

x 5 (s —ie)T""(s) (O 0

0 1) T'(5)' R, (s +ie).
(63)

We can then write a twice-subtracted dispersive representa-
tion for X (s) and generate, via (62), a MO representation for
the M amplitudes

Mo(w) Gio(w)
No(w) Hip(w)
= Ro(w)[ Po(w) + w? Fu(w) + Tr() ]| Riw), (69)

where P is a 2 x 2 matrix of polynomial functions,

a0+ fow + yow? o + 5w + v w?
Po(w) =

ol + B w4y w? ol + Biw + vy w?

(70)
and the integral parts are
i ! / W ) 71)
= — —_— 5.
T S D2 —w) T

One remarks that in the term A X}, the quark mass ratio €,
appears in the denominator and thus cancels with the over-
all factor in the complete amplitudes. This part is driven by
the physical K+ — K mass difference via the Aok function
(see (47)). This mechanism was first studied in Ref. [32] who
predicted that a large isospin violation should take place at 1
GeVinthe nr — mm scattering amplitude, due to the contri-
butions from both the ag(980) and the f,(980) resonances.
The set of equations (69) account for the other sources of
isospin violation as well.

We now consider the case of the / = 2 amplitudes and we
also introduce a matrix notation for the column matrices

_( Ma(s) - Mo(s)
Mo = <G12(s))’ Mo = (él2(S)> 72)

From the unitarity relations including the 7, 77 and K K
contributions we deduce the discontinuity of the M, func-
tions

disc[M>(5)] = 0 (f(5))*(Ma(s +i€) + Ma(s))

/! 7
+T ()T (Ma(s —i€) + Ma(s)). (73)

As before, we introduce a matrix X, multiplying M> by
inverse MO functions,

X, =9 e 'M,. (74)

Its discontinuity relation is expressed in terms of the M,
functions and the MO functions

AXy =976 — iR (s + i) on 3 () Ma(s)

. 75
+T1(s)21M2(s)]. )

An alternative useful expression for AX, can be derived
AX, = —[Im (25 +ie)1R (s +i€)
+Q5 (s — i) Im [2] ' (s + ie)]}Mz(s)
= —disc[25 ' ()R] (5)] M2 (s). (76)

This leads to the following integral MO representation for
the matrix M»:

<M2(w)

Gu(w)) = Q(w)i ()

fz(w) w?
Nk 4 K wt (v + i ) w?

(77)
with
hon) L~ &
(i{ (w)) B /4,,1% R —w) SX2) (78)

Equations (69) and (77) together with the uncoupled
equation for M (32) involve 16 polynomial parameters. The
polynomial dependence was chosen such that the equations
would reduce exactly to the set of elastic equations (32) if
one switches off the coupling to the K K channel as well as
nm rescattering.* One remarks that the asymptotic behaviour
in the coupled-channel equations is modified as compared to
the one-channel case: since the matrix elements of the MO
matrices 7, decrease as 1 /s when s goes to oo the entries of
the M( matrix (thus the M function) behave as constants.
The asymptotic behaviour of M>, in contrast, remains the
same as before.

In addition to the polynomial parameters, the right-hand
side of Egs. (69), (77) involve a number of “hat functions”.
The functions M 1 are determined in terms of the functions
M by the angular integrals (26), but one still needs to deter-
mine the other hat functions 6}10, 1%, 1:110, 6}12, which are
related to the K K amplitudes. For this purpose, one would
have to consider all the related crossed channel amplitudes
and write similar sets of equations (which would introduce
further one-variable functions). Here, since we are mainly

4 The one-channel case is recovered by setting (T'); j = 0 and the MO
matrices to [Rq];; = 8;;(1 + 8;1Q0) and [R1];; = &;;.
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interested in the nm — w7 amplitude we will content with
an approximation for the amplitudes involving the K K chan-
nel, simply neglecting the integrals which involve the left-cut
functions, i.e. we take

G1o=No = Hio=G1p =0. (79)

In support of this approximation, one observes that if one
were to neglect the left-cut integrals in the n — 37 ampli-
tude itself, one would still obtain a qualitatively reasonable
description (e.g. [40]). With this approximation, Egs. (69)
and (77) constitute a closed set of equations which form a
coupled-channel generalisation of the Khuri—Treiman equa-
tions (32) for My and M.

4.3 Matching to the chiral amplitudes

We intend to fix the 16 polynomial parameters by matching
to the chiral expansions of the amplitudes involved. For the
n — 3m amplitude we will use the NLO expansion also
including the part of the electromagnetic contributions of
order ez(md + m,,) from Ref. [6]. This makes it possible to
display explicitly the term induced by the K+ — K° mass
difference via unitarity which, in the dispersive representa-
tion, is contained in the 1 » integrals (see Egs. (68), (71)). The
explicit chiral expressions for the functions M; as used here
are given in Appendix A.

For the isospin-violating amplitudes involving the K K
channel we will use the leading order chiral expansion. At
this order, the partial-wave amplitudes have no left-hand
cut, which is consistent with the approximation of dropping
the left-cut functions in the integral equations. The relevant
expressions (including the O(€?) contributions) are given
below

- V6 (3 1 ,\  2v2éC
G = Sw— o ——,
10(w) Axs (8 w 2’"1<> + 3¢, FA

- V3 3
No(w) = <—Zw+mi),
K (80)
- 4 2C
Hijp(w) = «/_6—6LF_#’
i} V6 (9 3 1 ¢*C
Gpp(w) = <—w - 2)
Ak \ 16 4 K] Jre F?
with

and the coupling constant C can be related to the 7+ — 7
mass difference (see Appendix A).

@ Springer

We implement matching conditions for the n — 3w
amplitude following the simple method of Ref. [38] which
differs slightly from that of Ref. [25].

Let M (s, t,u) be the amplitude computed in the chiral
expansion at order p*. The polynomial parameters of the
dispersive amplitude must be determined such that the dis-
persive and chiral amplitudes coincide for small values of the
Mandelstam variables. At order p* one should thus have

M(s, t,u) — M(s, t,u) = O(p%). (82)

This condition is satisfied automatically for the discontinu-
ities, which implies that one can neglect the discontinuity of
the differences of the one-variable functions M; — M; and
thus expand these differences as polynomials,

Mi(w) — Mp(w) =) A, w" (83)
n=0

(with ng = ny = 2, n1 = 1). Inserting these expansions into
the amplitude difference M (s, f, u) — M (s, t, u) and requir-
ing that the O (p*) polynomial part vanishes gives four equa-
tions. In the elastic Khuri-Treiman framework these deter-
mine the four parameters via the following four equations:

_ 4 _ - - _
ap = Mo(0) + 3 M3(0) 4 350 (M5(0) — M1 (0)) + 955 MST
_ - 5 - e
Bo = M{(0) +3 M;(0) — 3 M2(0) = 950 MST — Q0(0) ag
B = M{(0) — [1(0) + M5"

1 Vi 7 4 “reff 1 " /
=3 My (0) — Ip(0) + 3 M5 — 5520(0)0!0 —24(0) Bo
(84)

with

15" = ~ M3(0) — 1(0) (85)

N =

and one must keep in mind that the integrals I7(0) which
appear on the right-hand sides depend linearly on the four
parameters. In Ref. [25] the first two of Eq. (84) were replaced
by two equations related to the position s4 of the Adler zero
of the chiral amplitude M (s, t, u) along the line ¥ = s and
the value of its derivative at s = s4. We will see below that
Eq. (84) do actually implement these Adler zero conditions to
a rather good approximation. Additionally, approximations
were made in Ref. [25] in the determination of 8; and yy
(yielding e.g. yo =~ 0), the validity of which depends on the
assumed behaviour of the phase 8° in the inelastic region.
Here, the four equations will be solved without approxima-
tion. Doing so, one notes that the polynomial parameters
get an imaginary part from the contributions of the integrals
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i 71(0), which, however, is small (less that 10% of the real
part).

In the coupled-channel case, the matching of the n — 37
amplitude again gives rise to four equations. In addition, we
can match the values at w = 0 of each one of the four K K
amplitudes with the chiral ones given in Eq. (80) as well as
the values of the first and second derivatives (which are van-
ishing). Altogether, this provides 16 constraints which fix all
the polynomial parameters appearing in the coupled-channel
Khuri-Treiman equations. The details of these matching
equations are given in Appendix B.

5 Results and comparisons with experiment
5.1 Numerical method

The main difficulty which is involved in deriving accurate
numerical solutions of the Khuri—Treiman equations is tied
to the evaluation of the angular integrals (z” M) needed to
obtain the hat functions M ; and to the treatment of the sin-
gularities of these functions in the computation of the I
integrals which are finite. These technical aspects are dis-
cussed in detail in Ref. [24]. By a change of variables one
can rewrite the angular integrals as integrals over ¢

1+ (s)

n ] n
(M) = Cs /,m Q21 +5 —3s0)" M (1) dt,
(86)

with

ti(s)—l(3s — s+ 87
= 5Bs0 —s Kk (s)). (87

When s lies in the range (m,, —my)? <s < (my +my)2, the
endpoints ¥ (s) become complex. In fact, using the m,z7 +ie
prescription one sees that t* and ¢~ are placed on opposite
sides of the unitarity cut when s gets larger that (m% —m%) /2.
The integral from ¢~ to t* must then be evaluated along a
complex contour which circles around the unitarity cut of
the functions M. Rather than computing explicitly M (w)
for complex values of w, as in Ref. [24], we follow here the
approach of Ref. [38] which consists in inserting the disper-
sive representations (11) of the M functions into Eq. (86)
and computing analytically the 7 integrals. This makes it pos-
sible to express the functions (z” M) in terms of the discon-
tinuities disc[M;] along the positive real axis. The relevant
formulae are recalled in Appendix C.

The equations are conveniently solved using an iterative
procedure. On the first iteration step, one sets the M; func-
tions equal to zero. Then the i integrals are also equal to zero
and it is straightforward to compute the values of the poly-
nomial parameters from the matching equations and then the

functions M;, G, No, Hio, G2 as well as the disconti-
nuities disc[M;] (which are given from Eq. (31) in the one-
channel case and (60), (73) in the coupled-channel case). The
coupled-channel framework is somewhat more complicated
to handle than the single-channel one, essentially because
the MO matrices do not obey a simple explicit representa-
tion in terms of the 7-matrix elements and must be solved
for numerically, but it does not otherwise involve any specific
difficulty. Then, on each iteration step, one updates the val-
ues of the functions M 7 using disc[M/] from the preceding
step, and then compute the I integrals. Then one updates
the values of the polynomial parameters and derive the new
values of all the functions M;, G, No, Hi9, G1> and those
of discontinuities disc[M[].

Convergence is found to be reasonably fast. Denoting by
M ;") the result obtained at the nth iteration step we can esti-
mate the rate of convergence from the quantity

—1
w M (s)— M)
€ = max 0 .
Ls M[ (S)

(88)

Anticipating on the numerical results to be presented below,
withn = 5,6,7 we find: €® ~4.1073,¢© ~2.1074,
€ ~ 4.1073. The I = 2 amplitude is the one which has
the slowest convergence rate.

5.2 Input I = 0, 1 T-matrices

Above the K K threshold, the S and T matrices are related
by

S=1+2i/ESTVE. (89)

Two-channel unitarity implies that all the 7-matrix elements
are determined from three real inputs: a) the phase of Sy,
b) the modulus of T}, and c) the phase of Tj;. For I =
0 scattering, experimental data exist for these quantities up
to 2 GeV, approximately. We will use here a determination
based on the experimental data of Hyams et al. [41] for the
mrw — m phase shifts and the data of Refs. [42,43] (above
1.3 GeV) for the 7w — KK amplitude.” In the higher-
energy region, a smooth interpolation is performed with the
following asymptotic conditions:

lim 80 o(s) =2, }E‘;JTJSHKIZ(S” =0  (90)

which ensure (in general) the existence of a corresponding
unique MO matrix [45]. Below the K K threshold, a deter-
mination of the phase shift based on the data of Ref. [41]

5 We note, however, that a recent analysis of the 77 Roy equations
in a once-subtracted version [44] shows some tension with the data of
Cohen et al. [42] assuming that it saturates 7 77 inelasticity near the K K
threshold.
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Fig. 2 Tllustration of the / = 0 7-matrix used. The upper figure shows
the 77 77 phase shift (upper curve) and the phase of the 77 — K K ampli-
tude g8 (lower curve). The dotted line is the phase used for computing
the one-channel Omnes function. The lower figure shows the modulus
of gg . The curve is a fit to the data above the K K threshold and an
extrapolation, based on analyticity, below

together with constraints from the 7w Roy equations (in
the twice-subtracted version of Ref. [46]) is performed. It
is assumed that inelasticity can be neglected in this region,
which implies that the phase of the 77 — K K amplitude
coincides with the w7 phase shift (Fermi—Watson theorem).
This allows one to determine the modulus of this amplitude
below the K K threshold [47] where it is also needed. Details
on the parametrisation can be found in Refs. [48,49]. Figure 2
shows the experimental data used and the fitted curves.

In the case of the / = 1 T-matrix, experimental infor-
mation on nm and K K scattering are indirect and far less
detailed than for / = 0. We will rely here on the chiral K-
matrix model proposed in Ref. [50] which provides a simple
interpolation between certain known properties of the promi-
nent / = 1 scalar resonances a((980) and ag(1450) and the
low-energy properties constrained by chiral symmetry. The
T-matrix reproduces, by construction, the nm — nm and
nm — KK chiral amplitudes at NLO (and more approxi-
mately the amplitude K K — K K).
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Fig. 3 TIllustration of the / = 1 T-matrix. The upper figure shows the
nm phase shift and the phase of the 7 — K K amplitude gg” (minus
7). The lower figure shows the modulus of gg” , which is also compared
with the chiral O( p4) result

It depends on the values of the O(p*) chiral couplings:
we use here (as in Ref. [50]) a set of values for these taken
from a p4 fit of Ref. [51]. We note that the value of L3 in this
setis Ly = —3.82 - 1073, We will use this value also in the
computation of the n — 37 amplitude, for consistency.

A further constraint can be implemented by computing the
nm and K K scalar form-factors from this 7-matrix. Chiral
symmetry relates the nm and the K 7 scalar radii, which leads
to the prediction that <r2>§” should be remarkably small,
(rz)gﬂ ~ 0.1 fm?. This small value can be reproduced pro-
vided the phase 8, ¢ raises sufficiently slowly above
the K K threshold. The phenomenological parameters of the
model are also constrained by the properties of the reso-
nances. Figure 3 shows a typical result for the nz phase shift
and for the phase and modulus of the nw — K K amplitude®
which we will use in the present work.

© The phase shown is that of To(pr+ — KTK%) = —gJ" (according
to the isospin convention of Eq. (13)). It satisfies 82719’“5 (May(1450)) =

100°, which corresponds to (r2)%" = 0.12 fm?, within 20% of the chiral
(0] (p4) result.
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Fig. 4 The mx phase shifts used for computing single-channel Omnes
functions for the / = 2 S-wave and the / = 1 P-wave

Finally, the phase shifts which we used for the I = 1
nr P-wave and the I = 2 S-wave, for which inelasticity is
ignored, are shown in Fig. 4. In the energy region /s < 0.8
GeV, these phase shifts are given by the Roy equations solu-
tion parametrisation of Ref. [46]. They are fitted to exper-
imental data from [41] (P-wave) and [52,53] (I = 2) in
the region /s < 1.5 GeV and interpolated to 811(00) =,
83(00) = 0 in the higher-energy region.

5.3 Illustration of the role of the inelastic channels

Results for the » — 37 amplitude obtained from solving
numerically the Khuri-Treiman equations are presented in
Fig. 5, which shows the real part of the amplitude along the
line + = u as a function of s. Let us consider the role of the
inelastic channels in four energy regions

(a) In the neighbourhood of s = 1 GeV? there is a
very sharp energy variation, as one could have easily
expected, induced by the interference of the ap and fo
resonances and the presence of the KK~ and K°K°
thresholds.

Coupled
80 + Uncoupled -------
— Chiral p* ----
S 60 |
Il
E 40 +
= 20k
(0]
4 S N PO —ryrsey
0 Frmmmmemmmem T
20 +
-40 . . .
0.4 0.5 0.6 0.7 0.8 0.9 1 1.1
5 (GeV?)
3
25
2+
=15+
Lot
< 0.5
=0
g ot
0.5 Coupled 1
1 L7 Uncoupled -------- ]
g Chiral p* -———
_15 I I I I I I I
0 005 01 015 02 025 03 035 04
5 (GeV?)

Fig. 5 Real part of the  — 37 amplitude along the r = u line as a
function of the energy s in two different regions. The yellow shaded
area indicate the physical regions for the scattering nz® — 7tz ~
(upper figure) and the decay n — w70 (lower figure). The red
solid curve corresponds to the solution of the coupled-channel Khuri—
Treiman equations and the dashed curve to the single-channel solution.
The blue dash-dotted curve is the chiral O( p4) result

(b) In the region 0.7 < s < 0.97 GeV? the coupled-channel
amplitude displays a large enhancement as compared to
the single-channel amplitude.

(¢) In the lower-energy region, s < 0.7 GeV?, on the con-
trary, the effect of the inelastic channels is to reduce the
size of the amplitude. One also observes that in this region
the influence of the inelastic channels becomes small.

(d) In the sub-threshold region, finally, the coupled-channel
and single-channel amplitudes are essentially indistin-
guishable. This is expected since the amplitudes are con-
strained to satisfy the same chiral matching equations.

It is not difficult to identify the main mechanism which
generates the behaviour described above. For this purpose,
letus consider the i = 1, j = 1 component of the matrix My
and let us absorb the effect of the integrals fa, fa ats =0
into the polynomial matrix, defining

Po(s) = Po(s) + s>(1,(0) + 1,(0)). (91)
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Fig. 6 Components of the Omnes matrices ¢ and 21, which play an
important role (see text)

The real parts of the three components of Py, which are
related to the K K channel, have the following expressions:

Re[Poli(s) >~ 0.15—4.945 — 12.3 2,
Re[Polia(s) >~ —0.81 +5.73 5 + 1.27 52,
Re[Polon(s) >~ 0.89+0.225 — 6.25s2.

92)

These polynomial coefficients are controlled, we recall, by
the matching conditions to the LO chiral nwv — KK,
nm — KK,and KK — KK isospin-violating amplitudes
(see Appendix B). The component Re [ P(]2; is negative in
the region s > 4m]21 and dominates the others in the range
s > 0.2 GeV?2. In fact, the corresponding contribution to M
dominates in the whole region 4m2 < s < 0.95 GeV2. In
this region, the contribution from the inelastic channels can
thus be written approximately as

(M1 =~ (20)12(21)11 (Po + 521, + ib)) 93)

21"

The components of the Omnes matrices which appear in
Eq. (93) are plotted in Fig. 6. The salient feature here is
that the real part of the I = O component (£2¢)12 is positive
at low energy and changes sign’ at s ~ 0.73 GeV?. This
is the main reason why the inelastic channels decrease the
n — 37 amplitude below 0.7 GeV? and increase it above.
This behaviour is enhanced by the / = 1 component (£21)11,
which is larger than 1 (reflecting the attractive nature of the
nm — nm interaction below 1 GeV).

7 The presence of a zero below the K K threshold follows from Watson’s
theorem which is obeyed by the component (£2)2 and leads to the
relation Re (£2¢)12/Im (20)12 = cot 88, This implies that Re (£20)12
vanishes when the phase shift 88 goes through /2.
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Fig. 7 Real part of the n — 777~ 7" amplitude along the ¢ = s line

as a function of s. The yellow shaded area indicates the physical decay
region. The lines are as in Fig. 5
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Fig. 8 Real part of the  — 37 decay amplitude along the r = u line
as a function of s. The lines are as in Fig. 5

The behaviour of the amplitude along the t = s (oru = s)
line, which displays the Adler zero, is shown in Fig. 7. In the
sub-threshold region, the chiral, the single-channel and the
coupled-channel amplitudes are seen to be very close. For
the position of the Adler zero, we find

s§€ = 1.49m2 .
94)

NLO 2 SC 2
Sy =1.42m_,, sy :1.45mn+,

Finally, the results for the n — 37° amplitude are shown
in Fig. 8. The influence of the inelastic channels are seen
to be quite substantial in this case in the whole low-energy
region. One also sees that there is no region in which there is
close agreement between the dispersive and the chiral O (p*)
amplitudes. This, of course, is because of the occurrence of
the combination My(s) + Mo(t) + Mo (u) and the fact that at
least one of the variables s, ¢, u must lie above the w7 thresh-
old, thus generating significant S-wave rescattering chiral
corrections.
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5.4 Dalitz plot parameters

One traditionally describes the Dalitz plot in terms of two
dimensionless variables X, Y such that | X|, |Y| < 1 and the
centre of the Dalitz plot corresponds to X = Y = 0. In the
case of the charged decay amplitude n — 777~ 70, the
variables X, Y are related to the Mandelstam ones by

3

© 2my Q.

3
2m,, 0.

(u—1),

((m,7 —m0)? — s) _1, (95)

with Q. = m; — 2my+ — m_ 0. Assuming charge conjuga-
tion invariance, the amplitude must be invariant under the
transformation X — —X and a polynomial parametrisation
of the amplitude squared can be written as

M.(X,Y)|?
—||MC((0 0))||2 =14+aY+bY +d X+ [ Y +g X*V +- -
C ’

(96)

In the case of the neutral decay amplitude n — 37°, Q. must

be replaced by Q, = m, — 3m o in the definition of X and

Y. Charge conjugation and Bose symmetry imply that the

amplitude must be invariant under the two transformations
2im

z—>zexp(—), z—> —-z7* )
3

with z = X + iY. The amplitude squared can thus be repre-
sented as

M=1+za|z|2+2,31m(z3)+m (98)
|M;,(0,0)? '
A direct comparison of the dispersive amplitudes squared
with the experimental data from KLOE [16] is shown in Fig. 9
and our numerical results for the Dalitz plot parameters are
collected in Table 2. The numbers quoted in the table are
obtained in a way which parallels the experimental determi-
nation: a discrete binning of the Dalitz plot is performed (we
used 1150 bins) and a global least-squares fit of the theoret-
ical (chiral or dispersive) amplitudes squared is performed
using the representations (96), (98). The table also shows the
two most recent experimental determinations [15,16].

It is clear, at first, that the amplitudes obtained from solv-
ing the Khuri-Treiman equations and constrained to match
the chiral NLO amplitudes are in much better agreement with
the experimental results in the physical decay region than the
NLO amplitude itself. In particular, the parameter b, which
was too large by a factor of three is reduced by a factor of two
and the parameter «, which was positive, becomes negative.

o 2 i
I
<
o
s 15 E
2
S f
=
s
— 05 Coupled-channel 1
Single-channel --------
KLOE 16 +——e—
-1 -08 -06 -04 02 0 02 04 06 08
Y
1.1 ‘ ‘ ‘
Coupled-channel
\ Single-channel -------- Y =0.05 /4
o 108 1 KLOE 16 +——
=
S 1.06 + E
S
= 104} .
=
P~
< 1.02 + E
s
= 1L |
0.98 ‘

-08 06 04 02 0 02 04 06 038

Fig. 9 The computed charged amplitudes squared, normalised to 1 at
X = 0,Y = 0.05 are shown along the line X = 0 as a function of
Y (upper plot) and along the line Y = 0.05 as a function of X (lower
plot) and compared with the acceptance corrected results provided by
the KLOE collaboration [16]

This is in close agreement with the results obtained a long
time ago by Kambor et al. [24].

Our main new result is that taking into account the K K
inelastic channels and the effect of nm rescattering has a non
negligible influence on the Dalitz parameters and tends to
further improve the agreement with experiment. The influ-
ence of these inelastic channels for the parameters d and g is
small (less than 5%) but quite significant for the parameter
b, which is reduced by 17% and now lies within 15% of the
experimental value. This reflects the reduction of the ampli-
tude caused by the inelastic effects at low energy discussed
in Sect. 5.3.

Similarly, the parameter « is modified by approximately
20% by the K K inelastic channels and becomes rather close
to the experimental result. The parameter g is the only one
which shows a mismatch, by a factor of two, with the value
measured by KLOE.

Finally, let us consider the sensitivity of the Dalitz plot
parameters to the strength of the n interaction, which is not
precisely known at present. This is illustrated in Table 3. The
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Table 2 Results for the Dalitz plot parameters of the charged and neu-
tral n — 3w decays based on the NLO chiral amplitude (in the form
given in Appendix A with L3 = —3.82-1073) and its dispersive extrap-

olations based on single-channel and coupled-channel Khuri-Treiman
equations and the matching procedure described in the text. The last
two columns show experimental results from Refs. [15,16,54]

n— ntax° oY Single-ch. Coupled-ch. KLOE BESIII

a —1.328 —1.156 —1.142 —1.095(4) —1.128(15)
b 0.429 0.200 0.172 0.145(6) 0.153(17)
d 0.090 0.095 0.097 0.081(7) 0.085(16)
f 0.017 0.109 0.122 0.141(10) 0.173(28)
g —0.081 —0.088 —0.089 —0.044(16) -

n — 707070 PDG

o +0.0142 —0.0268 —0.0319 —0.0318(15)

B —0.0007 —0.0046 —0.0056 -

Table 3 Relative variation of the Dalitz plot parameters from their
central values. Second column: the nm 7T-matrix elements are set
to zero, third column: the nm 7-matrix has larger phase shifts:
8,171% k& Mag1450)) = 180° (instead of 100°) and the scattering
length is )" = 21.6 - 1072 (instead of 13.2 - 10~%)), fourth column
L3 = —2.65- 1073 (from Ref. [55]) instead of L3 = —3.82- 1073

Nonm (%)  Large nm(%) L3z = —2.65-1073 (%)
Aafla)  —0.6 +0.8 +3.9
Ab/Ibl 490 9.6 24
Ad/ld] =07 +0.8 ~13.0
Af/Ifl —63 +6.4 —11.3
Ag/lgl  —02 +0.3 +10.8
Aa/le|  +9.1 9.2 455

table also shows that varying the O (p*) coupling L3 has a
significant influence, in particular on the parameter d.

5.5 The ratio I'(n — 37°%)/T'(n - ntn 70

Let us quote here the results for the ratio of the 37° and the
nt 7~ 7" decay rates

I'(n — 379
I'(n— ata—n%’

(99)

R3n0/n+n*n0 =

We find that the influence of the inelastic channels on this
ratio is very small,

R370 /7+7-70 1.451 (coupled-channel),

R370 )7+ 7-70 ~1.449 (single-channel). (100)
As compared with the chiral O (p*) result
R3720 7+ 7-70 = 1.425 (Chiral NLO), (101)

this ratio is thus predicted to increase under the effect of
the final-state interactions, by roughly 2%. The experimental
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status of this quantity is not completely clear at present, as
the PDG [54] quotes two different numbers

R0 0 = 1.426 % 0.026 (PDG fiv),

= 1.48 £ 0.05 (PDG average). (102)

Besides, the CLEO collaboration [56] has performed an
experiment dedicated to the determinations of the n meson
decay branching fractions and they quote

Rin0jmtn-z0 = 1496 £ 0.043 £ 0.035 (CLEO)  (103)

as the most precise determination of the 37° /7 + 7~ 70 ratio.

5.6 The quark mass ratio Q from the chirally matched
dispersive amplitude

It must first be recalled that, once the electromagnetic inter-
action is taken into account, the quark mass ratio Q is no
longer invariant under the QCD renormalisation group since
the quark mass variation with the scale depends on its electric
charge

dmg (po)
Ho—g = (7P + 2 y 2EP) my (o) .
Ko 302 (104)
ED _ 4
y el = 322 + O(e)
(with e, = 2/3, eq = e = —1/3). This implies the follow-
ing scale variation for the factor €y :

A S ), e*m2). (105)
Mor— =5 —F7— e"(mg —my), e my).
duo ~ 16w2 3,/3F2
It can then easily be verified, using the equations of Appendix
A which include the ezm% contributions [6], that the scale
invariance of the complete NLO chiral amplitude is restored
thanks to the combination of two of the electromagnetic

coupling constants [4], K§ + K7,. Indeed, as shown in
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Refs. [57,58] this combination depends not only on the chiral
scale u but also on the QCD scale ito and satisfies

(106)

0~ (K3 o) + Koo 1)) = > —
duo 2 108 41612

In practice, this means that in order to determine Q (i)
from the n — 3 amplitude we must specify the values of
the electromagnetic chiral couplings K; at the corresponding
scale. We choose here 1o = 0.77 GeV and estimate the val-
ues of the couplings K/ (i, o) from a resonance saturation
model [59]. Such estimates are qualitative at best but it can be
shown, based on general order of magnitude arguments, that
the uncertainty induced on the amplitude should not exceed
a few percent [6,7].

Having verified that the dispersive amplitude is in quali-
tative agreement with experiment concerning the Dalitz plot
parameters, we can make an estimate of the value of Q. In the
present approach, the amplitude in the physical decay region
isderived as a Khuri—Treiman solution uniquely defined from
the chiral NLO amplitude by the set of four matching equa-
tions, and thus has a definite dependence on Q. We can then
estimate the value of Q by the requirement that the dispersive
amplitude reproduces the experimental values of the n — 37
decay widths

Texpln — 77w 7%= (299 £ 11) eV

. (107)
Texpln — 37°] = (427 £ 15) eV

taken from the PDG [54] (constrained fit). Doing this, we
find

tr~70: 0 =21.8 £ 0.2 (single-channel),

Q = 21.6 £ 0.2 (coupled-channel),
0 = 21.9 £ 0.2 (single-channel),
0 = 21.7 £ 0.2 (coupled-channel),

(108)

n—7m

n— 370

where the quoted errors only reflect the experimental ones
on the widths (we comment below on the theoretical error).
This shows that the effect of the inelastic channels on the
determination of Q is rather small, of the order of 1%, and
tends to decrease its value.

The central value of Q is somewhat smaller than the
results which are obtained from lattice QCD+QED simu-
lations of hadron masses: Q = 22.9 £+ 0.4 (Ref. [60]),
Q0 =23.4(0.4)(0.3)(0.4) (Ref. [61]). The error on Q associ-
ated with the phase shifts below 1 GeV is rather small, of the
order of 1%. The error associated with the NLO amplitude,
essentially related to L3, is of the same order. The largest
error arises from chiral NNLO contributions to the ampli-
tude which will modify the determination of the polynomial

parameters via the matching conditions. Assuming that they
induce a 10% relative error in the determination of each one
of the four polynomial parameters «, Bo, y0, f1 and assum-
ing the errors to be independent, gives the following theory
error on Q:
AQp =122 (109)
QO being mostly sensitive to the variation of the first two
parameters «p, Bo. We have also varied the remaining 14
polynomial parameters, assuming a 20% relative error, and
found that they have a much smaller influence.

Within the error (109), the determination based on n —
37 decay is compatible with the lattice QCD results, which
confirms that the size of the NNLO corrections to the 1 decay
amplitude in the sub-threshold region should not exceed 10%.

5.7 Further experimental constraints on Q

Our estimate for the error on Q (Eq. (109)) was based on
a general order of magnitude assumption on the size of the
NNLO corrections to the four leading polynomial parame-
ters.

More precise information on the size of these correc-
tions can be derived by making use of the precise experi-
mental results on the energy dependence across the Dalitz
region, imposing the requirement that the dispersive ampli-
tude reproduces these via a least-squares fit.

Not all the four leading polynomial parameters can get
independently constrained in this way since a ratio of ampli-
tudes is involved. We will make the simple choice to fix one
of them, &g, from its chiral value and to perform a variation
of the three others By, 10, B1-

We will use the latest KLOE experimental data [16] which
consist of a set of amplitudes squared, |Zexp(X;, Y,-)|2, mea-
sured over 371 energy bins in the Dalitz region and satisfying
the normalisation condition
[ Zexp(0, 0.05)> = 1+ 0.01. (110)
We introduce corresponding theory amplitudes 7, (X, Y) =
M.(X,Y)/M.(0,0.05) and define the x? as

=Y

bins

2
(M T (Xi, YOI? = [ Texp(Xi, YDI?)
2
ATep(Xi, )|

(111)

allowing for a floating of the normalisation within the exper-
imental error via a parameter A.

At first, setting A = 1 and computing the x2 with our
chirally matched central amplitude with L3 = —3.82- 1073
we obtain X2 = 3079. If, instead, we use the value recently
derived in Ref. [55] from Kj4 decays: Lz = —2.65 - 1073,
one obtains a significantly reduced result: x> = 714. It
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thus seems reasonable to use this value as a starting point,
which fixes the central value of «g. We have then searched
for a minimum of the x? by varying the real parts of the
three polynomial parameters B, yo, 81 (keeping their imag-
inary parts fixed) and the normalisation A. The other polyno-
mial parameters, in particular «, are kept fixed to their chi-
rally matched value. In this way, we obtain at the minimum:
Xéin = 387, which corresponds to a value per degree of free-
dom xéin /dof = 1.055. The fitted values of the polynomial
parameters differ from the chirally matched values by less
than 5% (the numerical values are given in Appendix D). This
confirms that this difference can be consistently attributed to
chiral NNLO effects.

The theory error in this approach is dominated by the vari-
ation (by 10%) of the single polynomial parameter o (we
have also added an error associated with the input 7'-matrices
and an error from varying the imaginary parts of the poly-
nomial parameters). The error induced by the variation of
the parameters By, Yo, B1 is now computed using the covari-
ance matrix as evaluated by the MINUIT fitting program [62]
(this matrix is given in Appendix D). This error is added in
quadrature with the experimental error on the 77 =7 and
379 decay rates. Finally, the result for the quark mass ratio
as determined from this fitted amplitude can be written as
Ofit = 21.50 £ 0.70¢ £ 0.67cxp. (112)
We find it useful to quote the theoretical and experimental
errors separately since the former is not necessarily gaussian.

Previous determinations of Q which combine chiral con-
straints and fits to Dalitz plot data have been performed
in Refs. [28,63-67]. In the most sophisticated of these
approaches [67], five polynomial parameters are included
in the fit and the effect of the 7+ — 7° mass difference in the
amplitudes is accounted for.

Finally, we quote the values of the 377° Dalitz plot param-
eters which can be predicted from our fitted amplitude

afe = —0.0337£0.0012, Bgc = —0.0054+0.0001. (113)

6 Conclusions

We have proposed an extension of the Khuri-Treiman for-
malism for the  — 37 amplitude which includes the nm
and the K K channels in the unitarity equations in addition
to the elastic 7 channel.

Modulo some approximations (in particular we do not
attempt to impose unitarity in the crossed channels involv-
ing kaons like 7K — wK or nK — mK) the equations
for the one-variable functions My and M, are shown to be
simply replaced by 2 x 2 matrix equations. These are given
in Eqgs. (69) and (77) which involve both the I = 0 and the

@ Springer

I = 1 Omnes 2 x 2 matrices. Equation (69) exhibits explic-
itly the contribution induced by the physical K© — K+ mass
difference via unitarity in integral form.

The amplitudes derived from this extended framework
should be valid in an energy range which covers the physical
decay region and also the physical region of the scattering
nm — m below 1 GeV. Given a fixed number of polyno-
mial parameters, an improved precision at low energy should
result from the fact that the effects of the two prominent light
scalar resonances a(980) and f(980) are taken into account
in the dispersive integrals.

Using four polynomial parameters in the n — 37 ampli-
tude we have reconsidered the idea of performing a prediction
of the amplitude in the physical region as an extrapolation
of the O (p*) chiral amplitude, uniquely defined by fixing all
the polynomial parameters by matching conditions.

These are imposed in the form of a set of equations
which ensure that the differences between the dispersive
and the O(p*) chiral n — 37 amplitude are of order p®
or higher. One verifies then that the chiral and the dis-
persive n — 77~ 70 amplitudes are very close in the
neighbourhood of the Adler zero. These conditions also
ensure, for the charged decay amplitude, that the single and
multi-channel dispersive amplitudes are quasi-identical in
the whole region 0 < s < 4””721’ [t —ul < (my + mn)z. In
contrast, for n — 379, one finds that the unitarity induced
chiral corrections are significant even in the sub-threshold
region.

We have considered the Dalitz plot parameters and we
found that the induced influence of the a(980), fo(980)
resonances is not negligible, in particular for the neutral
mode. The modifications of the parameters, in the coupled-
channel framework, go in the sense of improving the agree-
ment with experiment, in particular for the parameters a,
b, f of the charged mode. The parameter «, for the neu-
tral mode is modified by 20% by the effects of the res-
onances and lies rather close to the experimental value.
The remaining differences between the experimental and the
dispersive-theoretical amplitude suggest that NNLO contri-
butions are needed in the matching conditions, at the 5-10%
level, which seems quite plausible. Some of these NNLO
effects could be accounted for in a more general framework
which would implement both unitarity and crossing symme-
try completely for all the channels involved. This is left for
future work.

The n — 3m amplitudes constructed in the present
approach inherit a well-defined dependence on the quark
mass ratio O from that of the chiral NLO amplitude. We
can then determine Q such as to reproduce the integrated
decay widths. The central value that one obtains is some-
what low compared to the recent determinations from lat-
tice QCD simulations but it is compatible within the uncer-
tainty induced by the NNLO effects in the matching. Some
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knowledge of these NNLO effects seems necessary in order
to improve the precision of the determination of Q by this
method.
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Appendix A: The amplitude y — 77~ at chiral
order p* and 2 p?

We give below the explicit expressions for the three functions
Mj in the chiral expansion at order p* and including e p>
contributions as used in the present work. They are given in
a form which is manifestly scale invariant independently of
the values of m, mg, m,. The amplitude is identical to the
one originally computed in Ref. [17] when ¢? = 0 and the
mgy, mg, m, values in the NLO part obey the Gell-Mann-
Okubo relation Sm% = 4m%< — mjzt Following Ref. [17] the
LEC’s L%, L%, Lg are expressed in terms of the two physical

quantities®
4771%{ m2 — 3m Fx
AGgmo = 2 , Ap= o 1 (A.1)
T

and in terms of the quark mass ratio (ms; + m)/m (see
Ref. [3]). We also include the electromagnetic contributions
of order ¢? p2 evaluated in Ref. [6] which allows one to iden-
tify the piece induced by the physical K+ — K© mass differ-
ence via unitarity. Further electromagnetic corrections which
have been computed in Ref. [7] are not included here. The
expressions for M; given below also implement the w = 0
conditions (10), which simplifies somewhat the writing of
the matching relations.
Using the notation

2 2

m
Rpo = L 10g—§
A my

Apg =mp —mp, (A.2)

8 In Eq. (A.1)m p are QCD masses for which we use the values provided
by the FLAG review [68] m; = 0.1348, mg = 0.4942 and m, =~
my = 0.537862 (all in GeV) which gives Ay o = 0.2068. Also using
Fk / Fy from this review gives Ar = 0.2005. Elsewhere in the chiral
formulae we use F; = 92.21 MeV (from the PDG), m, = 0.13957,
myx = myg+ = 0.493677 GeV and L3 = —3.82 - 1073.

the function My reads

3s —4m? )
Ay

+ g 5 A
Ann’ 3 GMO

Mo(s) =

m
3 GMO T

2 m2 %( 5
+ = J! (O)<m2+3m2——s>
3 Ay F2 777 7 T3
1 m2 m%( A+oR. 4 4 R
T T6x2 Ay 2 oty R
8 2 m?
— = log (m—g) + 24 log (—2'7))
3 ny my
1 4
4+ 16R — R
T 1622 2,0 F2 ( A0 Ko = 57 Rk
miy\ 28 m%
+ 2 log + — log
mK 3 mK
1 2 m?2
smK2 (4 — 2Ry — 12 log <—2'7>>
167T Ay F3 my
1 2

n smz 4 11 +15R
1672 A,y F2 5 R T 5 Rk
2

+7log< >+410g

2
K
1 3m m?
___31 M
T Am Apn F2 ( itam o8 <m%())
2
m 2 - 2 )
+m (5 Ten(s) @m% —6m2 +35)

2 -
=3 ) (m =)
1

+ JE—
B P2

(— l T (5) (m2 — 2s)
3 T T

1 -
@mic —6m3 +35) = = Jxk (s)
Smh —125m% — 65 m? +9s2))

+ AME(s) + AMS(s) + AMS(s). (A3)

The contributions AM{, AM} are induced by the electro-
magnetic interaction and proportional to e,

AT GS) 1 4e*m? (3s 4m2)< QK. — kD)
§) = ——
0 €L 9\/§F7% Anrr 30T
, 3¢ 1
- K5 - K6+K9+K10+2F4 e 2(1+L1<)),
e2C -
AM(s) = PN (@mk =39 Jxk(s)

+3m% J_}(K(O)<§s -

m% - 3mi))

(A4)
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The last contribution, AMS ,is induced by the physical K+ —
K mass difference

1 1
€L 16v/3F2
X (J_KOKO(S) —

AM§(s) = — s(dm% —35)

Tk+k-(5)). (A.5)
The parameters C and K in the above expressions are the
chiral coupling constants Wthh appear at order 2 and 2 p?,
respectively [4]. .

The chiral expression for the function M; reads

2

Ml(t)—lAm:F2< 4L3+1612(1 log(:z_;t)))

1 1 - 2
+ Ann 22 (_ ZJTHT(Z) (4mn —1)

e

1 -
— g Jkr(®) @mi — 1) ) (A.6)

and ithas no electromagnetic contributions. The function Mo,
finally, reads

2 2
_ m-m 2 -
Mar) =1 =K (_Z (0))
A,WFT%( 3 T
LM (+1J (1) (4 3;))
m2 —
A F2\ 76777 K

bt (4 T @2 — 1) @~ 30)
Ayn F2 4 ” K

-
— 5 Jxk(® @m? — 3;)2)

+ AM (1) (A7)
with the electromagnetic contribution
_ 1 ecC -
A (1) = — — (@mk =30 Jkx @
€L 43 FS K KK
— w3 1 T K(O)). (A8)

The coupling C can be simply determined from the 7+ — 7°

mass difference,

5 5 20°C
m 4+ — m 0 —
T kg 2
FJT

+ 0 p?). (A.9)

The couplings K| are expected to have an order of mag-
nitude K/ (u = mp) ~ 1/ (1672) but, otherwise, they are
not precisely known. Fortunately, in the  — 37 ampli-
tude, they appear multiplied by ezm%. This is in contrast to
other isospin-violating observables like m%. . —m? , in which
they appear multiplied by the larger factor ezm%(. A simple
resonance saturation estimate [58,59] gives —2K3 + K4 >~
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—4.0-1073, Ks+ Kg >~ 14.4-1073, K9+ K19 =~ 7.5-1073
(with u = po = 0.77 GeV), which suggests that there are
cancellations in the combination relevant for n — 37

3
—5(—2K§+K£)—K§—Kg+K5+KfO (A.10)
3¢ 1 -3
+2_F;T‘@(1+LK):O‘12'10 . (A.11)

Appendix B: Matching equations

We reproduce below the set of matching relations from which
we determine the set of 16 polynomial parameters of the
Khuri—Treiman coupled-channel equations (i.e. Egs. (69), (77)
and the second one of Eq. (32)). In order to simplify the rela-
tions it is assumed here that the chiral expressions for the
n — 3w functions M; satisfy, as in Appendix A, the w = 0
relations M1(0) = M»(0) = M,(0) = 0. Derivatives at
w = 0 are denoted either by dots or by primes and matrix
elements of the / = 0, 1 MO matrices are denoted here by
ijl) The chiral LO expressions for the K K amplitudes N,
Gm, I-_Ilo and G1, are given in Eq. (80). A first set of five
relations is

af = No(0),
a = G10(0),
afl = Hio(0),
af = G (0),

BX = G1h0) — () + Q@) af (B.12)

Then, introducing the notation

1 .
wﬂzwm—mm
. . 1
2) &) (€9 (@)

+ <—Q( ) QY5 - 5 le> - Q) B, (B.13)
we have
g = Mo(0) + 953 M5 —350Q2() X,
Bo = My(0) — 950 M5 — (27 + Q1)) a0 — 3 o

SO N D )

— Qg +3Q12 5

B1 = M (0) — I;(0) + MS™ (B.14)
and
B = No(0) + (=S — Qi) e’ — 27 a0 — 217 o]

. O . 1 - ()
BS = Gi(0) + (_ng) — D) af — Q5 a0 — @ off
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7 = (1 (0 1 0
By = Hig(0) + () — @5y off — @) g’ — 25 of

L -, 4
- M 0
=3 0+3 > 11(0)
. . 1 .. 1.
0) &) (€8] 0)
+ (‘9‘11 Qy _5911 _5911> o0

. 1 .. . .
1 0 1 1 0
+ (=) -2 go + (_E Q) — Y szﬁf) af
. . . 1.
M) 5G ) &) ) N
—le /30 +(_le Q“ —5912> O[O -

S() &0 H
—Qy; Q) o,

= (0) gN
912 IBO

(B.15)

where f, j denote the matrix elements of the matrix sum 1 ot
1 » (see Egs. (65) (68) (71)). The final four relations read

W = —hi0) + (@) Q0 — ;s'ég% ap — Q2 Bo
— oD a® o8 4 (—a o (@_%Qm)
2o ad + -0 - o) 8
+ (30 - o o) off - )

1 = i)+ (-4 ) - 3 fz;?) a0~ 24} Ao
v (-op el - g - 5a0) of
+(-a - al) 59 - o &g
v (-0 ol - 36 af - i

H s (1) &(0) S &0 , Leao) ¢
Yo = —122(0) — Q5 Q51 o — (sz Q) + 3 Q21) g
) o 1.
O G (1) &) M\ N
— Q1 By + (_921 Q5 — 3 Q21) ay —
Ly M O 1. ©
3 AN + o)l 4+ - > Q) ot

S aN
Q1 By

0
Q) B!

. 1. o 1.
i =50+ (‘2 &) - @ af) - 5 QQ)) oy

+ (-0 —a®) gf.

= (1
— () +

(B.16)

Appendix C: Angular integrals and hat functions

Using the dispersive representations (11) of the functions
M, one can express the angular integrals in the following
form which displays explicitly their singularity when s —
(my — my)2. For I = 0, 2 one has

2R)(s)
(Mp)(s) =ay + ,31(350 ) +
K(s)
- = dt’ disc[M; (1) KO, s),
4m,2Z
Iy Ry 4R} (s)
(zMy)(s) = 6ﬂu<(s)+ w62
S dr’ disc[M; (N KV, s), (C.17)
4m2
where « (s) is given in Eq. (23). For I = 1 one has
2 n+l
(Z"My)(s) = (m) R (s)
- = dr’ disc[M (1)) P (¢, s) (C.18)

4m2

The functions R (s), which control the singularities, arise
from the part of the ¢ integration contour which encircle the
unitarity cut, they are given by

Re [~ (s)] 1 n
Ri(s) =i A dr’ (t’ — 5Gs0— s)) disc[M; (t')]

my
(C.19)
(where 1% (s) is given in Eq. (87)) in the s range
2 2 2 2
E(m,) —my) <s§ < my, — Sm; (C.20)

and R} (s) = 0 otherwise. In particular, no divergence occurs
when s — 4m% ors — (my + my)Z.

The kernels which are needed here are given by the fol-
lowing expressions:

s)—l—I-LL(t s),
T K (s)

2 2 +s5—3s0)
(

PO

PO s) = L(t,s),

SRR

PO 5) = 1 22t +s — 3s0)

3t Kk(s)?

%L(ﬂ,n. (€21
and
KO s) = 3;( T PO, s),
KO s) = 6((/))2 + PO, ). (C22)

The function L(#', s) arises from the parts of the ¢ integra-
tion contour not taken into account in the functions R} (the
function L(¢', s) thus vanishes when s — (m, — my)?, such
that the kernels remain finite) it is given by

@ Springer
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(1) 4m2 <5 < (my —mz)*:

L(t',s) =log(tt(s) —t' +i€) —log(t™(s) —t' + i€).
(C.23)

(2) (my —mﬂ)2 <s< m% — Sm%:

L(t', s)=log(t" (s)—t') — log(3(3so — 5) — t'+ie€)
—log(t™ (s) — t')+log(5(3so — s)—1' — ie).
(C.24)

3) m%—Sm%§s<oo

L(t',s) =log(t' —tT(s)) —log(t' =t (s)).  (C.25)

Appendix D: Supplementary material

The integral equations for the amplitudes M depend linearly
on the 16 polynomial parameters. The matching equations are
also linear. One can then express the amplitudes in which, for
instance, the four leading parameters «g, Bo, yo, B1 are fixed
to some arbitrary values and the remaining 12 parameters are
fixed from the corresponding matching equations in the form
of a linear superposition,

0000 1000 0100
M;(s) = M () + oMM () + Bom "1 (s5)

+ oM™ (5) + MV (). (D.26)

We provide our numerical results for the amplitudes in
which the parameters o, Bo, Yo, B1 are either O or 1 in
five data files: MI_0000.dat, MI_1000.dat, MI_0100.dat,
MI_0010.dat, MI_0001.dat. In each file, the first column is s
(in GeV?) and the other columns are the corresponding real
and imaginary parts of Moy, M and M>. We note that these
amplitudes depend on the energy value E,, above which the
T matrix parameters are set to their asymptotic values. We
take here £z, = 10 GeV. We give below the corresponding
values of the four polynomial parameters for several cases
considered in this paper.

(1) Chirally matched amplitude, L3 = —3.82 - 1073:

ap = —0.69285 +i0.05692,
Po =17.27894 — i 0.64122,
yo = —46.42237 +i1.02473,
B1 = 8.45260 + i 0.27853.

D.27)

@ Springer

(2) Chirally matched amplitude, L3 = —2.65 - 1073:

apg = —0.67534 +i 0.05677,

Bo= 17.0817 —i 0.63953,
Yo = —42.5778 +i 1.02438, (D.28)
Bl = 67383 +i0.27776.
(3) Fitted amplitude:
o = —0.67534 + i 0.05677,
Bo= 17.2280 —i0.63953,
(D.29)

yo = —44.3672 + i 1.02438,
B1 = 6.53640 +i0.27776.

Note that o and the imaginary parts of By, o, f1 are the
same as in 2).

The covariance matrix of the three fitted parameters reads

Bo Y0 Bi
Bo 0.261
) —0.846 2.847
Bi 0.439 —1.439 0.742

and, finally, the value of the normalisation parameter A
(see Eq. (111))is A = 1.009 % 0.001.
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