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Abstract. We formulate real-space dynamical mean-field theory within scattering theory. Thereby the
Friedel sum rule is derived for interacting lattice fermions at zero temperature.

1 Introduction

In a metal the long-range Coulomb potential of a charge
Q is screened by the surrounding conduction electrons.
For free electrons, taking into account that scattering is
restricted to states at the Fermi surface, the screened
potential and the electron density exhibit oscillations in
position space. These “Friedel oscillations” [1–3] around
a charged impurity decay algebraically with distance.
Charge neutrality requires that the number of electrons
Zsc participating in the screening of the electrostatic
potential is equal to the charge of the impurity, i.e.,
eZsc +Q = 0, where e is the electronic charge. The number
Zsc can be positive or negative and denotes the difference
between the number of electrons with and without the
impurity, respectively, i.e., it corresponds to the difference
in the valence of the impurity and the host metal. For non-
interacting electrons, which experience the impurity only
as an additional potential, Friedel proved a theorem which
relates the screening charge eZsc to the scattering phase
shifts in the electron gas [1,2] as

Zsc =
2

π

∞∑
l=0

(2l + 1)φl(εF ). (1)

Here φl(ε) is the scattering phase shift in the angular
momentum channel l at the Fermi energy εF [3]. The
Friedel sum rule (1) allows one to determine the scatter-
ing phase shifts of electrons at the Fermi energy. These
phase shifts can be used to reconstruct both the asymp-
totic form of the wave function and the impurity potential.
In fact, it is often sufficient to know only a few scatter-
ing phases rather than the full impurity potential itself.
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The Friedel sum rule was later reformulated for lattice
systems [4–6], where the angular momentum is not a
conserved quantum number, and also for interacting elec-
trons [7,8], as well as for the single-impurity Anderson
model [9]. Nowadays Friedel oscillations and the Friedel
sum rule play a significant role in many branches of con-
densed matter physics [10,11]. Separate Friedel sum rules
hold for the total excess charge, spin and orbital momen-
tum of the impurity in generic models for impurities in
a metallic host [12]. This concept is particularly rele-
vant for transition metal impurities where the interaction
between d electrons and the s–d hybridization is described
by the Anderson model. Furthermore, one can combine
the Friedel sum rule with the Landauer formula to obtain
a simple mathematical expression for the resistivity in
symmetric molecular conductors which can be measured
experimentally [13]. It can also be used to understand the
transport and thermodynamic properties in mesoscopic
samples connected to leads, such as quantum interference
effects in a single channel quantum wire in the presence of
a point defect [14]. Such studies may be useful for build-
ing future mesoscopic devices. The Friedel sum rule also
finds its application in electronic interferometry to explain
the dephasing in a detector at zero temperature due to
the quantum fluctuations [15]. In particular, the detec-
tion and characterization of Friedel oscillations around
inhomogeneities such as impurities, external interface
potentials, etc., in strongly correlated electron systems
[16] and fermionic cold atoms in optical lattices [17] pro-
vide a deeper understanding of quasiparticle states in
these systems [18].

A general method for the investigation of correlated lat-
tice fermions is the dynamical mean-field theory (DMFT)
[19,20]. The DMFT is a comprehensive, non-perturbative,
and diagrammatically controlled approximation scheme
which allows one to study correlation phenomena even
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at intermediate coupling strengths, such as the Mott–
Hubbard metal-insulator transition. It was originally
formulated for systems with discrete translational invari-
ance. Consequently, the DMFT self-consistency equations
are expressed in Fourier (momentum) space. To take
into account the effect of inhomogeneities which break
this invariance, DMFT was later reformulated in such
a way that the self-consistency equations are completely
expressed in real (lattice) space [21–28]. This new formu-
lation of DMFT is referred to as “real-space dynamical
mean-field theory” (R-DMFT).

In this paper, we develop a scattering formalism for
correlated lattice fermions within R-DMFT [21–28]. This
approach provides a natural setting for analytical and
numerical treatments of inhomogeneous correlated lat-
tice systems. As an application, we generalize the Friedel
sum rule for correlated particles in terms of many-body
states at zero temperature. The Friedel sum rule obtained
thereby is exact within R-DMFT and can serve as a
test for approximations or numerical treatments of the
R-DMFT equations.

2 Inhomogeneous Hubbard model

We consider the inhomogeneous Hubbard model

Ĥ =
∑
ijσ

tij â
†
iσâjσ + U

∑
i

n̂i↑n̂i↓ +
∑
iσ

Viσn̂iσ, (2)

where â†iσ and âiσ are creation and annihilation operators

for fermions with spin σ on lattice site i, n̂iσ = â†iσâiσ is
the particle number operator at this site, tij is the hop-
ping matrix element between the sites i and j with tii = 0,
U is the local Hubbard interaction between fermions of
opposite spins on the same site i, and the last term corre-
sponds to an inhomogeneous external potential Viσ which
is assumed to be local and real.

All one-particle properties as well as the thermodynam-
ics of this model are determined by the one-particle Green
function

Gijσ(τ) = −〈Tτaiσ(τ)a†jσ(0)〉, (3)

where τ is the imaginary time and the Heisenberg picture
is used. The average is taken within the grand canon-
ical ensemble with the temperature T = 1/β and the
chemical potential µ. The Fourier transform yields the
Green function Gσ(iωn)ij with Matsubara frequency ωn =
(2n + 1)π/β. In the following, we only consider systems
without long-range order.

3 Real-space dynamical mean-field theory

The model (2) will now be solved within R-DMFT
[21–28]. For each lattice site i, the cavity method [20] gives
the partition function

Zi = Z(i)

∫
D[aiσ, a

∗
iσ]e−Si[aiσ,a

∗
iσ], (4)

with the local action

Si[aiσ, a
∗
iσ] = −

∫ β

0

dτ

∫ β

0

dτ ′a∗iσ(τ)Giσ(τ − τ ′)−1aiσ(τ)

+U

∫ β

0

dτ ni↑(τ)ni↓(τ), (5)

where Z(i) is the partition function of the system without
site i. The Weiss Green function Giσ(iωn) is related to
the diagonal elements [Σσ(iωn)]ii of the matrix self-energy
and the diagonal elements [Gσ(iωn)]ii of the one-particle
matrix Green function through the local Dyson equation

Giσ(iωn) =
[
[G−1σ (iωn)]ii + [Σσ(iωn)]ii

]−1
. (6)

These equations allow one to determine all diagonal ele-
ments of the matrix Green function at each lattice site. In
real space, the Dyson equation has the form

G−1σ (iωn) = (iωn + µ)1−H0 −Vσ −Σσ(iωn). (7)

Here, we used a matrix (bold face) notation where the
matrix element [Gσ(iωn)]ij is the one-particle Green func-
tion of the interacting electrons propagating from site i to
j, and the matrix element [Σσ(iωn)]ij is the corresponding
self-energy which takes all interaction effects in the system
into account and which is diagonal within the R-DMFT,
i.e. [Σσ(iωn)]ij = δij [Σσ(iωn)]ii. The other matrix ele-
ments are [1]ij = δij , [H0]ij = tij , and [Vσ]ij = δijViσ.
The superscript −1 at a bold face symbol means matrix
inversion.

4 Scattering formulation of the R-DMFT
solution

For a homogeneous system, i.e. when Viσ = 0, the
R-DMFT leads to the same self-energy Σσ(iωn)ij =
δijΣ

0
σ(iωn) on each lattice site. The scalar self-energy

Σ0
σ(iωn) describes all interaction effects in the homoge-

neous system. In an inhomogeneous system, we can split
the matrix self-energy as follows:

[Σσ(iωn)]ij = δijΣ
0
σ(iωn) + δij [∆Σσ(iωn)]ii, (8)

where within the R-DMFT ∆Σσ(iωn) is a diagonal matrix
which takes into account the interaction effects in the pres-
ence of the external potential Viσ 6= 0 [29,30]. This site-
dependent part of the self-energy vanishes when Viσ = 0.
With this separation, we rewrite the Dyson equation (7)
in the form

G−1σ (iωn) = G−1hom σ(iωn)− Ṽσ(iωn), (9)

where the one-particle Green function in the homoge-
neous, interacting system is defined as

G−1hom σ(iωn) = [iωn + µ− Σ0
σ(iωn)]1−H0. (10)
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Here

Ṽσ(iωn) = Vσ + ∆Σσ(iωn) (11)

is a dynamical potential acting on the particles, which is
due to the presence of the external perturbation Viσ and
the electron interaction U . The first term on the r.h.s of
(11), Vσ, is static and may be interpreted as a scatter-
ing amplitude arising from the external perturbation. By
contrast, the second term is due to the screening processes
in the interacting system. Since the dynamical part of the
self-energy vanishes for ωn → ±∞ only the screened static
part of the potential influences the high energy states, i.e.

Ṽσ(iωn → ±∞) = Vσ + U∆N, (12)

where [∆N]ij = δij(n̄iσ − n̄hom σ) ≡ δij∆niσ is a diagonal
matrix describing the deviation of local occupations n̄iσ
with respect to the homogeneous occupation n̄hom σ.

In view of the formal similarity between the relation
(9) and the corresponding resolvent equation in the the-
ory of scattering problems, equation (9) can be solved by
introducing the dynamical T-matrix [29–32]

Tσ(iωn) = [1− Ṽσ(iωn)Ghom σ(iωn)]−1Ṽσ(iωn)

= Ṽσ(iωn)[1−Ghom σ(iωn)Ṽσ(iωn)]−1. (13)

We note that for ωn → ±∞, the T-matrix reduces to the
matrix of the screened external potential, i.e., Tσ(iωn)→
Vσ + U∆N because Ghom σ(iωn) ∼ 1/iωn in this limit.
The solution of (9) then takes the form

Gσ(iωn) = Ghom σ(iωn)

+ Ghom σ(iωn)Tσ(iωn)Ghom σ(iωn). (14)

In the case of non-interacting electrons (U = 0) and an
external potential which is either local or has, at most, a
finite range, the T-matrix (13) has only few non-vanishing
elements. For example, for a point-like impurity potential
Vij = δijδii0V0 located at site i0 there is only a single
non-vanishing matrix element. Then the full Green func-
tion in equation (14) may be obtained simply by algebraic
multiplication of finite matrices. In the interacting case
(U 6= 0), the problem is more difficult since the dynami-

cal potential Ṽσ(iωn) is long-ranged even if the external
potential Vσ is not.

5 Density of states and scattering phase
shifts

The local density of states (LDOS) provides direct infor-
mation about the local occupation of particular lattice
sites. It is given by

ρiσ(ω) = − 1

π
Im [Gσ(ω + iη)]ii, (15)

where the analytical continuation from Matsubara to
real frequencies was performed, i.e., iωn → ω + iη with

η → 0+, and Im refers to the imaginary part. Hence, the
total density of state (DOS) is

ρ(ω) =
∑
iσ

ρiσ(ω) = − 1

π
Im TrGσ(ω + iη), (16)

where the trace (Tr) denotes summation over the diagonal
elements, i.e., over all lattice sites and spin indices. In
particular, we are interested in the changes of the DOS
and the particle number in the system due to the external
potential. With

∆ρiσ(ω) = ρiσ(ω)− ρhom σ(ω) (17)

we compute the change of the DOS

∆ρ(ω) =
∑
iσ

∆ρiσ(ω)

= − 1

π
Im Tr [Gσ(ω + iη)−Ghom σ(ω + iη)] . (18)

Using the identity for the matrix Green function Gσ(z)
of complex argument z (see Appendix A)

TrGσ(z) =
d

dz
Tr ln G−1σ (z) + Tr

[
Gσ(z)

dΣσ(z)

dz

]
(19)

together with equations (8) and (11) and the Dyson
equations (7) and (10), we obtain (see Appendix B)

Tr [Gσ(z)−Ghom σ(z)]

=
d

dz
Tr
[
ln[1− Ṽσ(z)Ghom σ(z)]

]
+ Tr

[
Gσ(z)

dΣσ(z)

dz

]
−Tr

[
Ghom σ(z)

dΣ0
σ(z)

dz

]
. (20)

In terms of the T-matrix (13) this reads

Tr [Gσ(z)−Ghom σ(z)]

= − d

dz
Tr
[
ln[Ṽ−1σ (z)Tσ(z)]

]
+ Tr

[
Gσ(z)

dΣσ(z)

dz

]
− Tr

[
Ghom σ(z)

dΣ0
σ(z)

dz

]
. (21)

Next we define the matrix of scattering phase shifts as

φσ(z) = Im ln[Ṽ−1σ (z)Tσ(z)]

= Arg[Ṽ−1σ (z)Tσ(z)], (22)

where Arg refers to the argument of the complex quan-
tity.1

1 In non-interacting systems this definition of the scattering
phase shifts is equivalent to the standard definition via the scatter-
ing S-matrix. Therefore, these quantities would have the standard
interpretation of phase shifts of the asymptotic wave functions.
In interacting systems such an interpretation is no longer valid
because the asymptotic one-particle scattering states cannot be
defined in general. Nevertheless, the matrix of scattering phase shifts
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The change of the DOS then takes the familiar form

∆ρ(ω) =
1

π
Tr

[
dφσ(ω + iη)

dω

− Im

(
Gσ(ω + iη)

dΣσ(ω + iη)

dω

)
+ Im

(
Ghom σ(ω + iη)

dΣ0
σ(ω + iη)

dω

)]
. (23)

Since Tσ(ω) → Vσ + U∆N for ω → ±∞ the matrix of
scattering phase shifts obeys the limit φσ(ω) → 0 and
likewise ∆ρ(ω) → 02 [34,35]. We note that in the non-
interacting case (U = 0) the standard expression ∆ρ(ω) =

− 1
πTr[dφσ(ω)dω ] is recovered.

6 Friedel sum rule

The change of the local occupation is directly determined
from the LDOS as

∆niσ =

∫ +∞

−∞
dωf(ω)∆ρiσ(ω), (24)

where f(ω) = 1/(exp(βω) + 1) is the Fermi–Dirac func-
tion. At T = 0 equation (24) reduces to

∆niσ =

∫ 0

−∞
dω∆ρiσ(ω). (25)

The integral extends to zero because the chemical poten-
tial is already included in the Green function.

The total change of the site occupations provides the
screening charge Zsc as

Zsc =
∑
iσ

∆niσ =

∫ +∞

−∞
dωf(ω)∆ρ(ω), (26)

where ∆ρ(ω) was defined in the first line of equation (18).
Finally, using (23) the screening charge is found as

Zsc =
1

π

∫ +∞

−∞
dωf(ω)

(
d

dω
Tr [φσ(ω)]

− ImTr

[
Gσ(ω + iη)

dΣσ(ω + iη)

dω

]
+ ImTr

[
Ghom σ(ω + iη)

dΣ0
σ(ω + iη)

dω

])
. (27)

At T = 0 it can be expressed by the scattering phase shift
matrix as

Zsc =
1

π
Tr

∫ 0

−∞
dω
dφσ(ω)

dω
, (28)

introduced here turns out to be a useful object in analyzing corre-
lated many-body systems as will be seen below. The eigenvalues of
the matrix φσ(z) describe (partial) scattering phase shifts in the
diagonal representation, cf. [33].

2 This holds as long as no bound states are formed, cf. [34].

where we used the exact expression due to Luttinger
[36,37]

1

π
Tr

[∫ 0

−∞
dωIm Gσ(ω)

dΣσ(ω)

dω

]
= 0 (29)

based on the conservation of the total number of particles
derived in Appendix C [38,39]. The same relation holds for
Ghom σ(ω). By integration of (28) we obtain the standard
form of the Friedel sum rule

Zsc =
1

π
Tr φσ(0), (30)

where φσ(0) is the scattering phase shift matrix at the
Fermi energy εF [34,35]. The Friedel sum rule is seen to
be an algebraic relation between the screening charge and
the phase shifts even in interacting lattice fermions [7]. To
illustrate this result, we discuss in Appendix D an analytic
solution for a single impurity within a homogeneous self-
energy approximation.

7 Summary and outlook

We reformulated the R-DMFT in the framework of scat-
tering theory by introducing a T-matrix and a dynamical
potential. The latter describes scattering processes due
to an external inhomogeneity Viσ and the interaction U .
This allowed us to rewrite the Dyson equation (7) in a
form which is familiar from scattering theory of quan-
tum mechanics. By defining the matrix of scattering phase
shifts, we derived the Friedel sum rule (which, in princi-
ple, holds for general many-body systems [7]) for the case
of interacting lattice fermions within R-DMFT.

The T-matrix formulation can be used to develop
new numerical approaches to solve or approximate the
R-DMFT equations. For example, when the self-energy
corrections [∆Σσ(iωn)]ii to the dynamical potential (11)
are neglected, one obtains a homogeneous self-energy
approximation for R-DMFT.3 Furthermore, the exact
Friedel sum rule for the lattice problem can be employed
to assess the quality of numerical or approximate solutions
of R-DMFT.

Finally, we note that the algebraic results presented in
Sections 4–6 are in fact valid for an arbitrary exact self-
energy Σijσ(ω) when the latter is written as a sum of
homogeneous and inhomogeneous parts, i.e., Σijσ(ω) =
Σ0
σ(ω)δij + ∆Σijσ(ω). Thereby the Friedel sum rule is

found to be valid for an arbitrary system of correlated lat-
tice fermions in the Fermi liquid state at T = 0. We should
like to stress that our formulation is purely in position
space and does not refer to momentum space at all.

The R-DMFT framework discussed here provides an
efficient tool for determining an approximate self-energy
when the Friedel sum rule holds.

3 For the local impurity potential the matrix elements of the inho-
mogeneous part of the self energy ∆Σσ(iωn) in equation (8) are very
small, i.e., |[∆Σσ ]ii| � |Σ0

σ | on sites which are more than a few lat-
tice constants away from the impurity. Therefore, they are neglected
in the HSEA; see [40].
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Appendix A: Derivation of equation (19)

To derive equation (19), we use the following Jacobi
identity [41] for an invertible finite matrix function B(z):

d

dz
DetB(z) = DetB(z)Tr

[
B−1(z)

B(z)

dz

]
, (A.1)

where Det denotes the determinant. Then, together with

Tr ln B(z) = ln DetB(z), (A.2)

we compute

d

dz
Tr ln G−1σ (z)

=
1

DetG−1σ (z)

d

dz
DetG−1σ (z)

= Tr

[
Gσ(z)

d

dz
G−1σ (z)

]
= Tr

[
Gσ(z)

d

dz
[(z + µ)1−H0 −Vσ −Σσ(z)]

]
= Tr

[
Gσ(z)[1− d

dz
Σσ(z)]

]
. (A.3)

From the linearity of the trace, Tr(A + B) = TrA + TrB,
we obtain equation (19). A corresponding identity holds
for Ghom σ(z).

Appendix B: Derivation of equation (20)

With equation (19) we obtain

Tr[Gσ(z)−Ghom σ(z)]

=
d

dz

[
Tr ln G−1σ (z)− Tr ln G−1hom σ(z)

]
+ Tr

[
Gσ(z)

dΣσ(z)

dz

]
−Tr

[
Ghom σ(z)

dΣ0
σ(z)

dz

]
. (B.1)

Using the identity equation (A.2) together with
DetADetB = Det(AB) we find

Tr ln G−1σ (z)− Tr ln G−1hom σ(z)

= ln DetG−1σ (z)− ln DetG−1hom σ(z)

= ln
[
DetG−1σ (z) DetGhom σ(z)

]
= ln

[
Det

[
G−1σ (z)Ghom σ(z)

] ]
= Tr ln

[
G−1σ (z)Ghom σ(z)

]
. (B.2)

Finally, using equations (7) and (10) we rewrite the last
line of equation (B.2) as

Tr ln
[
G−1σ (z)Ghom σ(z)

]
= Tr ln

[[
(z + µ)1−H0 −Vσ −Σσ(z)

]
·
[
(z + µ− Σ0

σ(z))1−H0

]−1]
= Tr ln

[
1− [Vσ + ∆Σσ(z)]

· [(z + µ− Σ0
σ(z))1−H0]−1

]
= Tr ln[1− Ṽσ(z)Ghom σ(z)], (B.3)

where in the last two steps we used equations (8) and
(11), respectively. Combining (B.2) and (B.3) with (B.1)
we obtain equation (20).

Appendix C: Derivation of equation (29)

To derive equation (29) we consider the following sum

I(T ) = − 1

β

∑
ωn

Tr [Gσ(iωn)

·Σσ(iωn + iδ)−Σσ(iωn)

δ

]
eiωnη, (C.1)

where δ ≡ π/β → 0 when T → 0 and η → 0+. Using the
relation [42]

− 1

β

∑
ωn

g(ωn)eiωnη =
1

π

∫ ∞
−∞

dωf(ω)Img(ω)eiωη, (C.2)

where g(z) is a general function which is non-analytic only
on the real axis (in general it has a branch cut on the real
axis) and f(ω) is the Fermi–Dirac function, we find

I(T ) =
1

π
Tr

∫ ∞
−∞

dωf(ω)Im [Gσ(ω)

·Σσ(ω + δ)−Σσ(ω)

δ

]
eiωnη. (C.3)

At zero temperature we find

I(T = 0) =
1

π
Tr

∫ 0

−∞
dωIm

[
Gσ(ω)

dΣσ(ω)

dω

]
, (C.4)

https://epjb.epj.org/
http://creativecommons.org/licenses/by/4.0


Page 6 of 7 Eur. Phys. J. B (2019) 92: 23

which is the integral in (29).
Furthermore, at T = 0 and after performing an integra-

tion by parts the sum (C.1) takes the form4

I(T = 0) =

∫ ∞
−∞

d(iω)

2π
Tr

[
Σσ(iω)

dGσ(iω)

d(iω)

]
. (C.5)

Since Gσ(iωn) ∼ 1/iωn at large Matsubara frequencies we
see that the boundary terms limω→±∞Gσ(iω)Σσ(iω) =
0. It remains to be shown that I(T = 0) = 0.5

In a normal-state system where the number of particles
is conserved, the particle operator N̂ =

∑
iσ n̂iσ commutes

not only with the total Hamiltonian but also with its
parts, i.e.,

0 = [Ĥ, N̂ ] = [Ĥ0, N̂ ] + [Ĥint, N̂ ]. (C.6)

We will now show that for systems where (C.6) holds
I(T = 0) = 0 in (C.5). Following Fabrizio [43] we con-

sider a unitary symmetry transformation Û(δ) = eiδN̂τ ,

with δ = π/β as before. It is easy to check that Ĥint(τ) =

eĤ0τ Ĥinte
−Ĥ0τ is invariant under this symmetry, i.e.,

Û(δ)Ĥint(τ)Û†(δ) = Ĥint(τ). This implies that the Ward
functional Φ[Gσ], expressed as an infinite sum of time-

ordered integrals of 〈Ĥint(τ1)....Ĥint(τn))〉, is invariant
under this symmetry operation as well.

From the property Û(δ)âiσ(τ)Û†(δ) = e−iδτ âiσ(τ) it
follows that Gijσ(τ) transforms under the symmetry

operation Û(δ) into e−iδτGijσ(τ) and the corresponding
Fourier component Gijσ(iωn) into Gijσ(iωn + iδ). Then
we can compute the difference of the Ward functionals as

∆Φ[Gσ]

δ
=

Φ[Gσ(iωn + iδ)]− Φ[Gσ(iωn)]

δ

=
1

β

∑
ωn

Tr

[
Σσ(iωn)

Gσ(iωn + iδ)−Gσ(iωn)]

δ

]
−−−→
T→0

∫ ∞
−∞

d(iω)

2π
Tr

[
Σσ(iω)

dGσ(iω)

d(iω)

]
= 0, (C.7)

where the last equality follows from the fact that
∆Φ[Gσ] = 0 under the symmetry operation Û(δ) (see the
discussion below (C.6)). Comparing (C.7) with (C.5) we
conclude that I(T = 0) = 0.

The reasoning presented above is based on a conser-
vation law [43]. By contrast, following the approach by
Luttinger and Ward [36], Abrikosov et al. [44] argued from
the point of view of the diagrammatic structure of the

4 We use the relation (1/β)
∑
ωn

= (1/2π)
∑
ωn

∆ωn, where

∆ωn = ωn+1 − ωn = 2π/β, and in the limit β → ∞ (T → 0) we
replace the sum by the integral (1/β)

∑∞
ωn=−∞ →T→0

∫∞
−∞ dω/2π.

5 We note that the standard arguments leading to I(T =
0) = 0 assume the existence of the Ward functional Φ[Gσ ]
as a converged sum of all skeleton diagrams, such that
Σσ(iωn) = δΦ[Gσ ]/δGσ(iωn). It then follows that Φ[Gσ ] =
(1/β)

∑
ωn

Tr[Σσ(iωn)Gσ(iωn)].

Ward functional and its invariance upon a shift of the fre-
quency of the Green functions.6 We see that both points
of view are equivalent.

Appendix D: Analytic solution for a
single-site impurity within a homogeneous
self-energy approximation

As an illustration we consider the scattering from an impu-
rity located at site i = 1, where the interaction is treated
by assuming a homogeneous self-energy, i.e., where the
additional term ∆Σσ(iωn) in equation (8) is neglected
(“homogeneous self-energy approximation” (HSEA)) [40].
Then the dynamical potential (11) is a matrix with only
one non-vanishing element

Ṽσ(ω) =

(
V 0 0 ...
0 0 0 ...
... ... ... ...

)
. (D.1)

In this case, the T-matrix is simply given by

Tσ(ω) =
1

1− V [Ghom σ(ω)]11

(
V 0 0 ...
0 0 0 ...
... ... ... ...

)
,

(D.2)
i.e., also has only one non-vanishing element. Within the
HSEA for the R-DMFT all correlation effects are taken
into account by a single scalar self-energy determined by
the regular DMFT and Ghom σ(ω) = G0

σ(ω+ µ−Σ0
σ(ω)),

where G0
σ(ω) is the non-interacting Green function. Now

the matrix of scattering phase shifts (22) consists of only
one diagonal element

[φσ(ω)]11 = −arctan

(
V Im[Ghom σ(ω)]11

1− V Re[Ghom σ(ω)]11

)
, (D.3)

where Re referes to the real part. The Friedel sum rule
(30) then reads

Zsc = − 1

π
arctan

(
V Im[Ghom σ(0)]11

1− V Re[Ghom σ(0)]11

)

= − 1

π
arctan

(
V ImG0

σ(µ− Σ0
σ(0))

1− V ReG0
σ(µ− Σ0

σ(0))

)
. (D.4)

For non-interacting systems with Σ0
σ = 0, the second

equation in (D.4) reduces to the well-known result found
in the literature, see e.g. reference [32]. For interacting
systems described by the R-DMFT within the HSEA
equation (D.4) is an explicit analytical results for the
Friedel sum rule, which holds even in the presence of
correlations.

6 This is because at T = 0 the integration limits are ±∞, and at
each vertex there is a δ-function with the same number of frequencies
for incoming and outgoing lines.

https://epjb.epj.org/
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