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#### Abstract

PUMA, antiProton Unstable Matter Annihilation, is a nuclear-physics experiment at CERN aiming at probing the surface properties of stable and rare isotopes by use of low-energy antiprotons. Low-energy antiprotons offer a very unique sensitivity to the neutron and proton densities at the annihilation site, i.e. in the tail of the nuclear density. Today, no facility provides a collider of low-energy radioactive ions and low-energy antiprotons: while not being


a collider experiment, PUMA aims at transporting one billion antiprotons from ELENA, the Extra-Low-ENergy Antiproton ring, to ISOLDE, the rare-isotope beam facility of CERN. PUMA will enable the capture of low-energy antiprotons by short-lived nuclei and the measurement of the emitted radiations. In this way, PUMA will give access to the so-far largely unexplored isospin composition of the nuclear-radial-density tail of radioactive nuclei. The motivations, concept and current status of the PUMA experiment are presented.

[^0]
## 1 Introduction

The occurrence of neutron halos was discovered in light-mass nuclei at the limit of nuclear existence, i.e. at the neutron drip line [1]. Historically ${ }^{11} \mathrm{Li}$ was the first halo nucleus discovered ${ }^{1}$, whose structure is understood as a ${ }^{9} \mathrm{Li}$ core surrounded by two neutrons with a large radial extension. Halos are a truly fascinating manifestation of quantum physics. They belong to a subset of clustering [4] for which the probability region of the halo neutrons ranges into a region of space that is classically forbidden. In other words, the neutrons are found well beyond the range of the neutron-core potential [59] and owe their existence to genuine quantum effects. Their properties show universal aspects of few-body systems such as scaling laws $[10,11]$, i.e. they do not encode details of the strong force. This makes atomic nuclei, and more particularly exotic neutron-rich systems, a unique laboratory to study universal few-body phenomena. That said, universal features do not prevent physicists from reaching a true understanding of nuclear halos. This requires both a precise description of nuclear correlations and an accurate accounting of large-distance behavior. Thus, this coincides with one of the greatest challenges of contemporary physics: the treatment of multiple scales. While nuclear modeling efforts are being deployed in this direction, our understanding will only improve by challenging theory with a more complete representation of halo systems from new experimental probes.

Several halos have been identified and characterized from complementary observables, when possible, such as reaction cross sections, neutron transfer, charge and matter radii, elastic and inelastic scattering, Coulomb excitation, delayed beta decay and femtoscopy measurements [12,13]. An overview of the so-far observed (or claimed) halo nuclei is given in Fig. 1. Today, only light halo nuclei up to mass number $\mathrm{A}=$ $8\left({ }^{8} \mathrm{He}\right)$ can be calculated via ab initio techniques where the Schrödinger equation is solved in full with realistic nucleonnucleon interactions. While only $s$-wave halos have been observed so far, $p$-wave neutron halos have also been claimed to appear in very neutron-rich Ne and Mg isotopes from breakup cross section measurements [14,15]. A more direct measurement is needed to confirm the latter conclusions. Although the existence of single-particle halos requires a small centrifugal barrier, their $s$ or $p$ wave dominance might not be a prerequisite as believed so far: a recent study of ${ }^{17} \mathrm{~B}$ [16] showed a large $d$ wave component in the halo, and estimated the $s$-wave contribution to less than $10 \%$.
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Fig. 1 Low-mass region of the nuclear chart. Isotopes marked with a circle correspond to nuclei which show indications of a proton or a neutron halo. While few of the highlighted nuclei have been extensively studied, several of them have been claimed to be halo candidates based on limited experimental evidence


Fig. 2 Theoretical matter, proton, and neutron density distributions for the ground state for ${ }^{17} \mathrm{Ne}$. The Fermionic Molecular Dynamics (FMD) approach reproduces well the large charge radius of ${ }^{17} \mathrm{Ne}$, whose description is consistent with a two-proton halo bound to a ${ }^{15} \mathrm{O}$ core. Figure reprinted with permission from Ref. [20] ©2021 by the American Physical Society

Proton halos are expected to exist and some candidates have been explored experimentally. On the other hand, the protons of the core induce a Coulomb barrier for the proton halo. The tail of the halo wave function is then expected to be suppressed at larger distances, making the halo formation more difficult and preventing it altogether for nuclear charges above $\mathrm{Z} \sim 10-20$. The most prominent cases are the one-proton halo ${ }^{8} \mathrm{~B}$ [17-19] and the two-proton halo ${ }^{17} \mathrm{Ne}$ [20,21]. Theoretical proton and neutron radial densities $\rho$ for ${ }^{17} \mathrm{Ne}$ are shown in Fig. 2.

For medium-mass nuclei, the appearance of halos is predicted by several effective models with outcomes varying from one to another [22-26]. As an illustration, predictions from [22] of neutron halos in medium-mass neutron-rich nuclei quantified through a halo factor $N_{\text {halo }}$ are shown in Fig. 3. $N_{\text {halo }}$ is defined as the amount of neutrons in a nucleus where the one-body matter density of the core nucleus, composed of A-1 nucleons, is less than $10 \%$ of the halo density, following the definition $N_{\text {halo }}=\int_{r_{0}}^{\infty} \rho(r) r^{2} d r$ where $r_{0}$


Fig. 3 Halo factor $N_{\text {halo }}$ characterizing the amount of neutron halo in medium-mass neutron-rich nuclei (see text). Calculations were performed at the mean-field level in the Hartree-Fock-Bogolyubov framework with the Sly4 effective interaction. Figure preprinted with permission from [22] ©2021 by the American Physical Society
is the radius of the core. Calculations were performed for spherical nuclei, near shell closures, with the Sly 4 Skyrme effective nucleon-nucleon interaction [27].

Except for a few works within the Nilsson-model framework [28-30], the role of deformation has been barely studied so far and no data support in a firm way the existence of deformed halos.

A large neutron excess at the nuclear surface is not necessarily a halo and can take the form of a neutron skin. Neutron skins, corresponding to a neutron density higher than the proton density at the surface of the nucleus, have been evidenced in stable nuclei. Neutron skins are so far mostly quantified via their thickness defined as the difference between the neutron and proton distribution rms radius
$\Delta r_{n p}=\left\langle r_{n}^{2}\right\rangle^{1 / 2}-\left\langle r_{p}^{2}\right\rangle^{1 / 2}$.

Thick neutron skins, i.e. thicker than $\sim 0.3 \mathrm{fm}$, were observed in light neutron-rich nuclei. Microscopic models predict the development of thick neutron skins in very neutron-rich medium-mass nuclei [31-39] but no experimental evidence exists so far. An illustration of the spread of predictions by using different Skyrme nucleon-nucleon functionals is shown in Fig. 4. Such thick neutron skins would represent a unique occurrence of low-density pure neutron matter in the laboratory. Using all experimental techniques presently available, it has not yet been possible to determine the neutron skin accurately enough in order to discern the best microscopic theories for proton and neutron distributions. Characterizing the evolution of the neutron skin along isotopic chains towards large neutron excess will represent a new constraint for nuclear structure theories.


Fig. 4 Neutron-skin thickness $\Delta r_{n p}$ calculated for tin isotopes with twenty-three different Skyrme interactions. Figure reprinted with permission from Ref. [38] ©2021 by the American Physical Society

In addition to the many-body problem, the study of neutron skins has been motivated by the nuclear equation of state, a driving component of the structure of neutron stars. In heavy stable nuclei, the difference between the neutron and proton radii is of the order of a few percent [40]. The determination of the neutron skin thickness is indeed precious to learn about the equation of state at low density ( $\rho<\rho_{0}$ ), to give information on the isospin dependence of the nuclear force and to constrain our description of neutron stars [41,42]. The larger the pressure of neutron matter, the thicker is the skin as neutrons are pushed out against surface tension. The same nuclear pressure supports neutron stars against gravity, therefore correlations between neutron skins of neutronrich nuclei and various neutron star properties are naturally expected. The density dependent symmetry term $\varepsilon(\rho)$ of the equation of state gives the cost in energy to separate neutrons and protons. A strong correlation between the so-called slope coefficient of the symmetry energy $L=3 \rho_{0} \partial \varepsilon /\left.\partial \rho\right|_{\rho_{0}}$ and the neutron-skin thickness has already been shown [35] and is illustrated in Fig. 5. According to this correlation, one can constrain the symmetry-energy term of the equation of state. The recent parity-violation electron scattering measurement on ${ }^{208} \mathrm{~Pb}$ from the PREX2 experiment at Jlab gives a neutron skin thickness of $0.283(0.071) \mathrm{fm}$ [43], leading to conclusions on the nuclear equation of state at tension with previous works [44]. Neutrino-nucleus scattering measurements are expected to also give valuable information on the matter radius $[45,46]$. In addition, the magnitude of neutron skins gives insight into the nature of three-body forces in nuclei, the position of nuclear drip lines, and collective nuclear excitations related to the isospin degree of freedom. The best constraint on nuclear forces would come from a systematic study of neutron skins along isotopic chains and for very neutron-rich systems.

The nature of neutron skins in nuclei may not be as simple as described by mean-field approaches. Parity-violating electron scattering analysis [40] as well as predictions from a data-constrained dispersive optical model analysis [47] favor thicker neutron skins than other ab initio predictions and than most microscopic predictions, as well as compared to strongprobe extracted values [48,49]. Spatial correlations including alpha clustering are predicted to take place at sub-saturation densities and therefore at the nuclear surface. It is expected that clustering and the formation of inhomogeneous matter at low densities modifies the tail of the proton density [50]. If such correlations are confirmed experimentally, it would modify our understanding of the symmetry energy of the nuclear equation of state, as compared to calculations assuming a uniform uncorrelated spatial distribution of constituents [51]. Recently, ab initio calculations have been extended to medium-mass nuclei (see [52] for an overview). Calculated binding energies and matter radii of stable nuclei show a systematic discrepancy compared to experiment when the coupling constants of the input two- and three-body interactions are fixed to scattering data and three-body nuclei only. These discrepancies indicate limitations of the most recent ab initio theories, i.e. they fail to grasp enough of the relevant many-body effects in the current power counting schemes of the perturbative expansion [53].

In Sect. 2, we summarize the current knowledge of the formation and decay of antiprotonic atoms and the use of resulting radiations as a probe for nuclear structure. The objectives and the current status of the PUMA main device are described in Sects. 3 and 4, respectively. The installation and optics for PUMA at ELENA and ISOLDE are introduced in Sects. 5 and 7, while details on the transportation of antiprotons from


Fig. 5 Calculated neutron-skin thickness of ${ }^{208} \mathrm{~Pb}$ against the slope $L$ of the symmetry energy for different effective nucleon-nucleon interactions at the mean-field level. Figure reprinted with permission from [35] ©2021 by the American Physical Society


Fig. 6 Matter density distribution of ${ }^{132} \mathrm{Sn}$ (black), obtained from extrapolation of optical model. The theoretical mean radius for nucleon stripping from quasifree scattering (pink arrow) and the expected site of annihilation after antiproton capture (green arrow) are shown. For this estimate, the annihilation profile corresponding to a mixture of antiprotonic orbitals with quantum numbers $(n=8, \ell=7)$ at $90 \%$ and $(n=9$, $\ell=7$ ) at $10 \%$ (green curve) is considered

ELENA to ISOLDE are given in Sect. 6. A summary and perspectives are given in Sect. 8. The material of this article is taken from the PUMA proposal to CERN [54] and from the unpublished PUMA Technical Design Report.

## 2 Antiprotons as a probe for nuclear structure

### 2.1 Previous work and context

For the above reasons, the outer part of the nuclear density in neutron-rich isotopes is of capital interest, although difficult to access experimentally. Indeed, all current techniques to investigate neutron skins and halos are sensitive to the entire density or, in the case of hadronic probes, to the nuclear surface where $\rho \sim \rho_{0} / 2$. In the case of neutron skins and halos, the relevant region of neutron excess takes place in the tail of the nuclear density, i.e. beyond the surface where $\rho \sim \rho_{0} / 2$, a region unexplored so far. The use of low-energy antiprotons as a probe should remedy this lack of experimental information, as further detailed below. As an illustration of the difference between the radial sensitivity of annihilation following antiproton capture and direct nuclear reactions such as nucleon knockout at high beam energies, we illustrate in Fig. 6 the theoretical mean radial position for both processes. While the nuclear reaction is sensitive to the surface of the nucleus, the annihilation is sensitive to its tail, where the skin and halo phenomena prevail. These studies with radioactive ions were first proposed by Wada and Yamazaki [55].

The first nuclear structure experiment with antiprotons was performed at Brookhaven National Laboratory, USA in
the 1970s [3]. Low-energy antiprotons were sent onto targets made of different solid materials $(\mathrm{C}, \mathrm{Ti}, \mathrm{Ta}, \mathrm{Pb})$ and charged pions from annihilation were measured in a bubble chamber where the targets were inserted. Since the electric charge is conserved during the annihilation process, the measurement of the ratio of positive and negative pions should be related to the annihilated neutron-to-proton ratio. Detection efficiency was considered in the analysis, as well as the difference of annihilation probability with protons and neutrons. The later correction term was estimated with ${ }^{12} \mathrm{C}$ as reference. The obtained normalised neutron-to-proton annihilation ratios show values significantly larger than $N / Z$ for all cases, where $N$ is the number of neutrons and $Z$ is the number of protons. The relative excess compared to $N / Z$ was interpreted as an excess of neutrons in the tail of the nuclear density and quantified as a so-called halo factor, as defined in Sect. 1. In the case of ${ }^{208} \mathrm{~Pb}, 2.3(5)$ times more neutron annihilations were observed compared to what one could expect from $N / Z$. Since this pioneer study, antiprotons have been used to investigate the nature of the tail of the nuclear density in stable nuclei.

The initial interpretation of this first work suffered from the lack of a detailed treatment of final-state interactions, as well as the lack of theoretical understanding for the site of the annihilation. These points were partly addressed in the interpretation of later works at the Low Energy Antiproton Ring (LEAR) and the Antiproton Decelerator (AD) at CERN, where the annihilation process from nucleon- and nucleusantiproton collisions were studied. The sensitivity of lowenergy antiprotons to the nuclear density tail of nuclei was demonstrated [56], although a fully microscopic and consistent treatment of the antiproton-nucleus many-body problem still remains to be developed. The major part of nuclear structure studies with antiprotons relied on the detection of X-rays from the decay of antiprotonic atoms [57-59] and $\gamma$ rays from the residual nuclei $[60,61]$. Several of these works aimed at determining the neutron skin thickness of stable nuclei in a model dependent way. In contrast, PUMA aims at characterizing the tail of the nuclear density of radioactive nuclei from the measurement of low-energy-annihilation products.

As of today, no accelerator complex provides low-energy antiprotons to be used as probes for unstable nuclei. Indeed, the use of antiprotons with unstable nuclei requires two largescale facilities, one for the antiproton production and one for radioactive-ion beams (RIB), or a way to bring antiprotons to a RIB facility. This was proposed for FAIR as the FLAIR project [62] but has not been included in the start version of FAIR. The PUMA project aims at bringing stored antiprotons from ELENA [63] to the ISOLDE facility $[64,65]$ at CERN as illustrated in Fig. 7). Its results are expected to provide the necessary inputs to advocate for a low-energy antiproton-


Fig. 7 Itinerary of PUMA from ELENA to ISOLDE at the CERN campus
radioactive ion collider at CERN or FAIR which, in return, may open new perspectives to study nuclear systems.

The physics potential of antiprotonic atoms formed from stable and radioactive ions is larger than the above-mentioned first motivations of PUMA. Ideas about hypernuclei studies and short-range correlations are under investigation [66], while beyond the scope of the present article.

### 2.2 Antiprotonic atoms in a nutshell: from capture to annihilation

Antiprotonic atoms are especially suited to probe the nuclear density at the nuclear periphery, since the antiproton-nucleus annihilation is estimated to take place at about $2-2.5$ fm outside the half-density radius, as deduced from the LEAR/CERN PS209 X-ray experiment [58].

The annihilation of the antiprotons is followed by meson emission, dominated by the emission of pions. The reconstruction of the total charge of the emitted pions allows for the determination of the charge of the annihilated particles, 0 in the case of antiproton-proton annihilation and -1 in the case of antiproton-neutron annihilation. Thus, the distribution of protons and neutrons in the nuclear periphery can be explored through the charge distribution of the emitted pions.

In order to obtain the neutron-to-proton annihilation ratio from the emitted pions, the whole process leading to and after antiproton annihilation must be considered. This process follows three differentiated steps:

- Capture of the antiproton by the atom in an orbital with high energy, after which the antiproton follows a decay cascade until it reaches the nuclear surface.
- Annihilation of the antiproton with one of the nucleons in the nuclear surface, resulting in the emission of mesons, mostly pions.
- Final-state interactions of the emitted pions with the nucleus, which may modify the detected pion distribution.

These steps and their current understanding are described in the following.

### 2.2.1 Atomic capture

Atomic capture of negatively charged mesons and baryons is known to be a non-trivial many-body process involving the long-range Coulomb interaction at low energies. Therefore it has a highly quantum-mechanical nature. Numerous works have explored the capture process, which is similar for all heavy negatively charged particles ( $\mu, K^{-}, \bar{p}, \ldots$ ), starting with the early works of Fermi and Teller [67], up to recent semiclassical [68], quantum-mechanical [69] and hybrid calculations [70]. A recent report on capture of exotic particles can be found in [71].

The capture process can be summarized as follows: an antiproton with an energy close to the ionization energy of an atom interacts strongly via Coulomb interaction with the most weakly-bound (valence) electron of the atom, resulting the ejection of the valence electron from the atom, due to the large mass difference between the electron and the antiproton. The antiproton is left in a bound state with a binding energy similar to that of the ejected electron, which corresponds to a principal quantum number of $n_{c} \sim n_{0}=$ $\sqrt{M^{*} / m_{e}} n_{e}$, where $M^{*}$ is the reduced mass of the antiprotonnucleus system and $n_{e}$ is the principal quantum number of the valence electron. The angular momentum of the captured antiproton $l$ is in general assumed to follow an almost statistical distribution $\left(P(l)=(2 l+1) e^{\alpha l}, \alpha \leq 0.2\right)$ [72]. This shows a qualitative agreement with recent theoretical calculations, as shown in the top panel of Fig. 8, which corresponds to the capture of muons by Ne .

State-of-the-art theoretical calculations [73] (shown in the bottom panel of Fig. 8) predict non-negligible capture cross sections for energies above the ionization potential of the colliding atom, the cross section increasing with the number of protons. This process can be understood as the antiproton colliding with multiple electrons before capture and losing more energy than with only one collision. Unfortunately, the dependence of the capture cross section on the collision energy has not been experimentally determined. Given the expected energies of the ion beams to be used with PUMA, the capture cross section energy dependence may introduce some uncertainties in the yields obtained. As a first approximation to address the capture cross section energy dependence, a parametrization of the results in [68] for radioactive


Fig. 8 (Top) $P(l)$ distribution from semiclassical calculation (bins) and phenomenological fit (dashed line). Figures reprinted with permission from [74] @2022 by the American Physical Society. (Bottom) Antiprotonic capture cross sections as function of center of mass energy for He (circles), Ne (squares), Ar (up triangles), Kr (down triangles), Xe (diamonds). Figures reprinted with permission from [73] @2022 by the American Physical Society
ions as a function of energy $E$ and atomic number $Z$ will be employed. This parametrized energy-dependent cross section will be convoluted with the expected energy distribution between antiprotons and ions in order to obtain the optimal energy range for the ion beams, within the limitations of the beam settings. Conversely, the yields from PUMA may provide missing experimental data about the energy dependence of the capture process in the range of $10-100 \mathrm{~s}$ of eV .

### 2.2.2 Atomic cascade through the electron cloud

After capture, the antiproton cascades to lower levels through the electron cloud by successive Auger and radiative transitions. The value of $n_{c}$ at this stage is large ( $n_{c} \sim 100$ ), so annihilation of the antiproton by the nucleus is negligible. Due to the large value of $n_{c}$, the most likely transitions


Fig. 9 Scheme of the antiprotonic decay in a light $Z$ atom in PUMA. Figure inspired from that in [77]
$n_{c} \rightarrow n_{c}-1$ are Auger transitions, which result in the emission of low-energy electrons, difficult to measure, so this step of the cascade is difficult to characterize experimentally, and there are extremely few experimental publications on the Auger spectra at this stage of the cascade [75].

The LEAR/CERN PS175 experiment has been able to measure the intensity of various X-ray spectra of three noble gases: $\mathrm{Ar}, \mathrm{Kr}$ and Xe , in the energy region corresponding to this stage of the cascade [76]. The occurrence of Auger transitions could be observed indirectly by the variation of the intensity of the peaks, while the peaks were found to correspond to transitions between orbits embedded in the electronic cloud via comparison with multiconfiguration DiracFock (MCDF) calculations.

The findings in this experiment are relevant for the PUMA project, as both consider low-density environments, where the refilling (capture of electrons from surrounding atoms and "refill" of vacancies left by ejected Auger electrons) can be neglected. Refilling is known to play an important role in the population of the different antiprotonic orbitals so experimental data in a similar electron refilling regime would set a useful benchmark for the calculations to be performed for PUMA.

### 2.2.3 Atomic cascade after the electron cloud

After going through the electron cloud ejecting most electrons from the atom, the antiproton continues to cascade down, through radiative transitions. Radiative transitions with $\Delta n_{c}>1$ lead to an increase in population of the so called "circular states" $\left(n_{c}, l=n_{c}-1\right)$ [77], which reduces the sensitivity to the previous distribution of states $P\left(n_{c}, l\right)$ populated through capture and the previous steps
of the cascade. This stage of the cascade is dominated by high-energy X-rays which can be measured very precisely, so a robust understanding of this stage has been developed, with codes able to reproduce it with significant precision [78,79]. A member of PUMA was involved in the development of [78], which was used in the analysis of the experiment LEAR/CERN PS209 [58]. For this analysis, the initial population distribution was assumed to have the quasistatistical shape $P\left(n_{c}, l\right)=(2 l+1) e^{\alpha l} . n_{c}$ was taken to be 20 , far from the K-shell electron orbitals. The parameter $\alpha$ was established to be $0.1-0.2$ for the studied nuclei, with a $10 \%$ statistical uncertainty. As mentioned above, PS209 showed that antiproton annihilation explores mainly distances $2-2.5$ fm beyond the nuclear surface, with a systematic difference between proton and neutron radii across the nuclear chart. A schematic of the overall cascade process is presented in Fig. 9.

Based on the previous analysis, we plan to perform cascade calculations using the recently constructed cascade code by Koike [80] together with the code [78].

We will first use the conventional local form for the antiproton-nucleus potential $V_{\mathrm{opt}}$ [81]:

$$
\begin{align*}
2 \mu V_{\mathrm{opt}}= & -4 \pi\left(1+\frac{\mu}{M} \frac{A-1}{A}\right) \\
& \times\left[b_{0}\left(\rho_{n}+\rho_{p}\right)+b_{1}\left(\rho_{n}-\rho_{p}\right)\right] \tag{2}
\end{align*}
$$

where $\mu$ is the reduced mass of antiproton and nucleus, $A$ the nuclear mass number and $M$ the nucleon mass. $\rho_{n}$ and $\rho_{p}$ are the neutron and proton densities, normalized to the neutron $N$ and proton $Z$ numbers respectively. The same parameters $b_{0}$ and $b_{1}$ from PS209 [58], used to study the "halo factor" [72]
$f_{\text {halo }}=\frac{N(\bar{p} n)}{N(\bar{p} p)} \frac{Z}{N} \frac{\operatorname{Im}\left(a_{\bar{p} p}\right)}{\operatorname{Im}\left(a_{\bar{p} n}\right)}$,
can be used. The first term of the right-hand-side of Eq. (3) is the ratio of annihilation events for neutrons divided by the annihilation events for protons, while the third one is the ratio of the imaginary part of the scattering lengths for antiprotonproton and antiproton-neutron interaction, corresponding to $b_{0}-b_{1}$ and $b_{0}+b_{1}$ respectively. We expect this parameterization of the annihilation process to be insensitive to the nature of the nuclear cascade, so the parameters from PS209 should be applicable for PUMA.

Other inputs in the cascade calculation are:

1. $P\left(n_{c}, l\right)$ : the initial distribution of the antiproton,
2. the Auger transition rates,
3. the refilling rate which is zero in the case of PUMA.

Table 1 Pion final states for antiproton-proton [83] and antiproton-neutron [84] annihilation. Not all decay channels are shown and, thus, the below branching ratios do not sum up to $100 \%$

| Antiproton-proton |  | Antiproton-neutron |
| :--- | :--- | :--- |
| Pion final state | Pranching | Pion final state |
| $\pi^{0} \pi^{0}$ | 0.00028 | $\pi^{-} \pi^{0}$ |
| $\pi^{0} \pi^{0} \pi^{0}$ | 0.0076 | $\pi^{-} k \pi^{0}(k>1)$ |
| $\pi^{0} \pi^{0} \pi^{0} \pi^{0}$ | 0.03 | $\pi^{-} \pi^{-} \pi^{+}$ |
| $\pi^{+} \pi^{-}$ | 0.0032 | $\pi^{-} \pi^{-} \pi^{+} \pi^{0}$ |
| $\pi^{+} \pi^{-} \pi^{0}$ | 0.069 | $\pi^{-} \pi^{-} \pi^{+} k \pi^{0}(k>1)$ |
| $\pi^{+} \pi^{-} \pi^{0} \pi^{0}$ | 0.093 | $\pi^{-} \pi^{-} \pi^{-} \pi^{+} \pi^{+}$ |
| $\pi^{+} \pi^{-} \pi^{0} \pi^{0} \pi^{0}$ | 0.233 | $\pi^{-} \pi^{-} \pi^{-} \pi^{+} \pi^{+} \pi^{0}$ |
| $\pi^{+} \pi^{-} \pi^{0} \pi^{0} \pi^{0} \pi^{0}$ | $\pi^{-} \pi^{-} \pi^{-} \pi^{+} \pi^{+} k \pi^{0}(k>1)$ |  |
| $\pi^{+} \pi^{-} \pi^{+} \pi^{-}$ | 0.028 | $\pi^{-} \pi^{-} \pi^{-} \pi^{-} \pi^{+} \pi^{+} \pi^{+} k \pi^{0}(k \geq 0)$ |
| $\pi^{+} \pi^{-} \pi^{+} \pi^{-} \pi^{0}$ | 0.069 | 0.169 |
| $\pi^{+} \pi^{-} \pi^{+} \pi^{-} \pi^{0} \pi^{0}$ | 0.196 | 0.0023 |
| $\pi^{+} \pi^{-} \pi^{+} \pi^{-} \pi^{0} \pi^{0} \pi^{0}$ | 0.166 | 0.17 |
| $\pi^{+} \pi^{-} \pi^{+} \pi^{-} \pi^{+} \pi^{-}$ | 0.042 | 0.397 |
| $\pi^{+} \pi^{-} \pi^{+} \pi^{-} \pi^{+} \pi^{-} \pi^{0}$ | 0.021 | 0.042 |

### 2.2.4 Annihilation

The antiproton nucleon annihilation is a complex QCD process [82]. The final state results mostly in the production of pions. Branching values of final states after antiprotonnucleon annihilation have been measured [83,84]. The main decay channels are listed in Table 1.

### 2.2.5 Final-state interactions

Since the annihilation takes place in the vicinity of the nucleus, pions produced after the annihilation may re-interact with the residual nucleus with a variety of processes including absorption and charge exchange, generally labelled as Final-State Interactions (FSI) [85]. The interaction probability of the pions in the final state with the residual nucleus follows a geometrical solid-angle dependence [86].

As a phenomenological model of the FSI, the so-called four-parameter model was proposed by Wycech [87]. This model introduces parameters $\lambda^{ \pm}$and $\omega^{ \pm}$, which represent the reaction probabilities of following FSIs: $\pi^{0}$ reacts with a residual nucleus and exchanges charge to become $\pi^{ \pm}\left(\lambda^{ \pm}\right)$, and $\pi^{ \pm}$loses its charge by absorption or charge exchange $\left(\omega^{ \pm}\right)$. The emitted pions have an average kinetic energy of about 500 MeV . In this energy region, pions can be considered to react with the residual nucleus at most once. Analyses of previous experimental data for stable nuclei have shown that the model parameters ( $\lambda^{ \pm}$and $\omega^{ \pm}$) are in the range of $0.1-0.2$.

Since the electric charge of the primary pions is distorted by the effect of the FSI, it is not possible to determine the annihilation partner of the antiproton for each annihilation
event. Wada and Yamazaki [88] proposed a method to determine the neutron-to-proton annihilation ratio by applying statistical analysis to multiple annihilation events. However, this method assumes knowledge of the strength of the FSI, which depends on the annihilation radius and the neutron and proton distribution on the surface of the nucleus, resulting in model dependence. We are developing a method using deep learning to determine the neutron-to-proton annihilation ratio from experimental data without a priori knowledge of the FSI [89]. The objective of PUMA is to reach a sensitivity better than $10 \%$ in the neutron-to-proton annihilation ratio.

### 2.3 Theoretical challenges and foreseen developments

With respect to a microscopic description of the antiprotonic atoms with halo nuclei and the subsequent annihilation, the challenges are twofold. First, one must achieve a precise description of exotic halo-nuclei and, in particular, of the tail of the nuclear-halo density distribution. The second concerns the precise determination of the complex energy shifts of the low-lying $\overline{\mathrm{p}}$-A Coulomb-like resonant states with energies $E_{\alpha}=E_{R}-i \Gamma / 2$ from where the annihilation of the captured antiproton takes place. These differences with respect to pure Coulomb states are a consequence of the strong and annihilation $\mathrm{N} \overline{\mathrm{N}}$ forces which shift and broaden the Coulomb orbits. They are defined as
$\Delta E_{\alpha}=E_{\alpha}-E_{C}=\Delta E_{R}-i \frac{\Gamma}{2}$,
where $E_{C}$ is the Coulomb energy of the two-body $\overline{\mathrm{p}}$-A atom assuming a pointlike nuclear target. It is given by
$E_{C}=-\frac{R_{y}}{n^{2}}, \quad R_{y}=\frac{1}{2} \mu_{p A} c^{2} Z \alpha^{2}$,
where $Z$ is the nuclear atomic number and $\mu_{\bar{p} A}$ the antiproton-nucleus reduced mass. These level shifts represent a small fraction of the Coulomb energies ( $10^{-2}$ for $S$-waves, $10^{-6}$ for P-waves) and thus require an accurate solution of the A+1 many-body problem. It is worth pointing out that despite the smallness of the strong corrections $(\Delta E / E \ll 1)$, the quantum mechanical problem is non-perturbative.

During the first stage of the program we have considered and compared the existing NN̄ interaction models. They might be classified into two groups depending on the way they model the annihilation process, i.e. Optical Models (OM) or Unitary Coupled-Channels Method (UCCM).
From the optical models side, these are: Dover-Richard [90], Khono-Weise [91], Paris potential [92] and the recently developed chiral effective field theory inspired Jülich potential by Haidenbauer and collaborators [93]. Alternatively to optical potentials used to simulate the absorption towards the annihilation channels, one can use physical meson channels in the UCCM. The latter can lead to substantial differences with the former concerning the short range part of wave function.
Our interest is first to understand the stability of the theoretical predictions with respect to the model used for the annihilation process for the simplest antiprotonic systems, e.g. the protonium [94]. To do so, we have computed the lower $\overline{\mathrm{p}}$-p orbits with the different potentials as well as the corresponding annihilation densities $\gamma_{\alpha}(r)$ for the lowest states. This quantity is the spatial probability distribution of the annihilation process and its integral provide the total width of the sate. They can computed from wave function $\Psi_{\alpha}$ of the $\overline{\mathrm{p}}-\mathrm{A}$ resonant state and from the annihilation potential. In the OM case, it reads
$\left.\Gamma_{\alpha}=\int_{0}^{\infty} \gamma_{\alpha}(r) d r \quad \gamma_{\alpha}(r)=2 \operatorname{Im}\left[V_{N \bar{N}}(r)\right)\right]\left|r \Psi_{\alpha}(r)\right|^{2}$.

In [95], it is shown that noticeable differences exist in the annihilation densities as well as in the short range part of the $\overline{\mathrm{p}}-\mathrm{p}$ wave functions between the OM and the UCCM. They are illustrated in Figs. 4, 11, 12 and 13 of that reference.
Secondly, the $\overline{\mathrm{p}}-\mathrm{A}$ Coulomb orbits are computed in a few light-nuclei for which an ab initio solution is accessible to study the influence of the influence of N $\bar{N}$ potentials away from the fitting region. The Faddeev-Yakubovsky $[96,97]$ equations in configuration space can be solved for solve A $=2,3,4$ and 5 problems [97] accounting for the different asymptotic channels empowering us with quasi-exact solu-
tions of high-precision. First results for the $\bar{p}-{ }^{2} \mathrm{H}(\overline{\mathrm{p}}-\mathrm{d})$ system have been obtained in [98] with $\overline{\mathrm{N}}$ N OM. The $\overline{\mathrm{p}}$-d level shifts and widths were computed for the Kohno-Weise and Jülich potentials. They are compared to data, where discrepancies are observed in the P -waves. The $\overline{\mathrm{p}}$ - d annihilation densities are found to match the deuteron nuclear density (see Fig. 3 from [98]). A sizeable fraction of the antiproton annihilation with nucleons inside the nucleus happens in the peripherical region, thus supporting the main intuition of PUMA project. This is a major outcome of the study. It was however found that the direct calculations of the tiny levels shifts $\Delta E_{\alpha}$ are numerically involved and it is not clear today that the $a b$ initio program could be extended beyond $\mathrm{A}=3$ using this direct approach. To circumvent this difficult, the scattering $\overline{\mathrm{p}}$ $d$ lengths are computed, which is much less demanding, and from which the complex level shifts $\Delta E_{\alpha}$ can be computed by the means of the Trueman relation [99, 100]. The results were satisfactory for a large family of states and this paves the way of an alternative approach based on the scattering solutions which can reach larger nuclear targets.

After obtaining the exact solution in a few test nuclei, we will make use of another $a b$ initio method that computes bound and scattering states alike [101], based on the No-Core Shell Model. This method has been very successful in describing reactions of a nucleon, deuteron or alpha particle impinging on light- to medium-mass nuclei, up to $A \sim 12$ [102-105] as well as two-neutron halo continuum [106]. This will allow us to study the evolution towards heavier and exotic systems targeted by the PUMA experiment. This program will provide us with set of nuclei for which the widths of the antiprotonic Coulomb orbits can be directly computed with no other approximations than the ones included when developing fundamental models of the $\overline{\mathrm{N}} \mathrm{N}$ interaction.

Having at our disposal the exact solution for the simplest systems, the last step consists in validating the results of the $\overline{\mathrm{p}}$-nucleus ( $\overline{\mathrm{p}}-\mathrm{A}$ ) optical potential approach and, if needed, refining the theoretical framework for instance using halo Effective Field Theory. This approach is indeed based on the assumption that the $\overline{\mathrm{p}}-\mathrm{A}$ optical potential is directly related to the nuclear density $\rho(r)$ by the means of expressions alike
$V(r)=\frac{2 \pi}{\mu_{p A}} a_{\bar{p} p} \rho(r)$,
where $a_{\bar{p} p}$ is the scattering length and the $\mu_{p A}$ denotes the reduced mass of the $\overline{\mathrm{p}}-\mathrm{A}$ system. It is worth to emphasize that this ansatz has never been compared to an ab initio calculation where all nucleonic degrees of freedom are accounted for. A first attempt to obtain a ped optical potential based on the folding approximation was obtained in. It is found that this approximation works reasonably well for $S$-states but
is unable to reproduce the P -waves level shifts. To confirm or infirm the validity of (7) or similar antiproton - nucleus potentials, and eventually determine what kind of corrections would be required, constitutes an milestone of the theory developments within the PUMA experiment.

## 3 The PUMA experiment

The first objectives of the PUMA experiment are

- to provide a new observable for radioactive nuclei that characterises the neutron-to-proton asymmetry of their density tail, namely the neutron-to-proton annihilation ratio,
- to characterize the density tail of known halos and neutron skins with this new method,
- to evidence new proton and neutron halos,
- to understand the development of neutron skins in medium-mass nuclei along isotopic chains.

The proposed method is indeed first an unambiguous discovery tool for halos: annihilation from a neutron halo nucleus should lead to a neutron-to-proton annihilation ratio exceeding by an order of magnitude the N/Z ratio of the nucleus (following qualitatively the halo definition proposed in [26]), annihilation from a proton halo, on the contrary, should lead to a neutron-to-proton annihilation ratio significantly smaller than unity. Neutron skins could be characterized by a neutron-to-proton annihilation ratio larger than N/Z. To illustrate the sensitivity of the $n / p$-annihilation ratio to neutron skins, we calculated the expected value for three tin isotopes with realistic proton and neutron densities: in the case of the stable ${ }^{124} \mathrm{Sn}$, the expected neutron-to-proton annihilation ratio is 2.13 , while it is close to unity for the neutrondeficient ${ }^{104} \mathrm{Sn}$ and 2.35 for the neutron-rich ${ }^{132} \mathrm{Sn}$. These values are to be compared to $N / Z=1.48,1.08$ and 1.64, respectively. This example illustrates that a relative accuracy of $10 \%$ or better for the neutron-to-proton annihilation ratio is sufficient to provide first quantitative information on the neutron-skin growth as a function of the neutron number. The expected range of neutron-to-proton annihilations are summarized in Table 2.

The foreseen studies are expected to provide new information on the nuclear many-body problem, which may eventually shed light on our understanding of neutron(-rich) matter at low density. Note that the observable provided by PUMA is the ratio of neutron-antiproton annihilations and protonantiproton annihilations after antiproton capture. This quantity is to be connected to the neutron-over-proton density ratio integrated over the region of annihilation sites, i.e. in the tail on the nuclear radial density. PUMA is then complementary to measurements aiming at neutron-skin thickness

Table 2 Expected neutron-to-proton annihilation ratios in the case of a neutron halo, a proton halo or a neutron skin in a nucleus composed of $N$ neutrons and $Z$ protons. $R=\sigma_{\bar{p} n} / \sigma_{\bar{p} n}$ is the ratio of the antiproton annihilation cross section at low energy with a neutron and a proton. Experiment gives $R=0.63$ [3]

|  | $n / p$-annihilation ratio |
| :--- | :--- |
| Neutron halo | $\geq 10 \times N / Z \times R$ |
| Proton halo | $\ll R$ |
| Neutron skin | $>N / Z \times R$ |

determination and is sensitive to the tail of the radial density distribution, so far unexplored.

Several physics cases have been identified as suitable for the investigation of the neutron and proton composition of the nuclear density tail in stable and radioactive nuclei, ranging from He to Pb isotopes. They will all be measured under the same experimental conditions. It is important to note that (i) reference measurements with stable nuclei will first be done at ELENA and will provide benchmark data for the response function of the device (detection and tracking efficiencies, signal-to-background determination), as well as benchmarks for theory and the foreseen interpretation method, (ii) the analysis of high statistics reference measurements at ELENA might lead to new prospects for PUMA (see below), (iii) measurements along isotopic chains are believed to be important since they will allow studies which may provide more (relative) accuracy than individual measurements. Note that at both ELENA and ISOLDE ion beams with an isotopic purity better than $99 \%$ are needed. This requirement will be fulfilled by the use of multi-reflection time-of-flight (MR-ToF) devices (see Sects. 5.4 and 7.3).

In practice, PUMA aims to transport one billion antiprotons from ELENA to ISOLDE to perform experiments on short-lived nuclei with antiprotons. Figure 10 shows a sketch of the PUMA Penning-Malmberg trap which will consist of a storage zone ( S trap) dedicated to the storage of a large amount of antiprotons, and a collision zone ( C trap) dedicated to the interaction of antiprotons with unstable ions. $10^{9}$ antiprotons will be stored at ELENA in the $S$ trap. The entire system will be transported on a truck to ISOLDE. There, typically, $10^{7}$ to $10^{8}$ antiprotons will be transferred from the S trap to the C trap were the actual experiment with the radioactive ions will take place. Both zones will be located in a 4 T magnetic field provided by a superconducting solenoid. Pions issued from annihilations will be detected by a cylindrical Time Projection Chamber (TPC) surrounding the C trap. The curvature of the charged pions in the magnetic field of the trap will allow identification of the charge of the measured pions. After including the corrections from final-state interactions, we will determine the ratio of neutron-antiproton annihilations and proton-antiproton annihilations following


Fig. 10 Schematic view of the PUMA pion detection and trap setup


Fig. 11 Conceptional operation scheme of PUMA. The trap entrance is equipped with a pulsed drift tube (PDT) to adjust the energy of the ions when injected into the trap. Dimensions are not at scale
the antiproton capture. This is the core observable provided by PUMA.

A proposed operation scheme of the system is presented in Fig. 11. The scheme will consist of five key techniques: a pulsed drift tube (PDT) to slow down antiprotons and ions at the entrance of the two traps, sympathetic electron cooling, a rotating wall drive for the antiproton cloud shaping, fractional extraction of antiprotons from the reservoir, and nested potential to trap positively-charged ions in the same region. Details on the devices are given in Sect. 4.

Although the details of each experimental campaign at ISOLDE should be described in later individual proposals to the physics advisory committee of the ISOLDE facility, an estimate of the counting rate expected from annihilations in PUMA is given in the following to illustrate the orders of magnitude. The annihilation cross section of an individual nucleus with stored antiprotons is estimated to reach $10^{6}$ barns at 100 eV relative energy [68]. Antiprotons annihilate with both protons and neutrons. The respective decay channels are composed of energetic pions with conservation of the initial charge and momentum of the antiproton-nucleon system (see Table 1).

Assuming an antiproton capture cross section of $10^{-16}$ $\mathrm{cm}^{-2}$, and an antiproton plasma of thickness $10^{8} \mathrm{~cm}^{-2}$, every ion at 100 eV will fly through the antiproton cloud $2 \times 10^{6}$ times when trapped for a 1 s total duration. In the case of a stable or long-lived nucleus introduced in a bunch of $10^{4}$ ions into the antiproton plasma, the corresponding annihilation rate will be 100 Hz . A high-statistics measurement with stable ions will therefore last a few minutes, the limiting factor being the acquisition rate of the detector readout which is about 1 kHz with the considered electronics, see Sec. 4.5.7.

In the case of the most exotic short-lived nuclei such as ${ }^{11} \mathrm{Li}$, the number of nuclei introduced per cycle is smaller and the time the nuclei spend in the antiproton plasma is limited by their half life. We assume that ${ }^{11} \mathrm{Li}$ nuclei are produced at $1000 \mathrm{~s}^{-1}$. Every ion at 100 eV will fly through the antiproton cloud $2 \times 10^{4}$ times when trapped for a 10 ms total duration. In this extreme case, the corresponding annihilation rate will be 10 per minute. To achieve this sensitivity, the design and conception of PUMA requires an extreme-high vacuum inside the trap to minimize the background from residual-gas-induced annihilations (see Sect. 4.7).

## 4 Status of PUMA

### 4.1 Overview

PUMA will integrate several functions in one transportable experiment frame: solenoid including the ion traps, vacuum systems, electronics for the trap operation and ion and antiproton plasma diagnostics, annihilation detection and its electronics, compressors and cold heads for cooling the solenoid and the trap and a uninterruptible power supply (UPS) and a water chiller system for the transport phase. All these functions are integrated into two separable frames: (i) a main frame containing the solenoid, trap and all functions necessary for the operation of PUMA, and (ii) an annex frame for the UPS, batteries and chiller. The full system is 5.4 m long, 2.7 m high and 1.9 m wide. The main frame is 3.5 m long, while the annex frame is 1.9 m long. The dimensions are fixed by external constraints: the 5.4 m length is limited by the delivery zones of ELENA and ISOLDE. The 2.7 m height is the standard height of containers. It is limited by the crane operations at ELENA. The total weight of PUMA is estimated to 9.9 tons decomposed as follows: $6.33(3)$ tons for the solenoid and main frame, 2.92(2) tons for the annex frame (with water-filled chiller) and 0.6 ton for physics instruments. The total electrical power consumption of the device is estimated to 45 kW with a maximum consumption of 71 kW when the chiller is on. The system as defined today is shown in Fig. 12.

The heart of the PUMA setup consists of a solenoid and a double Penning trap inside a single $4-\mathrm{K}$ cryostat. In the


Fig. 12 Conceptual view of PUMA. See text for details
early design phase, a two-solenoid option, one for the transport and one for the physics measurements, was investigated but quickly abandoned after considering the advantages of the single-solenoid alternative. (i) Both the antiproton storage and the annihilation measurement require a vacuum of $10^{-17}$ mbar. A single $4-\mathrm{K}$ cryostat separated by a conductance reduction pipe guarantees the best experimental conditions for PUMA. (ii) The use of two solenoids would require an additional XHV transfer line between them, additional XHV efforts to create two separate regions at $10^{-17} \mathrm{mbar}$ for transport and collisions, as well as additional alignment efforts between the two traps. (iii) Two separate solenoids implies that the antiproton, while being transferred from one to the other, will go through a high-low-high magnetic field sequence, impacting the size of the antiproton spill. (iv) First physics measurements will be performed with stable nuclei at ELENA. A one-solenoid setup with an identical setup at both ELENA and ISOLDE guarantees complete consistency of measurements at both facilities. (v) To ensure safety during the transport and flexibility of operation, we chose a cryogenfree option for the cooling of the magnet coils. This implies that the transport frame hosts, in addition to the solenoid, compressors and electronics, a UPS, batteries and a water chiller. The gain of switching from one large solenoid to a smaller one dedicated to transport only would not have simplified but rather complicated the experimental procedures.

### 4.2 Solenoid

### 4.2.1 Introduction

The cylindrical Penning trap is a key component for PUMA to trap antiprotons and ions. Charged particles in the trap are confined axially by electrostatic potentials, and radially
by a strong magnetic field which is provided by the superconducting solenoid. The solenoid provides a homogeneous magnetic field of 4 Tesla over a length of 900 mm along the symmetry axis of the solenoid ( z axis in the following) in a 280-mm-diameter horizontal warm bore with active shielding to reduce the stray magnetic field surrounding the magnet. The dimensions are dictated by the requirements for a good tracking efficiency for pions and the two-trap geometry. Both passive and active shields are implemented to reduce the magnetic stray field. The solenoid was built by the company Bilfinger Noell.

Requirements on the magnetic field provided by the solenoid are summarized in Table 3. The field inhomogeneity is required to be less than $0.2 \%$ in each trapping region to minimize the effect on the non-neutral-plasma lifetime. Also, the inhomogeneity in the overall volume relevant for the pion tracking is requested to be less than $5 \%$ to avoid significant distortions on the electron drift in the time-projection chamber (see Sect. 4.5). The constraint on the stray field was set to be below $3 \times 10^{-4} \mathrm{~T}$ at three meters away from the center both axially and radially to satisfy the safety regulations during transportation and handling of the magnet and not to interfere with surrounding devices and other experiments in the experimental area.

### 4.2.2 Design

The PUMA magnet system was first optimized without the passive shield to determine the coil layout and to estimate the coil parameters to create the trapping volumes according to the requirements. Important physical parameters such as homogeneity of the magnetic field, load lines, conductor type and length, stray field, inductance and stored energy were considered during the optimization. Subsequently, the

Table 3 Requirements for the solenoid. $\delta B=\left|\mathbf{B}-\mathbf{B}_{0}\right|$ is defined as the norm of the magnetic field difference relative to the nominal value $\mathbf{B}_{0}$

| Requirements | Values |
| :--- | :--- |
| Nominal strength inside the magnet | 4.0 T |
| Relative stability over one day | $<10^{-4}$ |
| Homogeneity in storage region | $\delta B / B_{0}<0.2 \%$ |
| Homogeneity in collision region | $\delta B / B_{0}<0.2 \%$ |
| Homogeneity in tracking region | $\delta B / B_{0}<5 \%$ |
| Strength 3 m from center along axis | $<0.3 \mathrm{mT}$ |
| Strength 3 m from center $\perp$ to axis | $<0.3 \mathrm{mT}$ |

dimensions of the passive shield were optimized to minimize the total weight, while avoiding saturation and keeping the shielding effect. The parameters such as shielding length, thicknesses of the cylinder and end plates were considered. Finally the coil configurations are optimized again together with the passive shield to meet all the requirements.

The solenoid consists of seven coils made of NbTi superconducting wire: a main coil, a pair of booster coils, a pair of active shielding coils and a pair of shim coils. All the coils have the same operation current to share a single power supply and to share one pair of current leads. According to simulations the homogeneity $\left|B-B_{0}\right| / B_{0}$ within the trapping volumes is $0.087 \%$ which is less than half of the required $0.2 \%$. The homogeneity $\left|B-B_{0}\right| / B_{0}$ within the tracking volume is $2.37 \%$ which is also less than half of the required $5 \%$.

The passive shields are made of AISI 1010 steel and consist of a cylinder and two end plates with 20 mm thickness. A ring with 20 mm thickness and 500 mm length is arranged outside the middle surface of the outer cylinder. A ring with 30 mm thickness and 200 mm width is added to each end plate to avoid saturation. The total weight of the presented passive shield is 1950 kg . The magnetization over most of the shield is lower than 1.5 T . The magnetization of the shield at the step between the ring and the cylinder is between 1.5 T and 1.6 T . Only the corner between the end plate and the warm bore is saturated.

### 4.2.3 Stray fields

The stray field of PUMA including the passive shield is shown in Fig. 13. The $0.3-\mathrm{mT}$ line is about 1.8 m away from the center of the solenoid along the z -axis and about 1.1 m along the radial direction, as indicated by a blue line on the figure. The $5-\mathrm{mT}$ line is just outside the cryostat along the radial direction, and about 1.25 m away from the center of the solenoid along the axial direction, as indicated in pink.


Fig. 13 The stray field of the magnet arrangement including both the active and passive shield. The blue line indicates the 0.3 mT (3 Gauss) limit and the pink line indicates the 5 mT limit. Distances are given in mm

Table 4 Details of the calculated heat loads on the 60 K and 4 K stages of the solenoid cryostat

| Source | Losses $60 \mathrm{~K}(\mathrm{~W})$ | Losses $4 \mathrm{~K}(\mathrm{~W})$ |
| :--- | :--- | :--- |
| Radiation | 20.7 | 0.37 |
| Instrumentation | 0.1 | 0.03 |
| Support, rods | 5.3 | 0.28 |
| Current leads | 19.0 | 0.09 |
| Total | 45.1 | 0.77 |

### 4.2.4 Quench computations

Various quench cases have been simulated within the OPERA quench software [107]. In summary, the hot-spot temperature stays below 110 K .

The stray field during a PUMA quench process without iron shield has been computed. The following conclusions can be drawn: (i) B at point $(3 \mathrm{~m}, 0,0)$ is always lower than the original value 0.16 mT . (ii) B at point $(0,0,3 \mathrm{~m})$ has a peak value of 0.35 mT at 2.17 s .

### 4.2.5 Cryogenic design

The magnet system is cryogen-free. Established design concepts have been used for the cryogenic design throughout. The total heat losses are summarised in Table 4.

Two Gifford-McMahon (GM) coolers, Sumitomo RDK408D2 are used. At the heat load as given in Table 4, the first and second stage loading of 23 W and 0.4 W leads to an estimated temperature of the coolers of 38 K and 3.8 K , respectively.

The total cold mass of PUMA has a weight of about 1750 kg . The cool down time is computed to be 760 hours (31 days).


Fig. 14 Comparison of the simulated and measured magnetic field. For the comparison, the simulated values were shifted to match the measured values at $z=0 \mathrm{~mm}$

### 4.2.6 Measured performances

The measured cool-down time is 25 days. The temperature of the cold mass has been measured at 3.3 K . As a test of the thermal inertia, the cryocoolers have been stopped for 60 s : the temperature rose up to 3.5 K , demonstrating an excellent thermal isolation and a resistance of the system against short power shortages.

During quenching most of the stored energy is deposited in the cold mass. The cold mass will heat up and reach about 40 K in thermal equilibrium. The subsequent cool down with two cryocoolers will take less than 24 h .

During the first powering of the solenoid, up to a magnetic field of 4.04 T, the nominal values were reached without quenching.

To confirm the specifications of the solenoid, the magnetic field was measured with a Nuclear Magnetic Resonance (NMR) probe (PT2025, Metrolabs) and a 3D Hall probe (THM1176, Metrolabs). The magnetic field, measured with the NMR probe, is compared to the simulated on-axis magnetic field, corrected for an offset. The measurement shows that, further away from the center, the magnetic field is lower than simulated, but still within the limits of $0.2 \%$. At the edge of the solenoid bore where the field magnitude drops, the variations over the probe dimensions were too large to perform a reliable measurement. To cover the total volume, the 3D Hall probe was used. The measurement of the magnetic field with the 3D Hall probe (see Fig. 14) shows, that only at the edge of the storage and collision regions, the deviation from the central magnetic field is close to the $0.2 \%$ limit. This is true for the on-axis field as well as the field at the edge of the volume 25 mm from the center. The field at the edge of the tracking volume is well within the $5 \%$ limit and the time stability is better than $4 \cdot 10^{-6}$ over 1 h . Furthermore, we confirmed that the stray magnetic field falls below 0.3 mT well within 3 m , axially as well as radially, in agreement with computations.

### 4.2.7 Positioning in frame and alignment

The cryostat, the cooling systems, the magnet control system, and the trap with all ancillary electronics are mounted into the main frame. The UPS and the water chiller are mounted into the annex frame. The ensemble composed of the solenoid, its ancillaries, and the UPS inside the frame were delivered to TU Darmstadt.

The alignment of the PUMA system with respect to the beamline at ELENA and at ISOLDE will be guaranteed by three alignment feet, which can sustain a load of 3.4 tons each. Each foot has adjustment pins to correct the horizontal and vertical position. The foot positions will be adjustable up to $\pm 10 \mathrm{~mm}$ in both horizontal directions, and $\pm 15 \mathrm{~mm}$ in the vertical direction. This vertical range is suited to compensate the measured maximum fluctuations of floor flatness measured at the PUMA experimental location at ELENA. A conical pin at the center bolt allows smooth coupling with the hole prepared on the frame. The feet can be bolted directly into the ground of the experimental area and thus the frame can be put back into the aligned position, in a reproducible way, after the PUMA frame was moved.

The magnet cryostat has holes dedicated to target markers in view of laser alignment. The targets will be installed at both end caps and at all eight turrets of the cold mass suspension. The dimensions are compliant with the LEICA standard used at CERN (diameter 8H7 and a clearance hole of diameter 27 mm ).

### 4.2.8 Damping system

The main and annex frames have a damping system to reduce the acceleration of the main frame with all equipment installed. The damping system has appropriate damping properties to avoid oscillations. It will be used
(a) when shipping the system in warm conditions,
(b) when transporting the running system, with magnetic field switched on, over short distance and under controlled conditions from one experimental site to the other.

The damping system is composed of wire rope isolators composed of stainless steel stranded cable threaded through aluminum alloy retaining bars that are mounted for effective shock and vibration isolation. For PUMA, 12 identical six-loop isolators are used: 8 below the main frame, and 4 below the external frame. The damping was sized so that the solenoid does not experience accelerations exceeding 6 $\mathrm{m} \cdot \mathrm{s}^{-2}$ in realistic scenarios of normal operation.

In addition to the damping system of the frame, the solenoid coils are not rigidly attached to the solenoid cryostat. The spring constants of the cold mass suspension within the cryostat are $8000 \mathrm{~N} / \mathrm{mm}$ in horizontal, $30300 \mathrm{~N} / \mathrm{mm}$ in verti-
cal, and $9500 \mathrm{~N} / \mathrm{mm}$ in axial direction. The cold mass weight is about 1400 kg . This is to be taken into account when a detailed estimate of the magnetic field variations at the location of the plasma during transportation will be performed. Such simulations have not been undertaken yet.

### 4.3 Penning traps

### 4.3.1 Overview

The aim of PUMA is to combine the storage and transportation of antiprotons with the investigation of short-lived ions by antiproton annihilations in a single setup. For this purpose, a portable Penning trap setup will be used which consists of two trapping regions: (i) a large-diameter cylindrical multi-ring Penning trap is used for the trapping and storage of the antiprotons during the transportation (storage trap), (ii) a small-diameter cylindrical multi-ring Penning trap with a nested potential for the combined storage of positively charged short-lived ions and negatively charged antiprotons is used for the investigation of antiproton annihilations on the nuclear surface (collision trap). Cylindrical Penning traps have already been used at different ELENA experiments for the trapping of antiprotons and the production of antihydrogen [108-110]. Within both trapping regions, the ring electrodes shape the electrostatic potential which confines the trapped particles in axial direction, while the radial confinement is ensured by the 4-T magnetic field of the solenoid.

The main goals of PUMA are the storage of up to $10^{9}$ antiprotons within the storage trap, the transportation from the ELENA to the ISOLDE facility and the investigation of short-lived ions by surface annihilations with antiprotons. At the first stage of the project, the physics measurements at ISOLDE will be performed with a few $10^{7}$ antiprotons. Within the storage trap, the effective trapping volume for the antiprotons can be tuned between about $10 \mathrm{~cm}^{3}$ up to 30 $\mathrm{cm}^{3}$ by defining potential wells of different lengths with the ring electrodes of the trap. Considering the aim of up to $10^{9}$ stored antiprotons, this would correspond to an antiproton density of up to $n_{\bar{p}}=1 \cdot 10^{8} \mathrm{~cm}^{-3}$, or to about $0.25 \%$ of the Brillouin density limit of $n_{\mathrm{B}}=\epsilon_{0} B^{2} / 2 m_{\bar{p}}=4.23 \cdot 10^{10}$ $\mathrm{cm}^{-3}$. Due to field imperfections in a real trap the achievable densities are significantly lower. The maximum densities that have been achieved for ion trapping are at about $20 \%$ of the Brillouin limit for up to $10^{9} \mathrm{Mg}^{+}$ions [111], which are much higher than the densities that PUMA requires, and about $10^{7}$ antiprotons have already been trapped by AEgIS [112].

The Brillouin density limit represents the density limit arising from the limited magnetic field providing the radial confinement of the trapped antiprotons. At the same time, the maximum density of particles is limited by the axial electric field provided by the trap electrodes. In the case of PUMA, the potential well will have a depth of up to 500 V , which
has to be deep enough to overcome the (axial) space charge potential of the trapped antiproton ensemble. Assuming an ensemble length of about 10 cm and radius of about 1 cm for $10^{9}$ antiprotons, the space charge potential is in the order of 70 V , well below the considered maximum voltage.

### 4.3.2 Electrodes

This section summarizes the design of the collision and storage traps, while focusing on the material and geometry of the traps as well as the related electronics.

Due to the different purposes and foreseen particle numbers, the ring electrodes of the two traps have two specific geometries as shown in Fig. 15. This translates to a larger inner electrode radius $r_{\mathrm{st}}$ in the storage trap with $r_{\mathrm{st}}=20$ mm compared to the smaller radius of the collision trap electrodes $r_{\mathrm{col}}=10 \mathrm{~mm}$. The lengths of the two different electrode types were chosen to comply with a length-to-radius ratio of $l_{\mathrm{st}} / r_{\mathrm{st}}=0.85$ and $l_{\mathrm{col}} / r_{\mathrm{col}}=0.7$, respectively, leading to a storage trap electrode length of $l_{\mathrm{st}}=17 \mathrm{~mm}$ and a collision trap electrode length of $l_{\mathrm{col}}=7 \mathrm{~mm}$. The length-to-radius ratios were chosen based on the design values of other MRT experiments, which are typically in the range of 0.7 to about 1.0 [113,114], while the absolute values of the diameters are chosen to provide a sufficiently large trapping volume in the order of tens of cubic centimeters. Besides the basic cylindrical trap electrodes we also use azimuthally segmented electrodes. For both traps four-fold as well as eight-fold segmented electrodes are implemented (see Fig. 15), which will be used for applying the rotating-wall compression on the stored antiprotons $[115,116]$.

For the storage trap a total of 24 electrodes will be used for shaping the harmonic potential well, while two segmented electrodes and two additional electrodes directly next to the segmented electrodes will be kept at ground potential for excitation and for picking up the induced charge of the plasma in the trap. The voltages that can be applied to the electrodes range from -500 V to +500 V . For the storage trap a harmonic axial potential well will be used, since it provides a good confinement for small particle numbers up to high density ensembles. In the storage trap this harmonic potential will be provided by the 14 inner electrodes including one central segmented electrode. Additionally, the trap center will be surrounded by the pick-up and two more segmented electrodes as well as four electrodes for catching the incoming particles (two at each end of the storage trap).

The potential shape of the collision trap, in contrast, will not have a constant shape, as it has to be adjusted to each individual ion species and the related beam energies. A nested potential is necessary to store both positively charged ions and negatively charged antiprotons in the same volume of the trap simultaneously. To be able to transport, manipulate and store the $\overline{\mathrm{p}}$ as well as the negative or positive ions first inde-


Fig. 15 Half-cut CAD view of the storage as well as the collision region of the PUMA trap tower. The different volumes in which the $\overline{\mathrm{p}}$ and ions are stored prior to the central interaction trap are indicated. Furthermore, the position of the segmented electrodes for plasma manipulation are shown
pendently, the collision trap consists of 59 electrodes. With this number of electrodes, different potential arrangements as well as trapping wells can be formed. A trapping region in which the annihilation reactions are supposed to take place, is foreseen to be located central to the time-projection chamber (TPC), so that the pion signal can be detected with highest efficiency. This trapping region, as well as an upstream region for the initial $\bar{p}$ tracking before interaction is equipped with a central and two laterally placed segmented electrodes for plasma manipulation. Dedicated potential shapes will be investigated with the test setup at the TU Darmstadt, where the storage of electrons and light positive and negative ions will be tested.

High-purity oxygen-free electronic (OFE) copper (UNS $10100,99.999 \%$ ) was chosen for the electrodes and pure sapphire $\left(\mathrm{Al}_{2} \mathrm{O}_{3}\right)$ for the insulator rings due to their high thermal conductivity and low outgassing rates in vacuum [117, 118].

To avoid large asymmetries over the full stack of electrodes, all electrodes and copper rings have to be machined within a deviation of at maximum $20 \mu \mathrm{~m}$ from the nominal values. This precision is most important for the fitting of the electrodes with the insulator rings, because loose fittings might lead to a bending of the trap main axis, making a highly precise alignment of the trap with the magnetic field difficult. In addition, the precision is crucial for a successful operation of the segmented electrodes, whose segments are separated by sapphire balls of 1.5 mm diameter. The first set of 22 copper electrodes was manufactured by the fine mechanics workshop at TU Darmstadt from OFE copper. An additional step to reduce the impact of patch potentials on the electrodes is to plate the electrodes first with a thin layer of silver ( $5 \mu \mathrm{~m}$ )
and secondly with a thicker layer of gold $(25 \mu \mathrm{~m})$. Before the electrodes can be galvanically plated, the surfaces of the copper electrodes have to be high-gloss polished, so that the silver and the gold layer are evenly applied to all surfaces. The thin silver layer is necessary to avoid an immigration of the gold molecules into the copper, which tends to occur at high temperatures during baking. An overview over the different production stages is given in Fig. 16.

To connect the electrodes to a power supply via cables, each full ring electrode has a set of four M2 threaded holes equally distributed on the outer surface. In case of the azimuthally segmented electrodes, each individual segment has M2 threaded holes. Each cable is wrapped around a nonmagnetic A4 stainless steel M2 screw, which is then threaded into the electrodes.

After the polishing and plating, the full set of electrodes can be assembled together with the sapphire insulator rings to form the base body of the cylindrical Penning trap (compare Fig. 17).

For a proper operation of the setup, alignment of the magnetic field lines of the solenoid and the center axis of the cylindrical electrode stack is necessary. A misalignment of both axes gives rise to azimuthal asymmetries in the electric field, which distort the particle motion within the trap [119]. In case of an ensemble with high particle number, as it will be the case of the storage trap, the effect of these asymmetries is usually modelled by an azimuthal drag which decreases the total angular momentum of the plasma, leading to a radial expansion over time [120]. Thus, to reduce the impact of these asymmetries an alignment in the order of 0.1 mrad is necessary for successful long term storage [118].


Fig. 16 Photos of electrodes at different stages of the production: after the lathing from the copper tube (top), after the electro-chemical polishing (center) and after the plating with silver and gold (bottom)


Fig. 17 Photos of the fully assembled and plated 4-fold segmented electrode (left) and 8 -fold segmented electrode (right)

To decrease the misalignment and the resulting plasma expansion as much as possible, a dedicated alignment system will be built, which allows to adjust the angle between the geometrical and magnetic field axes with sub-milliradian precision. This system is based on an electron emission filament, a small aperture of $100 \mu \mathrm{~m}$ and segmented pickup plates, which allow a position-sensitive detection of the electrons transmitted through the aperture. Due to the small radial expansion of the electron beam behind the aperture this method allows for a position detection within sub-millimeter range. As the electrons tightly follow the magnetic field lines
due to their small mass, this method gives a precise depiction of the location of the magnetic field axis. By the use of two support sleeves on both end caps of the solenoid, which are equipped with micrometer screws, the position of the vacuum chamber within the bore of the solenoid can be adjusted with micrometer precision.

### 4.3.3 Cables and feedthroughs

The cabling of the trap electrodes is done from the 4.2 K region to the 45 K region via an intermediate flange that decouples both regions thermally from each other. The design of this flange is currently under discussion. The cables that are to be used between the electrodes and the intermediate connection flange are made out of kapton insulated manganin ( $\mathrm{Cu}-\mathrm{Mn}-\mathrm{Ni}$ alloy) which offers a high electrical conductivity while still ensuring a low thermal conductivity.

The intermediate stage of the cable feedthrough will also contain appropriate filters for those elements which will require such. In total 58 electrodes in the Penning trap stack will be connected electrically. To assess the impact that the cable connections to the electrodes will have on the thermal load of the assembly, a simplified representation of the cables has been included in simulations made with COMSOL to optimize the temperature distribution and determine the required cooling power of the system. For the connection from the vacuum to the room-temperature side, compact high density multi-pin feedthroughs will be used.

### 4.3.4 Voltage supply and control

The Penning trap has 24 electrodes in the storage region (Sect. 4.3.2). As described in detail in Sect. 4.4, the voltages of these electrodes need to controlled with high precision for the antiproton trapping and cooling procedure. The typical applied voltage is $\pm 500 \mathrm{~V}$. In order to perform complicated operation modes described in Sect. 4.4.2, the voltage applied to each electrode must be synchronized. Conventional high-density high-voltage power supplies do not meet these requirements. Thus, PUMA uses a combination of a high voltage amplifier and a digital to analog converter (DAC) that outputs a programmed arbitrary waveform. Some electrodes require highly synchronized operation (rotating wall technique in Sect. 4.4). The signal waveform to these electrodes is generated by a rotating wall drive manufactured by Stahl Electronics ${ }^{2}$. When the ions are injected or ejected, the electrodes located at the edge of the potential well need to change the voltage instantaneously, with a jitter of typically less than 50 ns . Since the response speed of the high voltage amplifier is not sufficient for this, a fast switch is used to change the voltage within $\sim 10 \mathrm{~ns}$.

[^2]

Fig. 18 Overview of the PUMA ion trap electronics and control

The electronics of the Penning trap are controlled by a PXI express (PXIe) system from National Instruments as widely used in trap control. A schematic view of the trap electronics is shown in Fig. 18. A command sequence programmed by LabVIEW is first processed by the host computer, and then distributed via the digital analog converter (DAC) and other input/output (I/O) modules to all electronics devices. For operations that require fast synchronization to an external trigger, such as capturing of antiprotons and ions where switching with a precision of at least 50 ns is necessary, an PXIe-7841R FPGA card from NI is used [121].

As described in Sect. 4.4, the PUMA experiment include, in general, various steps, such as antiproton accumulation/cooling, transport of some of the stored antiprotons from the storage zone to the collision zone, and introduction of unstable nuclei. During each of these steps, the voltage of each electrode needs to be controlled by a combination of modules described below. For this purpose, a software control system is used based on the CS++ framework [122] developed at GSI. CS++ is the successor of the control system CS [123], which is nowadays widely in operation in mass measurement penning trap experiments like SHIPTRAP [124], ISOLTRAP [125], or LEBIT [126]. The open-source CS++ libraries extend the Actor Framework implementation in National Instruments' LabVIEW and add needed flexibility and network-wide communication for often modified experiments. Since it relies solely on libraries developed by National Instruments, it is much easier to maintain.

A high voltage amplifier (HAR-8X8A from hivolt.de $\mathrm{GmbH} \& \mathrm{Co} . \mathrm{KG})$ is used to supply a trapping potential to each electrode. It has a fixed gain of $50 \pm 0.3 \%$, and amplifies input voltage of $\pm 10 \mathrm{~V}$, and thus provides $\pm 500 \mathrm{~V}$ to each electrode. The slew rate is $20 \mathrm{~V} / \mu \mathrm{s}$, and the noise level is $3 \mathrm{mV}_{\mathrm{RMS}}$, at capacitive load of 500 pF . The specification is comparable to similar devices used at AD experiments, AEgIS for example [113]. The amplifier chassis has high density design ideal for transportation, and directly controllable via National Instruments PXIe-6739 DAC.

Frequency generators are used to provide sine waves for the rotating wall and to drive the stored particles. PUMA employs the Keysight 33500B series. They are widely used among the ion trap community, and satisfy our requirement of a frequency range up to GHz , an accuracy of $\pm 1 \%$, and a controlability through an external trigger.

A customized rotating wall drive from Stahl electronics provides phase-shifted sine waves to the segmented electrodes. The device will provide eight $45^{\circ}$-phase shifted sine waves on top of the DC offset voltage. The covered frequency range is 0.8 to 10 MHz with maximum wave amplitude of $2 \mathrm{~V}_{\mathrm{pp}}$.

Fast switches are used to turn on and off trapping voltages to load and unload particles from the trap. In the case of loading and unloading the electrons, for example, the voltage should be lowered for a very short period of time, typically in the order of 50 ns . This operation is performed by a pushpull transistor switch HTS series made by Behlke electronic GmbH . The switch has a minimum output pulse rise time of 50 ns depending on capacitive load. The electrode circuit with the switch will be tuned to suppress transmitted noise and transition time. Other options, which fulfill the requirements of the low rise and fall time, are (i) the NIM-AMX5003 triple analog switch produced by CGC instruments with a rising edge of $<50 \mathrm{~ns}$ and a falling edge of $\sim 20 \mathrm{~ns}$ for voltages up to 500 V, (ii) the LS-30 low-noise switch by Stahl Electronics with a rising and falling edge of about 22 ns , but a limited range of $\pm 15 \mathrm{~V}$, so that it has to be combined with an amplifier, or (iii) the MS-F 10 fast HV switch by Stahl Electronics, with a high range of $\pm 2 \mathrm{kV}$ and a wider rising and falling edge of 200 ns for small capacitive loads and 800 ns for high loads.

### 4.3.5 Cryostat

To be able to reach the desired vacuum conditions, the Penning trap system will be housed in a two-stage cryostat that will allow to cool down the trap electrodes to $\sim 4 \mathrm{~K}$. The 4 -K cold parts will be surrounded by a shield at $\sim 50 \mathrm{~K}$ that isolates the assembly from the room-temperature environment. The trap cryostat will be connected to two pulse tube cryocoolers to be able to achieve the desired temperatures, as illustrated in Fig. 20. Mechanical design details are given in the next section.

The cryostat will be housed and mounted in a vacuum vessel made out of AISI 316L (1.4404) stainless steel while aluminium [127] is also considered because of its lower density and thus smaller weight. Initial pump down of the vacuum system will be done with a turbomolecular pump from which the vacuum vessel can be isolated as soon as the cool down of the cryostat starts and the cold surfaces act as a cryosorption pump.


Fig. 19 Half section view of the CAD representation of the vacuum vessel, cryostat and trap arrangement of PUMA

The $45-\mathrm{K}$ cryostat will consist of a cylindrical structure made of aluminium alloy [128] enclosing the entire 4-K part of the assembly to shield it from the room-temperature environment. The $45-\mathrm{K}$ cryostat will be connected to both cold heads and will be supported via rods and disks (magenta and green colored pieces in Fig. 19) made of glass reinforced epoxy (G-10) [129].

Both the $45-\mathrm{K}$ as well as the $4-\mathrm{K}$ stage of the cold head are connected to the different parts of the cryostat using cooper braids [130]. The support of the two cryostats are designed such that, during cool down and warm up, the cylinders can expand and contract in axial direction freely, while the cryostat is rigidly fixed on the left hand side, defining the entrance position towards the Penning traps and the position of the cold shutter. The trap and 4-K cryostat are expected to contract 6 millimeters along the z axis compared to the roomtemperature dimension.

The thermal calculations were carried out using COMSOL Multiphysics 5.5. A simplified version of the cryostat has been used. It includes the $4-\mathrm{K}$ stage with the electrodes, the $50-\mathrm{K}$ stage, and the $300-\mathrm{K}$ stage. The wires connecting the $50-\mathrm{K}$ stage to the electrodes have been included as 5 bundles of 20 wires of $1.14-\mathrm{mm}$ radius each.

All stages are assumed to consist of Oxygen-free Copper ( $\mathrm{Cu}-\mathrm{OFE}$ ), except for the insulating $10-\mathrm{mm}$ thick G-10 half disks, the G-10 support rods and the Manganin wires connecting the electrodes at the $4-\mathrm{K}$ stage to the 300 K stage via the $50-\mathrm{K}$ stage. The temperature at the surface of the cryocooler cold heads (whose contact surface is included in the simulation) has been fixed to 50 K for the $50-\mathrm{K}$ stage and 4 K to the $4-\mathrm{K}$ stage respectively, with a total cooling power of 76 W at $50-\mathrm{K}$ and 2.5 W at $4-\mathrm{K}$. The outside of the vacuum vessel is fixed to $25^{\circ} \mathrm{C}$. All touching surfaces which are screwed together will be highly polished with a mean asperity of $0.25 \mu \mathrm{~m}$. The contact pressure is uniformly 0.2 bar. The surfaces between the G-10 support and the stages
are rougher $(2 \mu \mathrm{~m})$, and sustain a higher pressure (1 bar) due to the weight of the stages themselves. The exchange of heat in the simulation is comprised of the conduction of heat through the G-10 support and the manganin wires as well as radiation of heat caused by the large temperature difference between the $4-\mathrm{K}$, the $50-\mathrm{K}$ and the $300-\mathrm{K}$ stages. The radiation was modelled with the surface-to-surface radiation between the main tubes of the $300-\mathrm{K}$ and $50-\mathrm{K}$ stage. The emissivity of the material as well as the ambient emissivity was taken to be 0.045 . All other parts of the $50-\mathrm{K}$ stage are modelled with the surface-to-ambient radiation, exposed to a temperature of 293 K. Similarly, all parts of the 4-K stage are using the same module, but face a temperature of 70 K . The resulting temperature profiles for the $50-\mathrm{K}$ stage, the outside of the $4-\mathrm{K}$ stage and the inside of the $4-\mathrm{K}$ stage, i.e. the traps, can be seen in Fig. 20. The electrodes reach a temperature of 5.11 K, the shield of the $4-\mathrm{K}$ stage 5.16 K and the $50-\mathrm{K}$ stage 73.6 K.

Copper braids with a cross section of $211 \mathrm{~mm}^{2}$ connect the cold heads to the $4-\mathrm{K}$ apparatus. They show a temperature gradient of 0.45 K along their length. To quantify the change of temperature of the $4-\mathrm{K}$ stage, the thermal conductivity of the copper braid has been varied between its default value and three times that value, as seen in Fig. 21. The temperature of the trap can be further reduced by 0.23 K if the cross section of the copper braid connection is tripled.

The total power drawn by the $50-\mathrm{K}$ stage is estimated to be 26.8 W. The power drawn by the $4-\mathrm{K}$ stage is estimated at 0.46 W , thus providing enough margin with respect to the available cooling power. The predicted heat load is comparable to other setups in the literature, namely [131] which uses 6 W at the $50-\mathrm{K}$ stage and 0.35 W at the $4-\mathrm{K}$ stage. The $50-\mathrm{K}$ stage (2917 mm ) and the $4-\mathrm{K}$ stage ( 2245 mm ) contract during cooling $\left(\alpha_{\mathrm{Cu}}=1.65 \cdot 10^{-5} / \mathrm{K}\right)$ by 11.7 mm and 10.7 mm . Both are rigidly fixed at the upstream side by thin G-10 rods, so that they will slide on the G-10 supporting disks. The G-10 disks


Fig. 20 (From top to bottom) Thermal profile of the 50-K cryostat, the 4-K cryostat and the inside of the $4-\mathrm{K}$ stage



Fig. 21 (Top) Zoom on the downstream region of the 4-K stage. (Bottom) Temperature profile along the line highlighted in blue on the left panel for different conductivities of the copper used in the braids, mimicking different copper sections for the connection
$\left(\alpha_{\mathrm{G}-10}=2.3 \cdot 10^{-5} / \mathrm{K}\right)$ between the $300-\mathrm{K}$ and $50-\mathrm{K}$ stage contract by $28 \mu \mathrm{~m}$ and between the $50-\mathrm{K}$ and the $4-\mathrm{K}$ stage by $61 \mu \mathrm{~m}$. The system is somewhat dependent on the G-10 heat conduction. As a sensitivity test, we doubled the volume of the G-10 support: the $50-\mathrm{K}$ stage reaches 79.7 K , the $4-\mathrm{K}$ shield reaches 6.53 K and the electrodes warm up to 6.1 K . The power consumption then rises to 29.3 W at the $50-\mathrm{K}$ stage and 0.94 W at the $4-\mathrm{K}$ stage.

### 4.3.6 Cold shutter

To reduce the incoming flux of particles in the area around the center axis of the cryostat, a movable conductance reducer, later on called "cold shutter", will be used. This shutter has a spherical shape that can be rotated into three designated settings with a magnetically coupled rotary feedthrough. However, a cylinder-like shape or a thin tube (coated inside) will be considered as alternative geometries since, due to the thermal contraction of the shaft of the shutter, the ball-like design could require rather large tolerances at the junction to the horizontal tube. To avoid friction during rotation of the cold shutter, there will be no direct contact with the 4-K beam pipe. Unavoidably, any rotation will release some gas at the shaft base [132]. The released molecules can be efficiently intercepted by an arrangement with coaxial cold baffles around the shaft. The design of the cold shutter is ongoing and dedicated tests are planned.

### 4.3.7 Plasma diagnostics

To analyze the properties of the antiproton plasma without losing it, a non-destructive detection circuit will be implemented. The circuit is designed to detect the charge from the plasma induced on a pick-up electrode. It has been demonstrated that the induced signal from certain excited modes of the plasma contains useful information [133-136]. Using this diagnostics, shape, relative temperature, and number of charged particles contained in the plasma can be measured. The antiproton annihilation rate with residual gas molecules and atoms can be used to extract the number of trapped antiprotons [137]. A plastic scintillator barrel surrounding the storage trap will be used to measure the antiproton annihilation rate, and to cross-check the number of trapped antiprotons.

The non-destructive circuit is based on the following principle. The axial frequency $\omega_{z}$ is related to the density $n$ and the aspect ratio $\alpha$ by

$$
\begin{equation*}
\frac{\omega_{\mathrm{z}}^{2}}{\omega_{\mathrm{p}}^{2}}=\frac{1}{\alpha^{2}-1} Q_{1}^{0}\left(\frac{\alpha}{\sqrt{\alpha^{2}-1}}\right) \tag{8}
\end{equation*}
$$

with the plasma frequency $\omega_{\mathrm{p}}=\sqrt{\frac{n q^{2}}{\epsilon_{0} m}}, Q_{1}^{0}$ is the (associated) Legendre function of second kind, $m$ is the mass and $q$ the charge of the particle.

Following [134] one can extract the plasma density $n$ and the aspect ratio $\alpha$ by measuring the frequencies $\omega_{l}$ of the $(1,0)$ dipole and the $(2,0)$ quadrupole plasma mode.

In a harmonic trap, the frequency $\omega_{1}$ is that of a single particle motion along the z axis
$\omega_{1}=\omega_{z}$.
For a plasma with cyclotron frequency much higher than the plasma frequency (highly magnetised), the frequency of the dipole mode is given by the dispersion relation [138]
$1-\frac{\omega_{\mathrm{p}}^{2}}{\omega_{2}^{2}}=\frac{k_{2}}{k_{1}} \frac{P_{2}\left(k_{1}\right) Q_{2}^{0^{\prime}}\left(k_{2}\right)}{P_{2}^{\prime}\left(k_{1}\right) Q_{2}^{0}\left(k_{2}\right)}$.
$P_{l}$ and $Q_{l}^{m}$ are the (associated) Legendre functions of first and second kind, primes denote the differentiation with respect to the argument. Also
$k_{1}=\frac{\alpha}{\sqrt{\alpha^{2}-1+\omega_{\mathrm{p}}^{2} / \omega_{2}^{2}}}$
$k_{2}=\frac{\alpha}{\sqrt{\alpha^{2}-1}}$.
By measuring $\omega_{1}$ and $\omega_{2}$ and combining Eqs. 8, 9 and 10 one can extract the plasma density $n$ and the aspect ratio $\alpha$. The $(1,0)$ and $(2,0)$ frequencies (and also higher orders) do not depend on the total number of particles, but only the density $n$ and the aspect ratio $\alpha$.

To get the total number of charges $N$, another parameter is needed, since N satisfies the following relationship:
$N=4 \pi n z_{\mathrm{p}}^{3} / 3 \alpha^{2}$.

The ATHENA collaboration developed a model for determining the total number of charged particles $N$ in the trap [134]. A radio frequency is applied to the plasma near resonance and the response of the plasma is analysed (see Fig. 22). The width of the resonance peak, which corresponds to a quality factor of equivalent RLC circuit, is connected to the plasma properties such as the plasma length $z_{\mathrm{p}}$.

The non-destructive diagnostics for PUMA use resonant plasma modes. To measure the plasma density $n$ and the aspect ratio $\alpha$, one has to find the frequencies $\omega_{l}$ of the plasma modes. A way to do this is to sweep the frequency range around the expected resonance frequency and record the response of the system.

This will be done by connecting a vector network analyzer to two of the 20 non-segmented electrodes. The network analyzer supplies a driving signal to one electrode and records the amplitude and phase of the signal induced on another


Fig. 22 The radio frequency source signal is applied to the transmission electrode and the plasma signal is picked up by the receiver electrode. $R_{j}$ denotes the resistance of electrodes not used for detection. Reprinted with permission from [134] @ 2021 by AIP Publishing


Fig. 23 The spectrum of several plasma modes. Here, three plasma modes are excited simultaneously from different electrodes. The peaks correspond to the indicated modes. Figure from [139], ©1997 The Physical Society of Japan and The Japan Society of Applied Physics
electrode relative to the driving signal. This leads to a spectrum like the one shown in Fig. 23. From the peaks one can deduce the resonance frequency.

We will use a Rohde \& Schwarz Vektor Network Analyzer ZNB4 ( 2 ports, $9 \mathrm{kHz}-4.5 \mathrm{GHz}$ ) with an extended power range down to -80 dBm (ZNB4-B22). If needed, a 30 dBm amplifier can be connected to the pick up electrode.

The driving voltages are low $(\sim 100 \mu \mathrm{~V})$ compared to the trap potential $(\sim 100 \mathrm{~V})$. The excited motion of the plasma will therefore be small compared to the trap dimensions, and the effect of the non-destructive diagnostics on the overall evolution of the plasma can be neglected [133]. Table 5 gives frequencies for the $(1,0)$ dipole mode for particles in the PUMA trap. The values are estimated via
$\omega_{1}=\omega_{\mathrm{z}}=\sqrt{\frac{q U}{m d^{2}}}$

Table 5 Estimates of the expected $(1,0)$ dipole and $(2,0)$ quadrupole mode frequencies for different particles

| Particle | $(1,0)$ dipole, $f_{1}$ | $(2,0)$ quadrupole, $f_{2}$ |
| :--- | :--- | :--- |
| $e^{-}$ | 29 MHz | 44 MHz |
| $\mathrm{p}, \overline{\mathrm{p}}$ | 670 kHz | 1 MHz |
| $\mathrm{He}^{+}$ | 335 kHz | 500 kHz |

with the on-axis potential $U=250 \mathrm{~V}$ and characteristic trap size $d^{2}=1.35 \times 10^{-3} \mathrm{~m}^{2}$. Rough values for the $(2,0)$ quadrupole mode can be obtained by looking at the solution of the dispersion relation (Eq. 10). The ATRAP collaboration developed a similar approach to measure the total number of charges with resonant plasma modes [135].

To benchmark the non-destructive diagnostics and to characterized the cooling and trapping techniques, a MCP will be used in the test set-up at TU Darmstadt.

### 4.3.8 Cold field-emission electron source

An electron source is needed for PUMA to cool the antiprotons. Electrons can also be used to test the basic operations of the trap offline without using antiprotons.

To produce the electrons, a cold field-emission electron source will be used. Such an electron source was first proposed by Crewe et al. in 1968 [140]. In contrast to conventional electron sources that produce electrons via a hot filament, a field emission electron source does not introduce a heat source into the cryogenic environment. This is important as the PUMA trap will be cooled to 4.2 K . In return, the cold field emission requires ultra high vacuum in the order of $10^{-9} \mathrm{mbar}$, already provided in the PUMA design. To emit an electron out of a metal surface, the electron has to be given energy at least equal to the corresponding work function $\phi$ of the metal. In an electron source with a hot filament this is provided via thermal energy. To use field emission, a sufficient voltage is applied between a sharp point of the metal and an extraction electrode, so that the potential drops outside the metal. This makes it possible for the electrons to tunnel out of the material.

The sharp point is called a field emission point. We produce field emission points by electrochemical etching with a method adapted from [141]. For this, a 0.25 mm diameter tungsten wire is threaded through a pin hole in a copper cathode. The basic solution used for the electrochemical etching is a $1.5 \mathrm{~mol} / \mathrm{L} \mathrm{NaOH}$ solution. When we apply a current of 150 mA , tungsten is removed at the position of the pin hole until the tungsten wire drops down. This leads to a very fine point at the end of the tungsten wire. Figure 24 shows an example. Field emission points produced this way were tested by applying a voltage between the tip and a plate acting as a Faraday cup 10 mm away.


Fig. 24 A field emission point imaged with a scanning electron microscope. Note the scale in the bottom left corner

We were able to fabricate field emission points from which we extracted up to $2 \mu \mathrm{~A}$ with a voltage as low as 1.5 kV . The current was externally limited as not to damage the tip by drawing too much current. A current of $1 \mu \mathrm{~A}$ corresponds to roughly $6 \cdot 10^{12}$ electrons per second. This is sufficient to fill the trap with electrons for sympathetic cooling (see Sect. 4.4). First long-term tests show that a current of around $0.1 \mu \mathrm{~A}$ can be extracted for several hours without degradation of the field emission point [142].

### 4.4 Plasma manipulation

To trap and to store up to $10^{9}$ antiprotons at ELENA and perform experiments with them together with radioactive ions at ISOLDE, a dedicated scheme for the manipulation of the incoming and already confined antiproton ensemble is to be developed. This scheme is divided into an antiproton trapping and manipulation cycle at ELENA and a cycle for the mixing of ions with a fraction of the stored antiprotons at both ELENA (stable) and ISOLDE (radioactive) optimized for annihilation. A large number of charged particles confined in a Penning trap bears properties of a non-neutral plasma [143]. PUMA will rely on the well-established rotating-wall technique to control the plasmas [111,115,144-146]. This technique uses a sine wave applied to a radially segmented electrode, which is seen from trapped particles as a rotating multipole field, to compress the particle cloud. The rotatingwall technique has been successfully extended to a multispecies non-neutral plasma containing antiprotons and elec-
trons [112, 147]. In case of a multispecies non-neutral plasma, additional difficulty of centrifugal separation $[112,148]$ and, for large particle numbers, diocotron instabilities must be dealt with. Simulation studies are in progress to estimate plasma instability thresholds and to control or avoid any limiting plasma instabilities.

The rotating-wall technique is used to compress radially the antiproton cloud. Still, it cannot avoid a temperature rise from contributions such as interaction with residual-gas molecules and non-harmonic field components. Sympathetic cooling of the antiprotons with self-cooling electrons will compensate radial expansion over time. The selection of a subpart of a non-neutral plasma and its adiabatic transfer in another part of the trap has been developed and benchmarked [149]. Trapping oppositely charged antiprotons and ions will be realized by use of a nested potential. Such scheme has been developed to trap particle and antiparticle simultaneously [150,151]. A design of the storage trap will be discussed to perform the series of operations with sufficient degree of freedom. Most methods considered here have been developed in the context of former or existing AD experiments, such as ASACUSA, BASE, AEḡIS, ALPHA and ATRAP and PUMA will immensely benefit from these earlier developments.

### 4.4.1 Antiproton capture and storage at ELENA

The trapping and manipulation cycle of the antiprotons in PUMA is constrained by the time interval of about 110 s [63] between two consecutive antiproton bunches. That is the time which ELENA needs to provide a cooled, 100 keV antiproton bunch. Within this time interval, the incoming bunch of several $10^{6}-10^{7}$ antiprotons (depending on the spill sharing at ELENA) has to be captured, cooled and shaped in the storage region of the PUMA trap setup. The typical energy of the particles behind the two pulsed drift tubes will be in the order of about 200 eV or less, which translates, together with the rms bunch length of 75 ns , to a total geometrical bunch length $l_{\text {bunch }}$ of about $8.8 \mathrm{~cm}(3 \sigma-)$ and maximum antiproton velocity $v_{\text {bunch }}$ of about $200,000 \mathrm{~m} / \mathrm{s}$. Considering an effective capture volume with a length $l_{\text {cap }}$ of $\sim 15 \mathrm{~cm}$, the switching time for the downstream potential has to be shorter than
$t_{\text {max }}=500 \mathrm{~ns}$.
Consequently, the required switching time should be below 200 ns with a sufficient safety margin, to be provided by solid state switches.

Prior to the first capture of antiprotons, the trap is filled with electrons, which will act as a cold buffer for the incoming antiproton bunch. As the electrons emit cyclotron radiation based on the Larmor formula in the strong 4 T magnetic field, they cool down exponentially to ambient temperature
[151], i.e. the cryogenic trap temperature of about 4.2 K , with a time constant $\tau_{s}$ given by:
$\tau_{s}=\frac{6 \pi \epsilon_{0} m c^{3}}{e^{2} \omega_{c}^{2}}=\frac{6 \pi \epsilon_{0} m^{3} c^{3}}{e^{4} B^{2}} \approx 0.3 \mathrm{~s}$ for $B=4 \mathrm{~T}$.

If a bunch of antiprotons is then captured within the cold electron buffer, the antiprotons will be cooled indirectly by sympathetic cooling, as they lose energy by Coulomb collisions with electrons. The electrons heat up in these collisions, but due to the emission of cyclotron radiation they rapidly cool down again. Within a timescale of a few seconds [112], depending on the relative density of antiprotons and electrons, the antiprotons and the electrons thermalize and reach a temperature close to the ambient temperature in absence of heating mechanisms. However, after the first bunch is trapped and cooled by the electrons, the second incoming bunch will not only heat the electron fraction of the stored particles, but also the previously cooled antiprotons [108]. This re-heating of the stored antiprotons has to be taken into account for the definition of the required number of electrons for sufficient cooling, as the total cooling time down to 4.2 K is assumed to increase slightly with each incoming bunch. Due to internal heating mechanisms in the real setup compared to the ideal case, the actual number of electrons has to be even higher. These sources of heating originate from a misalignment of the electric and magnetic field, giving rise to higher order field components. To compensate for the induced heating, based on the experience of other antiproton experiments at ELENA, a number of about $5 \cdot 10^{8}$ electrons is foreseen for the first tests.

One type of intentional particle excitation that is required for the PUMA is the rotating wall technique $[111,112,115$, $144-147]$. This technique is based on a rotating dipole- or quadrupole-field, which is applied by using the 4 - or 8fold segmented electrode, respectively. It requires a sufficiently dense ensemble of trapped particles, so that this can be described as a non-neutral plasma with a Debye length $\lambda_{\mathrm{D}}=\sqrt{\epsilon_{0} k_{\mathrm{B}} T / n q^{2}}$ as a function of the ensemble temperature $T$ and the density $n$ that is small compared to the typical dimensions of the particle ensemble [152]. In contrast to the single particle framework, where such rotating multipole fields are used for the excitation of the radial eigenmodes, the rotating wall technique allows to regulate the radial expansion of the trapped non-neutral plasma. This is necessary for the long term storage of trapped particles, because the higher order field components of the misaligned electric and magnetic field tend to increase the ensemble radius over time.

The control of the radial expansion of the trapped antiprotons is necessary to avoid annihilations on the trap electrodes, which lead to the production of energetic particles that could interact with the remaining trapped particles, causing a cas-
cade that eventually leads to a loss of all antiprotons within seconds.

To summarize the above, the full scheme for the accumulation of $10^{9}$ antiprotons can be divided into the following steps:

- fill the storage region with about $5 \cdot 10^{8}$ electrons provided by the cold field emission source and let them cool down for several seconds,
- turn on the rotating potential on the segmented electrodes for the application of the rotating wall field,
- trap the decelerated antiproton bunch by fast switching of the upstream electrode of the storage region within the cold electron buffer,
- let the antiprotons cool down by sympathetic cooling with the electrons,
- keep the trapped antiprotons within the reservoir of electrons which continuously compensates the heating induced by the rotating field.

After all bunches of antiprotons are captured within the storage region of PUMA at ELENA, the long term storage of the antiprotons is ensured by a continuous application of the rotating wall technique and of sympathetic electron cooling. This state is also kept during the transport of the PUMA setup to ISOLDE and during the operation at ISOLDE as well. Note that the power of the rotating wall, frequencies and number of electrons mixed with the antiprotons can be modified during transport to counterbalance the eventual excitations due to vibrations during handling. As detailed in Sect. 4.3.7, the plasma will be continuously and non-destructively diagnosed, allowing a real-time feedback on the trapping parameters.

### 4.4.2 Formation of antiprotonic atoms

In the following, the possible options foreseen to mix antiprotons and low-energy ions at ELENA (stable ions) and ISOLDE (radioactive ions) are presented. The challenges to be overcome by a dedicated $\mathrm{R} \& \mathrm{D}$ are highlighted. The strategy to address these aspects of the PUMA experiment is given in Sect. 6.

To perform annihilation experiments with nuclei, a fraction of the stored antiprotons is extracted adiabatically from the storage region into the collision region of the PUMA setup [149]. During the extraction of the antiprotons from the storage trap to the collision trap all electrons will also be extracted, as their axial frequency is much higher. The extracted fraction of antiprotons and electrons are then stored within the collision region of the trap. The loss of electrons from the storage region has to be compensated by re-filling electrons into it either from inserting back the previously removed electrons or from the cold field emission source.

The arrangement of electrodes is chosen to maximize flexibility. A preparation zone is foreseen between the collision and storage trap. This zone could be in principle used for an extraction of electrons from the collision zone or for the preparation and cooling of additional antiprotons or electrons to be introduced to the collision zone.

At this stage of the project, we are considering two ways to produce antiprotonic ions by mixing the antiprotons either with negatively-charged ions or positively-charged ions. Thanks to the second pulsed drift tube integrated in the trap tower, the ions will be inserted with a kinetic energy of few tens of eV in the collision zone.

The capture rate of trapped ions can be defined as
$R=n_{\bar{p}} \sigma_{\text {capt }} v N_{i} \tau$,
where $n_{\bar{p}}$ is the antiproton density in the plasma, $\sigma_{\text {capt }}$ is the capture cross section at the relative velocity between ions and antiprotons, $v$ is the velocity of ions in the antiproton plasma, $N_{i}$ the number of trapped ions and $\tau$ the overlap of trapped ions with antiprotons (in space and time). In PUMA the density of ions is expected to be $10^{-4}-10^{-2}$ of the density of the antiprotons. To some extent, the ions can be considered as single particles interacting with the antiproton plasma.

At low energy, the capture cross section evolves as a function of $1 / v$. Assuming, for a first estimate, that the antiprotons are cooled down and that the relative velocity is given by the laboratory velocity of the ions, it is interesting to notice that the rate of Eq. (16) does not depend on the ion velocity: the velocity dependence of the cross section is compensated by the effective number of antiprotons "seen" by the ion. If one considers the case of ${ }^{132} \mathrm{Sn}$ at a kinetic energy of 20 eV and $10^{5}$ trapped ions, overlapping at $20 \%$ with an antiproton cloud of density $10^{7} \mathrm{~cm}^{-3}$, and a cross section of $100 \mathrm{a}_{0}^{2}$, a conservative value compared to the predictions of Cohen (see Fig. 25), one gets a rate of $\mathrm{R}=160 \mathrm{~Hz}$.

Introducing negative ions (see Sect. 7.3.2) into the $\overline{\mathrm{p}}$ plasma has the advantage of simplifying the mixing scheme of the ions with antiprotons in the collision zone. Antiprotons will be kept cooled via sympathetic cooling and compressed by applying the rotating wall technique. The modification of the rotating wall parameters will allow to adjust the size of the antiproton cloud to the initial ion spatial distribution if necessary. An increased rotating-wall (RW) power while ions and antiprotons are mixed should increase the overall density and therefore the integrated capture rate.

One may wonder if the Coulomb repulsion between antiprotons and negative ions can hinder the capture probability. The minimum distance approach $d_{\bar{p} A}$ of an antiproton of velocity $v$ from a negatively-charged ion is given by
$d_{\bar{p} A}=\frac{e^{2}}{4 \pi \epsilon_{0}}=1.44 \times 10^{-9} \mathrm{eV} \mathrm{m}$.


Fig. 25 Predictions of antiproton capture cross section on ${ }^{21} \mathrm{Mg}$ (neutral and in $q=+1$ ion state) as a function of center-of-mass energy at low energy. Reprinted with permission from [68], ©2004 by the American Physical Society

The radii of most atoms are from a few $10^{-11}$ to $2 \cdot 10^{-10} \mathrm{~m}$, meaning that a few 10 to 100 eV relative kinetic energy needs to be maintained in order to authorize a sufficient penetration of the antiprotons inside the electron cloud of a negativelycharged ion. After entering the electron cloud, the antiproton would experience a net positive electric charge from the nucleus, allowing a capture process to occur.

It is expected that the ions and the antiprotons equilibrate in temperature when mixed together. The exact timescale of this cooling depends on several parameters: (i) the electron and antiproton densities involved, (ii) the initial kinetic energy of the trapped ions and (iii) the initial temperature of the electron and antiproton cloud, but the time constant for the sympathetic cooling based on electrons is typically in the order of seconds or tens of seconds [153-156]. In the case of the most short-lived nuclei, this cooling time will exceed the half life of the radioactive isotopes (RI) and the radioactive decay products will exit the trap, or be removed, before an equilibrium temperature is reached. In the case of longer-lived isotopes, the relative energy of antiprotons and negative ions will be maintained by an axial RF excitation of the plasma. The frequencies of the excitation will be chosen to (i) optimize the annihilation rate, (ii) minimize the antiproton loss. A dedicated series of tests will be performed at ELENA for that purpose.

The full scheme of overlapping the negative ions with the antiprotons in the collision trap can be divided into six steps, as depicted in Fig. 26. The center of the z-axis, i.e. the location where the antiprotons and negative ions will overlap, corresponds to the axial center of the TPC, corresponding to
a maximum geometrical acceptance of the detector. All these steps will be benchmarked with antiprotons and stable ions within the first months of PUMA at ELENA.

1. Transfer and capture of $\overline{\mathrm{p}}$ : A fraction of the antiproton cloud is adiabatically transferred from the storage trap into the collision trap. In addition to the $\sim 10^{7}$ antiprotons, all electrons from the storage trap will be transferred. The potential well to trap the mixed antiproton-electron ensemble is located at the center of the collision trap.
2. Cooling of $\bar{p}$ : After the antiprotons entered the trap a second potential well is pulsed to trap the ensemble within the downstream half of the collision trap. This location of temporary storage minimizes the impact of the capture process of the short-lived ions on the stability of the $\overline{\mathrm{p}}$ ensemble. Within seconds after the trapping, the selfcooling electrons cool down sympathetically the antiprotons while continuously applying a RW drive.
3. Capture of negative RI: After the deceleration of the negative ions in the pulsed drift tube upstream of the collision trap to energies of about $20-100 \mathrm{eV}$, the ions are then stopped with a sufficiently high potential well in the upstream half of the collision trap.
4. Trapping of negative ions and $\bar{p}$ : To trap the negative ions in the upstream half of the collision trap, a second potential well is pulsed at the upstream end of the trap. By this, both the ion bunch and the antiproton ensemble are trapped within the collision zone without spatial overlap.
5. Overlapping negative ions and $\overline{\mathrm{p}}$ : The ions are adiabatically transferred to the antiproton cloud by ramping down the separation potential, until both species are trapped in a unique potential well, leading to an efficient spatial overlap. At this stage, the electrons cool down the heat induced by the hot ions, reducing the relative velocity of ions, antiprotons and electrons. The number of electrons in the mixed plasma is a parameter to be optimized during the first measurements at ELENA.
6. Interaction of negative ions and $\overline{\mathrm{p}}$ : As a sufficiently high relative velocity of the ions and antiprotons is required for the antiproton capture process, an optional axial autoresonant RF excitation of the ions is foreseen [157]. This excitation optimizes the relative velocity to maximize the capture cross section while aiming at minimizing the impact on the antiprotons, thus avoiding losses of antiprotons. A dedicated series of tests to identify suitable frequencies and amplitudes of the drive is part of the $R \& D$ program. Furthermore, the lifetime of the negative ions is limited by electron detachment processes which would lead to the formation of neutral atoms, leading to a loss. A quantification of the detachment rate will be performed. Associated measurements with negative ions inserted in a proton plasma or an electron plasma will be performed at TU Darmstadt.


Fig. 26 Interaction scheme for negative ions $\left(\mathrm{I}^{-}\right)$and $\overline{\mathrm{p}}$

Ions at ISOLDE are favorably produced with charge $q=$ +1 . As the ions and antiprotons have opposite charges, a nested potential is needed for the simultaneous trapping of both species. In the case of PUMA, it is important to limit the loss of antiprotons as much as possible. The antiprotons will be trapped with electrons in the center of the collision trap. The ions will be prepared so that they "cross" the antiproton cloud with maximum overlap.

At this stage of the project, the number of electrons to be stored with the antiprotons during the mixing process is still an open question. On one hand, a large number of electrons would allow a cooling of the antiprotons. In this particular case, there will be a competition between the antiproton capture, our objective, and the recombination with a free electron [158], resulting in the loss of the neutral ion. The latter process depends strongly on the energy and density of the free electrons and occurs on a typical timescale in the order of a few seconds after the ions are overlapped with the antiproton-electron ensemble (see Fig. 27). The suppression of the recombination process in the first seconds is caused by the significant electron heating induced by the hot ions, which effectively reduces the cross section for a radiative recombination [159]. On the other hand, the electrons within the collision region could be extracted by fast switching. By this, a pure reservoir of antiprotons could be prepared in the collision zone, into which the ions are injected. The absence of electrons will lead to a rapid excitation and heating of the antiproton cloud and a loss of antiprotons which should be prevented. One could consider to alternate between phases with electrons for cooling and phases with a lesser number of electrons, if recombination appears to be an issue. The above schemes will be tested and optimized within the first months at ELENA.
$\mathrm{Y}=\mathrm{N}$

After the capture, the short-lived ions and the antiprotons are simultaneously stored in the collision region with a spatial overlap that allows for interactions of both species. Assuming the case where the antiprotons and electrons are stored within the negative potential well (compare Fig. 28), this spatial overlap is limited by the sympathetic electron cooling of the ions, which will cause losses of ions in the potential wells next to the negatively charged ensemble on a timescale of seconds $[154,155]$. To overcome these losses, an axial RF excitation is foreseen, which will keep the energy of the ions high enough to overlap with the antiprotons. Here, the frequencies of the excitation will be chosen to (i) optimize the annihilation rate and spatial overlap and (ii) minimize the impact on the stored antiprotons. For that, a dedicated series of tests with stable ions will be performed at ELENA.

Depending on the lifetime of the ions, the time of simultaneous storage and interaction will be defined to avoid significant contamination of the surface annihilation signals that PUMA is interested in. After this time interval, the ions are dumped upstream of the collision zone, while the remaining antiprotons are transported back into the storage zone of the PUMA trap.

We describe, schematically, the possible steps of a full mixing cycle of positive ions and antiprotons. The mixing of plasmas of opposite charges has been developed in particular at the Antiproton Decelerator (AD), focusing on antiprotons and positrons to form antihydrogen [160-162].

## 1. Transfer and capture of $\bar{p}$

2. Cooling of $\bar{p}$ and trapping of $\bar{p}$ : After the cooling process the antiprotons and electrons are trapped within a shallow positive potential well with a depth of just a few tens of volts. This is necessary to avoid significant losses of ions when overlapping the antiprotons with the positive RI. The RW field is applied to the mixed ensemble.
3. Positive ion capture: After deceleration in the pulsed drift tube the positive RI are stopped within the upstream half of the collision trap by a positive stopping potential. Due to the spatial separation, no initial heating is induced into the cold antiproton ensemble. By pulsing a second potential well at the upstream end of the collision trap, the RI are then trapped within the upstream half of the trap.
4. Transferring the $\mathrm{I}^{+}$to the $\overline{\mathrm{p}}$ : To initialize the overlap, the ions are transferred towards the $\bar{p}$ cloud. The potential well which separates the positive ions from the antiprotons is lowered to zero.
5. Mixing $\mathrm{I}^{+}$with $\overline{\mathrm{p}}$ : Both clouds are spatially overlapped at the location of the nested potential defined by two negative wells at both ends, which avoid axial antiproton losses. The optimum height of these wells needs to be fine tuned: deep wells minimize antiproton losses but will increase the field gradient seen by the ions when approaching the


Fig. 27 Average ion energy $E_{i} / E_{i_{0}}$ and surviving probability $P_{\mathrm{RR}}$ as a function of time for an ensemble of bare uranium ions sympathetically cooled by electrons with $T_{e}=4 \mathrm{~K}, n_{e}=10^{7} \mathrm{~cm}^{-3}, B=6 \mathrm{~T}$ and different uranium ion densities of $n_{i}=10^{2} \mathrm{~cm}^{-3}$ (left), $n_{i}=10^{3} \mathrm{~cm}^{-3}$ (center) and $n_{i}=10^{4} \mathrm{~cm}^{-3}$ (right). Reprinted with permission from [159] @2020 by AIP Publishing
sides of trapping region, further converting axial kinetic energy into radial kinetic energy. Note that the side wells can be used for dumping electrons out of the central nested well. By pulsing the shallow well on a timescale of less than a microsecond, in principle all electrons could be removed, while the antiprotons remain mostly unaffected [163].
6. RF heating of RI: While both clouds are overlapped, the ions are continuously sympathetically cooled by collisions with electrons and antiprotons. Over time, this cooling might cause losses of ions in the shallow potential well on the left and right-hand side of the central antiprotonelectron well, reducing the spatial overlap of ions with antiprotons and thus reducing the rate of events. The typical timescale for this cooling process and the subsequent spatial separation is in the order of seconds [155], which is longer than the lifetimes of most short-lived ions in the trap. This cooling time needs to be determined in PUMA's experimental conditions to decide how much attention should be paid to overcome this axial separation of ions and antiprotons. In case of ions with a longer lifetime, an additional optional axial RF excitation of the ions is foreseen, which keeps the ions at sufficient energy to overcome these shallow potential wells and minimizes the impact on the antiprotons. When locked to the drive, an option pointed out by $S$. Ulmer (BASE), the bounce frequency of the ions could be tuned precisely to the desired axial energy of the ion, i.e., the excitation with respect to the antiproton nesting potential [157]. A dedicated series of tests to identify suitable frequencies and amplitudes of the drive as well as determining the impact of such a drive on the radial overlap of the two species is part of the $R \& D$ program.

(a) Step 1: transfer and capture of $\overline{\mathrm{p}}$

(c) Step 3: $\mathrm{I}^{+}$capture

(e) Step 5: Mixing $I^{+}$with $\overline{\mathrm{p}}$

(b) Step 2: Cooling and trapping of $\bar{p}$

(d) Step 4: Transferring the $\mathrm{I}^{+}$to the $\overline{\mathrm{p}}$

(f) Step 6: RF heating of $\mathrm{I}^{+}$

Fig. 28 Interaction scheme for positive ions ( $\mathrm{I}^{+}$) and $\overline{\mathrm{p}}$

### 4.4.3 Antiproton losses

We emphasize the importance of reducing the antiproton losses in the collision zone, since the number of trapped antiprotons will be limited for measurements at ISOLDE. An acceptable rate of losses is below $100 \mathrm{~s}^{-1}$ when ions are inserted inside the antiproton cloud. $100 \mathrm{~s}^{-1}$ is significantly below the rate capabilities of the TPC readout. It would be an acceptable loss of antiprotons for the foreseen experimental
cycle at ISOLDE: typically a day of measurements before the need to refill the collision zone with a new load of $10^{7}$ antiprotons.

Radial losses in the collision zone will be unambiguously separated from annihilation events from ions inserted in the trap by the vertex tracking capabilities of the detection ( $\sigma<$ 1 mm , see Sect. 4.5, below).

### 4.4.4 Ion removal from collision trap

The ejection of ions from the antiproton cloud can be performed in several ways.

In the particular case of radioactive nuclei, ions can decay while trapped. In this case, the new isotope will be naturally removed from the collision zone by the recoil energy gained from the beta decay. A typical $\beta$-decay Q value is few MeV (e.g. 3.1 MeV for the $\beta^{+}$decay of ${ }^{132} \mathrm{Sn}, 15.6 \mathrm{MeV}$ for the $\beta^{-}$decay of ${ }^{17} \mathrm{Ne}$ ), leading to a recoil energy of the daughter nucleus much larger than the few hundred eV of the axial confining electrical potential. In the case a 1 MeV recoil energy is transmitted to the axial direction, it corresponds to a trajectory radius in the 4 T field of the solenoid of $\sim 20 \mathrm{~cm}$ (e.g. 42 cm for ${ }^{132} \mathrm{Sn}, 15 \mathrm{~cm}$ for ${ }^{17} \mathrm{Ne}$ ), significantly larger than the $2-\mathrm{cm}$ radius of the collision trap. In conclusion, the recoil nucleus following a $\beta$ decay in the collision will exit the trap, and the ions mixed with the antiprotons will remain isotopically pure. The recoil nuclei following an annihilation will also most often exit the trap due its recoil momentum, equal to the intrinsic momentum to the annihilated nucleon under the sudden and core-spectator approximations.

In the case of stable or long-lived ions, one could in principle keep them inside the antiproton cloud until a capture occurs, followed by annihilation. In this particular case, they might also capture an electron and leave the plasma as neutral particles.

Finally, in the case of negatively charged ions and antiprotons, the separation can occur by centrifugal separation [162,164]. The separation takes place at low temperature when the condition
$\left|\frac{m_{i}}{q_{i}}-m_{\bar{p}}\right| \omega_{r}^{2} R_{p}^{2} \geq k_{B} T$
is met. In the above inequality, $m_{i}$ is the mass of the ion, $q_{i}$ its charge ( +1 , here), $m_{\bar{p}}$ the mass of the antiproton, $\omega_{r}$ the rotation frequency of the plasma, $R_{p}$ the plasma radius, $T$ the temperature. The timescale of the drift of ions inside an antiproton plasma is much longer than the typical cooling time [165]. The centrifugal separation can be avoided by manipulating the plasma with the RW technique and keeping the temperature relatively high by exciting the plasma, either by white noise or at specific frequencies away from collective-mode frequencies.

### 4.5 Pion detection

### 4.5.1 Overview

The pion detection of PUMA has two objectives: to determine the positively and negatively charged pion multiplicities after capture and annihilation from nuclei of interest, and the diagnosis of the stored antiproton cloud from annihilation with residual gas molecules. To achieve these goals we developed a tracking detection system, positioned inside the 4-Tesla PUMA solenoid. The signals are transported via low capacitance cables to a common data acquisition system with the front and back end electronics being located outside the magnetic field. The detection system consists of a timeprojection chamber around the collision trap, surrounded by a plastic-scintillator barrel, read out by Silicon Photomultipliers (SiPMs).

After the annihilation takes place in the collision trap, energetic pions are produced. The charged particles traverse the gas volume of the TPC and ionize the atoms of the gas mixture along their trajectory. The released electrons drift towards the anode plane driven by an electric field applied between the endplates of the TPC. At the anode plane, the electrons are amplified and induce a signal on the readout pads. The track projection on the pad plane and the drift times measured for each individual pad allow one to reproduce the charged particle tracks throughout the detector.

The plastic barrel will be also used to estimate the vacuum inside the storage and collision zones from the monitoring of the antiproton decay rate caused by the interaction with the residual gas. An additional monitoring system around the storage zone might be considered at a later stage of the experiment.

### 4.5.2 Geometry and simulations

Simulations based on the Geant4 toolkit [166] have been carried out in order to optimize the geometrical acceptance and the detection efficiency, using the ROOT framework [167] for the analysis of the data. They consist of three main blocks:

- The detector and the generation of the pions corresponding to realistic annihilation events occurring in the trap are simulated. Each event produced in the simulation consists of a set of pions randomly generated according to the appropriate branching ratios of antiprotonneutron [84] and antiproton-proton [168] annihilations. The total kinetic energy that satisfies energy conservation is isotropically shared among final-state pions. Figure 29 presents a typical event in the collision trap surrounded by the TPC and the plastic barrel.
- The drift of the ionization electrons towards the pad plane considering the transport parameters (drift velocity, lon-


Fig. 29 Typical event simulated with the Geant4 toolkit. The blue line corresponds to a $\pi^{-}$and the red ones to $\pi^{+}$
gitudinal diffusion and transverse diffusion) is computed with MAGBOLTZ [169] in the conditions of the experiment for different gas mixtures. At this stage the response of the electronics system is also simulated. The model used was developed for the MINOS experiment [170] and was extensively benchmarked with data (see for example [171]).

- The identification of the vertex and the charge of the pions by the bending of the tracks in the magnetic field $[170,171]$ is computed using the MINUIT tool with the MIGRAD minimizer [172].

The optimal geometry of the TPC for the purpose of the experiment was chosen by varying three main parameters: the TPC external radius $R$, its length $L$ and the pad plane layout.

We define the total efficiency as
$\varepsilon_{\mathrm{tot}}=\varepsilon_{\mathrm{TPC}} \cdot \varepsilon_{\mathrm{ID}}$,
where $\varepsilon_{\text {TPC }}$ corresponds to the ratio of the number of charged pions that deposited energy in the TPC with respect to those that were generated in the trap (in other words, they were within the TPC's geometrical acceptance and not absorbed by the surrounding materials). The identification efficiency $\varepsilon_{\text {ID }}$ is the ratio of the number of particles whose charge was correctly identified by the analysis algorithm over the total number of tracked pions.

The simulations were performed for 1500 events, corresponding to roughly 3500 pions. The material which the trap is made of as well as the rest of the components surrounding the trap (see Sect. 4.3.5) were simulated. A point-like annihilation vertex at the center of the trap was considered.

The TPC inner (mechanical) radius $R_{i n t}=53 \mathrm{~mm}$ is fixed by the dimensions of the trap and the 4 K cryostat. Taking the space needed for the field cage, the internal radius of the active volume is set to 66 mm . Simulating the detection efficiency as a function of its outer radius is relevant for the evaluation of the dimensions of the plastic barrel as well as the size of the magnet's bore.

Figure 30 displays the efficiencies $\varepsilon_{\text {tot }}$ (triangles), $\varepsilon_{\text {TPC }}$ (squares) and $\varepsilon_{\text {ID }}$ (circles) obtained, considering a length $\mathrm{L}=300 \mathrm{~mm}$. The red curve (squares) corresponds to the aforementioned $\varepsilon_{\text {TPC }}$ which, as expected, remains constant. The absorption probability of a pion depends only on the materials the particle traverses during its path towards the sensitive gas of the TPC, and the geometrical acceptance only depends on its length. An increase is observed on the charge identification efficiency $\varepsilon_{\text {ID }}$ (circles) due to an increase of the track length as the radius enlarges. A plateau is reached at $\mathrm{R} \sim 110 \mathrm{~mm}$, which determines the active volume external radius.

Figure 31 presents a sketched 3D view of the pion detection system for the collision zone around the XHV tube. The TPC is a 300 mm long cylinder, 53 mm internal radius and 110 mm external radius, filled with ionizing gas, where a uniform electric field of about $200 \mathrm{~V} / \mathrm{cm}$ is applied (according to the choice of the gas).

Two flanges at either end of the setup will accurately set the plastic scintillators in position. Table 6 shows the list of materials and thicknesses of the components that the charged particles traverse upon reaching the detector. From this list, the total radiation length experienced by a particle traversing the system with a minimum trajectory (in the radial direction from the center of the collision trap) is 2.3 cm , whereas


Fig. 30 Efficiencies $\varepsilon_{\text {TPC }}$ (squares): Ratio between charged pions within the TPC's geometrical acceptance and total charged pions simulated. $\varepsilon_{\text {ID }}$ (circles): Ratio of the number of pions whose charge was correctly identified by the analysis software over the total number of tracked pions. $\varepsilon_{\text {tot }}$ (triangles): Product of the former two. Variables plotted as a function of the external radius of the TPC. The error bars (represented by the size of the points) correspond to statistical uncertainty from the simulation

ne
Fig. 31 Cut view (half is shown) of the proposed setup CAD model and mechanical support of the detection system in the collision zone
the radiation length is 1 cm for a particle with a maximum trajectory inside the system.

For the amplification of the signal, a Micromegas detector is employed. It will have a low impedance grounding circuit to the mesh, a resistive layer (DLC Diamond Like Carbon) biased to a maximum of 500 V and the grounded pad plane. The pad plane, together with the field cage structure, have been conceived to be mechanically stable and electrically homogeneous.

Both PCB plates holding the anode an cathode are shaped in a 32 -faced polygon, which support the plastic scintillator bars.

The 11 -mm-thick cathode, biased at -6 kV , presents a sparking risk. The close distance to ground produces edge effects that create distortions in the electric field, particularly in the corners of the TPC. At the anode to field cage side, the homogeneity of the field is crucial to avoid dead zones on the pads. To achieve a uniform field in practically all the available volume, electrostatic simulations of the field cage were carried out. An open source finite element mesh gener-
ator software, gmsh [173], was used to compose a 2D model of the field cage with the appropriate materials and boundary conditions. After the model was built, the geometry was meshed into $16,585,650$ nodes and 4,125,786 finite 8 -nodequadrangular elements. The mesh obtained was imported into the multiphysics solver software Elmerfem [174], which solves the Laplace equation for a given charge and material configuration. While the anode is grounded, the voltage on the field cage strips drops linearly until it reaches the cathode, set to -6000 V. Finally, the field obtained was imported into the GARFIELD toolkit [175], which allows for the simulation of the electrons' drift considering in addition the gas mixture with the appropriate transport parameters at a given temperature and pressure, and the magnetic field map simulated for the PUMA solenoid (see Sect. 4.2.3). For this simulation, the gas mixture used was $95 \%$ Argon, $3 \% \mathrm{CF}_{4}$ and $2 \%$ Isobutane. The final mixture and proportions are to be evaluated to comply with CERN safety regulations.

The configuration of the simulated field cage consists of two layers of electrode rings glued to each side of a flexible PCB material of 0.3 mm thickness: The electrodes that belong to the layer at the side of the active volume are 1 mm wide with 0.5 mm spacing, while those in the back side of the PCB are 1.1 mm wide with 0.4 mm spacing.

The drift of 1000 electrons was simulated by releasing them at different positions in the active volume. The maximum deflection from a straight path near the field cage, corresponding to electrons travelling through the complete length of the TPC, is less than $0.4 \%$, which has no impact on the disentanglement of positively and negatively charged pions. Figure 32 shows the deflection, defined as
$\Delta r=\sqrt{\left(\mathrm{x}_{\mathrm{i}}-\left\langle\mathrm{x}_{\mathrm{f}}\right\rangle\right)^{2}+\left(\mathrm{y}_{\mathrm{i}}-\left\langle\mathrm{y}_{\mathrm{f}}\right\rangle\right)^{2}}$,
where $\mathrm{x}_{i}, \mathrm{y}_{i}$ are the initial position of a cloud of 1000 electrons in the $X Y$ plane (transverse to the drift direction) and $\left\langle\mathrm{x}_{\mathrm{f}}\right\rangle,\left\langle\mathrm{y}_{\mathrm{f}}\right\rangle$ are the mean values of the final position reached by the same cloud on the $X Y$ plane after drifting a distance L , as a function of the radial direction (horizontal axis $x$ ).

### 4.5.3 Background rejection

The influence of atmospheric muons, product of cosmic ray showers in the atmosphere, was investigated. Simulations with Geant 4 have been made to determine their rate and the rejection capabilities of PUMA.

The simulation of atmospheric muons was done using the Cosmic Ray Shower library (CRY) integrated in Geant4 in which cosmic ray showers are generated from data tables and show good agreement with cosmic rays measurements [176]. The library allows to choose a set of parameters (altitude, latitude and date -to account for the eleven year sunspot cycle-

Table 6 Material budget of the inner tube, the TPC and the plastic scintillators

| Piece | Material | Density $\left[\mathrm{g} / \mathrm{cm}^{3}\right]$ | Thickness [mm] | Radiation length [mm] | Radiation length [\%X0] |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Trap | Cu | 8.96 | 4 | 14.3 |  |
| Cryostat | Cu | 8.96 | 0.75 | 14.3 |  |
| 70 K shield | Al | 2.50 | 1 | 88.9 |  |
| 300 K vacuum pipe | Al | 2.50 | 5 | 88.9 |  |
| Insulator | Polyimide | 1.42 | $4 \times 0.02$ | 285 |  |
| Field cage outer structure | PCB | 1.8 | 1.5 | 280 |  |
| Field cage | PCB | 1.8 | 0.3 | 280 |  |
| Gas mixture | ArCF4Iso | 0.0019 | $53-55$ | 107213 |  |
| Insulator | Mylar | 1.4 | 0.02 | 285 |  |
| Scintillator wrap | Teflon | 0.38 | 1 | 158 |  |
| Scintillator | PVT | 1.032 | 4 | 0.62 |  |



Fig. 32 Deflection $\Delta r$ (Eq. 19) as a function of the radial direction (x)
) to adjust the particle distributions to the conditions in which the experiment will work. Cosmic particles are generated in an area of $3 \times 3 \mathrm{~m}^{2}$ at 2 m above the detector.

From the simulations, the rate of muons expected to cross the TPC is $\sim 2 \mathrm{~s}^{-1}$. However, $\sim 90 \%$ of them are rejected by adding the constraint that their track should also pass through the collision zone of the trap: In this case, after a simulation of 3 million muons, the expected rate is $8 \pm 0.5 \mathrm{~min}^{-1}$.

Figure 33 shows the total energy deposit per particle in the TPC, comparing the muons that cross the trap with the pions produced from the simulated events, assuming a rate of $10 \mathrm{~min}^{-1}$ real events. In this case, the energy deposit of the muons is larger than that of the pions since their track is about twice as large as that of the pions. A clear cut can be seen at $\sim 30 \mathrm{keV}$ and only less than $1 \%$ of the pions will have an energy deposit in the TPC similar to the muons. In addition, since the muons will only pollute the channels of multiplicity $\mathrm{M}=1$ and 2 (which represent $30 \%$ of the


Fig. 33 Comparison of the energy deposit in the TPC by muons and pions
total branching ratios), it is estimated that at least $99.7 \%$ of the muons will be rejected. Moreover, it is expected to further reject muons from the track reconstruction in the $z$-axis during the analysis process and the measurement and subtraction of the background before the ions are introduced. Additionally, the curvature of the muons' trajectory due to the magnetic field will change after passing through the different components of the trap as a consequence of the energy loss experienced. A correlation between both types of tracks can be established and removed, leaving a negligible number of muons that might not be possible to disentangle from the pions. Studies are under progress. The muons have an important function, as they will allow an inspection of the functionality of the detection system (barrel and TPC). The procedures to be adopted are being formulated.

### 4.5.4 Amplification

As mentioned previously, the amplification of the signal will be achieved via a Micromegas concept [177]. In particular, the resistive Micromegas technology will be deployed.

The mesh woven will be $18 \mu \mathrm{~m}$ with $45 \mu \mathrm{~m}$ spacing. A standard $128 \mu \mathrm{~m}$ gap between the mesh and the resistive foil will be used for amplification. The avalanche produced is diffused in the resistive foil following the telegraph equation [178]
$\rho(r, t)=\frac{R C}{2 t} e^{-r^{2} R C /(4 t)}$,
where $R C$ are the resistance and capacitance respectively, determined by the spacing between the anode and the readout pads, and the dielectric constant of the glue. This provides a number of advantages:

- The preamplification stages of the electronics do not need to be protected if this technique is used.
- With the high suppression of transverse diffusion in strong magnetic fields, the track ionization charge clusters arriving at the pad plane will be confined to a single pad, resulting in a loss of resolution. However, the spread of the signal in three to four pads perpendicular to the track will enable a more accurate centroid determination, thus reaching values of the order of $\sigma \approx 100 \mu \mathrm{~m}$ for zero drift distance.

Table 7 is drawn on specifications and the expected performance for the resistive micromegas.

Given a modest gain of $10^{4}$ in the micromegas, and the electronic noise of the front-end modules set at 1 m away from the pad plane, the signal-over-threshold ratio for induced signals on the side pads of the main projected pad is approximately 4 for a signal originating from 30 primary electrons, assuming a threshold set at $5 \times \sigma_{R M S}\left(\sigma_{R M S}=1500 \mathrm{e}\right)$ and a resistive and diffusion spreading, giving 1:10. If, however, the noise or gain limits noted above are not achieved because of technical limitations, the system will operate simply through the plastic trigger because of the low rates involved.

### 4.5.5 Gas system

The gas handling system for the PUMA TPC is an open-loop system that will supply a regulated gas flow at atmospheric pressure where the premixed, non-contaminated gas is provided from a standard B50 bottle. The final composition will be chosen to be in accordance with the safety regulations and recommendations at CERN. A choice of $\mathrm{CF}_{4}$-free gas mixture is being studied. The choice of the gas for the TPC is a trade-off between electron transverse and longitudinal dif-
fusion, electron drift velocity and maximum reachable gain. From the mentioned parameters, PUMA's event rate (10100 Hz ) does not require an ambitiously-high drift velocity. Instead, more importance is given to the gain in the amplification step and the transverse diffusion coefficient, which is relevant for the centroid determination given the strong magnetic field of PUMA. The drift field will be studied on a prototype and will include the optimized charge and time resolutions.

As considered to date, there will be 4 gas inlets on the cathode and 4 on the anode, where the gas mixture will be filtered for dust particles. The tubing system will allow to establish clean lines with very low contamination of $\mathrm{H}_{2} \mathrm{O}$ and $\mathrm{O}_{2}$ in the gas. The gas flow will be regulated from a flowmeter in series between the regulator of the bottle and the TPC. The pressure in the TPC relative to atmospheric pressure is kept constant with better than 0.1 mbar precision. Oxygen and water will be removed from the gas with cartridges filled with a copper catalyzer. Ten $1 / \mathrm{h}$ of mixed gas continuously flow through the TPC which has a volume of 16 1. A small amount of gas will be analyzed at the exit line, which will provide a measurement of the $\mathrm{O}_{2}$ and $\mathrm{H}_{2} \mathrm{O}$ contaminants. The exhaust will be combined with an oil-filled bubbler to avoid air back-flow. The system is arranged in functional modules distributed on shells of the frame system and on the floor of the PUMA frame. A Programmable Logic Controller (PLC) will supervise the system with a user interface based on National Instrument software and modules, where the temperature and the pressure will be monitored continuously. A particle filter will be placed at the entries of the gas supply, accessible for regular change and inspection.

During transportation, the main gas bottle will be disconnected from the system and the gas system will run on a 5-liters backup gas supply attached to the frame.

### 4.5.6 TPC trigger-scintillator barrel

The choices of plastics, geometry and SiPM are relatively standard. At this stage of the project, samples of two types of plastic, EJ-204 and EJ-212 are being tested.

Machined, trapezoidal sectioned polished bars of 4 mm thickness have been purchased and will be tested at TU Darmstadt, as well as two types of sample SiPM (Hamamatsu and On Semiconductor) of $3 \times 3 \mathrm{~mm}^{2}$ that couple well with the plastics in terms of wavelength response.

Simulations of photon emission and transport to the SiPM have been performed by means of the GODDeSS library extension of the Geant4 toolkit [179]. Figure 34 displays the energy deposit of the pions in a plastic scintillator as a function of its thickness, showing that the mean energy deposit obtained for a 4 mm thick plastic is in the order of 1 MeV , corresponding to a mean light yield of 10400 photons. Ten percent of this value will be detected by the 4 SiPMs

Table 7 Amplification region specifications

| Specification | Value |
| :--- | :--- |
| Mesh woven | $18 \mu \mathrm{~m}$ |
| Optical transparency | $54 \%$ |
| Pad geometry | Projective with constant area of $10 \mathrm{~mm}^{2}$ |
| Inter-pad distance | $150 \mu \mathrm{~m}$ |
| Pillars diameter | $300 \mu \mathrm{~m}$ |
| Pillar spacing | $6000 \mu \mathrm{~m}$ on inter-pad crossing |
| Pillar height | $128 \mu \mathrm{~m}$ |
| Gain | $10^{4}$ |
| XY resolution at 1 cm and 30 cm drift with 4 T | $150 \mu \mathrm{~m}$ and $200 \mu \mathrm{~m}$ |
| Charge resolution | $22 \%$ |
| Time resolution | $5-10 \mathrm{~ns}$ |
| Z resolution | $250-500 \mu \mathrm{~m}$ |
| Rates | 200 Hz |
| DLC resistivity | 3 MOhm before baking |

in a given plastic scintillator. The simulation of the three Hamamatsu SiPMs models with different pixel pitch that will be tested ( 25,50 and 75 ), gives a mean photon count of 50 to 100 per SiPM, well above the typical dark current threshold of $10-20$ photons. In addition, it is expected that the time resolution in one scintillator bar will be of the order of 100 ps .

The study of the plastic's acceptance via simulations performed with GEANT4 shows that the maximum acceptance, considering a TPC of 300 mm length, is reached for a length of $\sim 450 \mathrm{~mm}$ (see Fig. 35).

Each scintillator bar will be wrapped with Teflon and aluminised mylar of $100-150 \mu \mathrm{~m}$ thickness to allow minimum light cross-talk and to reach optimal light capture. The position resolution along the longest dimension of the bar is


Fig. 34 Energy deposit by simulated pions as a function of the plastic's thickness. The inset in the upper left corner shows a sketch of the plastic bar shape with the simulated dimensions. The error bars correspond to statistical uncertainty from the simulation


Fig. 35 Acceptance obtained for simulated events detected in the plastic scintillators. The red vertical line shows the length of the TPC. The dotted line shows that the maximum acceptance (ratio of detected events over total number of events) reaches a value of 0.98 from $\sim 450 \mathrm{~mm}$
expected to reach 10 mm FWHM from the time difference of the signal received on both ends of the bar.

The barrel will require 128 channels of electronics, namely 2 SiPM attached on each side of each plastic. This will allow relatively low thresholds to be set on the SiPMs and hence a high efficiency and a good time resolution.

### 4.5.7 Electronics

The PUMA-TPC consists of 4096 channels, surrounded by a barrel of plastic scintillators which is read by 128 SiPMs. The signal will be transported via low capacitance cables (possibly $50 \mathrm{pF} / \mathrm{m}$ ) to a common data acquisition system with the front and back end electronics being housed outside the magnetic field. The stray magnetic field in this placement is lower than 2 mT , which complies with the electronics specifications for proper operation. Tests with sample cables from the barrel and TPC are forseen, however experience from


Fig. 36 (Left) ARC front end card equipped with four AGET chips. (Right) ARC front card with the electromagnetic shield and a fan

MINOS [170] at RIKEN largely covers the difficulties associated with the needed cable lengths, of about 1 m .

The front-end electronics for the TPC consist of the socalled "Another Readout Card" (ARC), shown in Fig. 36. ARC collects the analog signal from the pads through four readout Application Specific Integrated Circuits (ASICs). It is then sampled in an analog memory (512-bucket switched capacitor array) and converted into digital format using a 4 channel (one per ASIC), 25 MHz 12-bit multi-channel analog-to-digital converter (ADC).

The system will operate with the latest development by IRFU, STAGE [180], based on the previous ASICs, AFTER [181] and AGET [182].

All generations of chips allow for pulse shape sampling at a programmable frequency of $1-100 \mathrm{MHz}$ and support programmable charge range and peaking time. AFTER supports 72 channels while AGET and STAGE supports 64 channels. The most notable difference between AFTER and its successors is that the newer chips provide the possibility of selftrigger with a discriminator in each channel. These discriminators also allow the selective digitization of hit channels, which reduces readout dead-time and data volumes. Another advantage of AGET and STAGE over AFTER is that the charge sensitive preamplifier (CSA) covers a wider dynamic range ( 120 fC to 10 pC while AFTER has a maximum range of 600 fC ) and the 4 possible values of dynamic range is adjustable on a per channel basis, while it is identical for all channels in AFTER.

Although both AGET and STAGE are suitable for PUMA, STAGE brings a few improvements. In particular the range of peaking time ( 16 possible values) covers 50 ns to $8 \mu \mathrm{~s}$ while it is 50 ns to $1 \mu \mathrm{~s}$ in AGET. Also the dynamic range of the analog output signal that represents the number of hit channels can be set to correspond to 16 hit channels instead


Fig. 37 Equivalent Noise Charge (ENC) versus input capacitance for different peaking times in the 120 fC range. Courtesy of B. Pascal, IRFU-CEA
of 64. This allows a more robust discrimination of low hit multiplicity counts.

The rms noise per channel as a function of input capacitance is given in Fig. 37 for a 120 pC dynamic range. Using a peaking time of 230 ns and an input total capacitance of 80 pF gives a noise level of 1200 electrons rms. Hence thresholds of above 6000 electrons gives a significant operational margin to use the multiplicity trigger in the ARC electronics. The final settings of the ARC+TPC parameters will be adjusted to yield optimized efficiencies.

While STAGE is intended for operation in ordinary environments, a radiation hardened version, called ASTRE, is also available for the concerned scientific applications [180]. The main specifications are detailed in Table 8.

Flat cables give the input from the TPC. Outputs, numeric data, clock, and trigger are optically carried to the Trigger and Data Concentrator Module (TDCM) and forwarded over standard Ethernet to a control and data acquisition PC. Hence the system is reasonably well protected from electromagnetic disturbances. An assembly in crate is shown in Fig. 38.

The data of each detector module are transported to the back-end unit by optic fibers. The back-end consists of a TDCM, which distributes a primary reference clock to the set of front-end cards as well as a common trigger signal and global synchronization of the front-ends [183]. The TDCM is composed of two mezzanine cards (custom made board that can house up to 16 small form factor pluggable optical transceivers (SFP)) that are plugged into the carrier board of the back-end unit, a Field Programmable Gate Array (FPGA) module (the Mercury ZX1 commercially available from Enclustra [184]), and a main carrier board designed to carry the FPGA module and the mezzanine cards. A test setup is currently under preparation at TU Darmstadt.

For 4096 pads of the TPC, 64 STAGE chips housed on 16 ARCs will be needed. Regarding the back-end, one TDCM

Table 8 Synthesis of the AGET/STAGE chip [180]

| Parameter | Value |
| :---: | :---: |
| Polarity of detector signal | Negative or positive |
| Channel numbers | 64 |
| External preamplifier | Yes; access to the filter or SCA input (external CSA) |
| Charge measurement |  |
| Input dynamic range | $120 \mathrm{fC}, 240 \mathrm{fC}, 1 \mathrm{pC}, 10 \mathrm{pC}$ |
| Gain | Adjustable per channel |
| Output dynamic range | 2V p-p (differential) |
| INL | <2\% |
| Resolution | $<850 \mathrm{e}^{-}$ |
|  | (Gain: 120 fC ; Peaking Time: $200 \mathrm{~ns} ; C_{\text {input }}<30 \mathrm{pF}$ ) |
| Sampling |  |
| Peaking time | $8 \mu \mathrm{~s}$ (16 values) |
| SCA time bin number | 512 or $2 \times 256$ cells |
| Sampling frequency | 1 MHz to 100 MHz |
| Multiplicity |  |
| Multip. signal | Analog sum of 64 discriminator outputs |
| Input dynamic range | $5 \%$ or $17.5 \%$ of input channel input charge range |
| INL | < $5 \%$ |
| Threshold value | 7-bit DAC |
| Readout |  |
| Readout frequency | 25 MHz |
| Channel readout mode | Hit, selected or all |
| SCA readout mode | 1 to 512 cells |
| Test |  |
| Calibration | 1 channel among 64; 1 external test capacitor |
| Test | 1 channel among 64; internal test capacitor (1 among 4) |
| Functional | 1 to 64 (68); 1 internal test capacitor per channel |
| Counting rate | $<1 \mathrm{kHz}$ |
| Power consumption | < $10 \mathrm{~mW} /$ channel @ 3.3 V |

module would suffice since it can read out up to 32 ARCs, i.e. 8192 channels.

Here we have not included a detailed description of the ARC+TDCM system as it has been largely documented in FEMINOS [185]. However it is important to note that ARC+TDCM is a second generation of FEMINOS and we thus expect an enhanced performance with this novel system even though the PUMA project is less demanding both in coupling with other subsystems and in rates. Firmware on TDCM will be developed to take into account the improved resolution through the use of resistive micromegas

Because the required timing resolution for the barrel scintillators is above the performance reachable with the STAGE chip, the plastic scintillator barrels will be read out using TRB3-based digital electronics [186]. The TRB3 system is a versatile FPGA-based platform which can be used primarily as a TDC and is accompanied by a variety of front-end


Fig. 38 Front-end and back-end cards set within an enclosure
electronic modules, ensuring full compatibility throughout the electronics chain. In the present case, we intend to use a PADIWA4 $[186,187]$ signal discriminator board, developed to handle PMT-like signals. Each PADIWA4 card has 16


Fig. 39 PADIWA3 front-end board [186]. The PADIWA4 board has the same size and similar layout, mainly without signal amplification, in order to handle larger signals


Fig. 40 TRB3sc board, with bare 208-pin connector [186]
input channels which are discriminated individually against a reference voltage at the LVDS input buffers. The pulse width is encoded into the timing of differential signals sent to the TRB3 TDC. The timing information can thus be obtained from the leading edge LVDS signal and the pulse amplitude from the time difference between the leading and trailing edge signals, providing a time-over-threshold measurement.

The layout of the PADIWA4 board is shown in Fig. 39. The input is received through a 32-pin connector seen in the left of the figure. The LVDS output is transmitted to the TDC through a 40-pin connector to a ribbon cable. Additionally, each PADIWA4 board is powered individually with 5 V . The PADIWA4 boards will be placed as close as possible to the SiPMs connected to the plastic scintillator bars, in order to reduce any losses of the analog signal. Therefore, the frontend electronics boards need to be small and not require any active cooling, criteria that are met by the chosen front end. Once the analog signals have been converted to LVDS signals, they are directed to the TRB3 board via ribbon cables.

The TRB board family comes in various versions and form factors. The original TRB3 boards are equipped with 5 FPGAs, where basically 4 FPGAs could be programmed to match the users' needs, while the fifth FPGA is used for com-
munication with the 4 peripheral FPGAs and for triggering purposes. In the present case, a smaller version - the TRB3sc - will be used (as shown in Fig. 40), which is to be used in a 3 U crate with a dedicated back-plane for data transfer and slow-control communication. Each crate needs a master TRB3sc board in slot 5. This TRB3sc board takes over the role of central FPGA of the TRB3 board, and allows the remaining TRB3sc boards in the crate to be run and read out. If only one crate is in use, an additional TRB3sc board will be programmed as CTS (Central Trigger System), required for the data acquisition to run. When fully equipped, the crate will then contain 8 slave TRB3sc boards, which can be used as TDCs. These boards will be equipped with 4conn add-on boards [186] which allow for 4 ribbon cables with standard 40-pin connectors to be connected to each TRB3 FPGA. The current TDC design, however, only allows up to 48 channels to be used per FPGA and is therefore configured to only accept inputs on the first three 40-pin connectors. This limitation is expected to be resolved in the mid-term future.

The TRB3 TDC determines hit times using two different timescales. A 200 MHz clock determines a 5 ns time grid with which the coarse times $t_{c 1}$ and $t_{c 2}$ are measured. For precise timing, a tapped delay line [188] is used to measure the hit time between the 200 MHz clock cycles, resulting in fine-time measurements $t_{f 1}$ and $t_{f 2}$. With these time measurements, the time difference between two hits can be precisely reconstructed as [189]

$$
\begin{align*}
\Delta t & =\text { hit }_{2}-\text { hit }_{1}=\left(t_{c 2}-t_{f 2}\right)-\left(t_{c 1}-t_{f 1}\right)  \tag{21}\\
& =\left(t_{c 2}-t_{c 1}\right)-\left(t_{f 2}-t_{f 1}\right)
\end{align*}
$$

To ensure the highest possible timing precision, the 200 MHz clock signal must be identical for all input channels. When more than one TRB3sc board is used, an external clock source should be installed and distributed to all TRB3sc boards. Also, since the individual delays in the delay line are not identical to each other, they need to be calibrated before use. With a properly calibrated delay line and with a stable clock signal for all input channels, a time precision of the order of 10 ps RMS can be achieved [187-191].

After digitization of the scintillator signals, the data is collected from the individual TRB3sc boards through the back-plane of the TRB3sc crate and is concentrated in the TRB3sc crate master board. This board is connected via Ethernet cable to a DAQ PC, on which the data acquisition as well as the TRB3 control framework is running. The PC is required to have two Ethernet ports, with at least one of them being a $1 \mathrm{~Gb} / \mathrm{s}$ port or higher, to which the Ethernet cable from the TRB3sc system will be connected to.

Since a trigger signal must also be provided from the scintillators, a couple of additional constraints on the hardware configuration must be taken into account. While the PADIWA4 front-end boards will be used to separate hit can-


Fig. 41 Cabling scheme for scintillator barrel electronics
didates from the dark counts using the adjustable threshold, a more advanced trigger definition is required to combine high trigger efficiency and selectivity. As soon as the majority of dark rate has been cut by selecting an appropriate threshold, a coincidence between the sensors at both ends of a given scintillator will be requested, which will provide a good trigger selectivity. The trigger logic is executed within the FPGA of the TRB3sc board. Since a synchronous trigger signal is required, all logic operations must be carried out in the first-level FPGA, meaning that no logic operations involving channels on different FPGAs is possible, as the data stream is asynchronous. Therefore, a cabling scheme for all scintillator channels must be established, to ensure that the sensors of both ends of any given scintillator are cabled to the same FPGA. Due to the minimization of cable lengths for the analog signals, each PADIWA4 board will be connected to sensors located all on the same side of the detector, meaning that the signal emerging from the opposite end of the scintillator will in all cases be sent to another PADIWA4 board. As shown in Fig. 41, the desired trigger logic can be implemented if a series of 16 channels from one side of the detector (Side A) is sent to one PADIWA4 and the 16 signals of the opposite end of the scintillators (Side B) to another PADIWA4. The two front-end boards must then be connected to a common TRB3sc board. Then, the following trigger logic can be executed on the FPGA and sent to the trigger output:
$(A 1 \wedge B 1) \vee(A 2 \wedge B 2) \vee(A 3 \wedge B 3) \vee \ldots \vee(A 16 \wedge B 16)$.

Each TRB3sc will perform the same logic operation, which will allow all trigger signals to be combined by logical OR into a single trigger in a dedicated trigger board. This unfortunately prevents all 48 channels of the TDC to be used, if all channels are to be cabled in the same manner. Only 32 channels per TRB3sc boards will then be used, until the TDC image is upgraded to handle the full 64 TDC channels.


Fig. 42 Powering scheme for the PUMA experiment. The UPS is integrated inside the PUMA frame

### 4.6 Electrical power

The PUMA frame has the ability to be powered by 2 different input sources while being channeled through the Uninterruptable Power Supply (UPS) system which is installed into the smaller support frame of PUMA. This allows an interruption free switching between grid, power generator or any other appropriate source of power. The power grid, as it is currently installed in the PUMA frame is considered to be a $\mathrm{TN}^{3}$ system.

### 4.6.1 UPS

The PUMA powering scheme relies on an integrated UPS of 100 kW for a lifetime of more than 5 minutes. The UPS allows a AC-DC-AC conversion which solves any phase offset between the two AC power sources. The UPS will absorb power shortages from the grid.

In addition, it provides a power buffer in case of extra transient consumption. The powering scheme is illustrated in Fig. 42.

[^3]The input power selection cabinet allows to switch between different electrical grids. Each grid has to be 400 V, 3 phase/N/PE, 50 Hz . Switching is associated with going through the " 0 " position of the switch where both grids are disconnected. The output of the power selection cabinet is connected to the UPS. Under standard operating conditions, the UPS can buffer the time needed to switch between two grids.

For operating on the on-site grid or on the power generator, a standard 125 A CEE connector (e.g. 125A 5P 400V 6h IP67 von WALTHER-WERKE, Art.Nr.: 379) will be connected to the input power selection cabinet.

### 4.6.2 Power generator

A 80 kW diesel power generator will provide the power to the PUMA experiment when (i) the experiment is transported by truck from ELENA to ISOLDE (normal operation), (ii) a power outage longer than 60 s takes place at ELENA or ISOLDE.

As stated earlier, at this stage, three diesel generator UPS are considered: one at each experimental zone, and one dedicated to transportation. The generators at experimental areas will be automatically triggered in case of power shortage longer than 10 seconds.

### 4.7 Vacuum and antiproton storage

### 4.7.1 Objectives

The PUMA project aims at storing antiprotons with a halflife of the antiproton plasma better than 30 days. Around 30 days is indeed the duration of an experimental cycle which includes capture of antiprotons at ELENA, transportation, installation at ISOLDE and experiments for a total of $\sim 10$ days. In addition, annihilations on the residual gas inside the collision trap also contribute to a background for the measurement of annihilations on radioactive nuclei. The lifetime is limited by these annihilations of the antiprotons with residual gas molecules and thus the pressure level $P_{\mathrm{T}}$ within the trapping region. Based on the empirical formula
$\tau$ [days] $\approx 6 \cdot 10^{-16} T[\mathrm{~K}] / P_{\mathrm{T}}[$ mbar $]$,
the lifetime $\tau$ of the antiprotons within the trap can be estimated as a function of the temperature $T$ and the pressure level (see Sect. 4.7.2 for the derivation). To be able to perform a full experimental cycle (i.e., accumulation, transportation and interaction with short-lived ions) PUMA aims for a lifetime of at least 30 days and low annihilation rate on residual hydrogen molecules of $\mathcal{O}(1 \mathrm{~Hz})$. Both conditions can be met for a vacuum level of $P_{\mathrm{H}}<1 \cdot 10^{-17} \mathrm{mbar}$ for a trap temperature of about 4.2 K . This cryogenic trap temperature
is necessary to reach such low pressure levels, because the surfaces of the electrodes and the vacuum tube containing the trap setup as well as the PDT then act as a cryo pump, which adsorbs residual gas molecules on the surface. Due to the low thermal energy of these molecules, they cannot overcome the weak attractive force of the surface and eventually stick to it. By this cryopumping, the pressure levels can be reduced by several orders of magnitude $\left(<1 \cdot 10^{-17}\right.$ mbar in the ATRAP [108] and BASE [192] experiments, for example) in comparison to the pressure levels reached with conventional vacuum pumps at room temperature (typically $>1 \cdot 10^{-12} \mathrm{mbar}$, while a lower vacuum, $>1 \cdot 10^{-14} \mathrm{mbar}$, can be reached with extensive use of NEG coating). To ensure that the cryogenic temperature is kept during the operation and transportation of the setup, two cold heads are connected to both ends of the vacuum tube. The general concept of transporting charged particles within a Penning trap, on a truck, has already been demonstrated for electrons by Tseng and Gabrielse [193].

In the following section, the residual gas is considered to be composed solely of molecular hydrogen $\left(\mathrm{H}_{2}\right)$ as the other gas species are most likely pumped by the different vacuum pumps in front of the PUMA frame. However, a direct determination of the hydrogen vapour pressure within the cryostat is not possible, as the corresponding isotherm is not defined down to such low pressures. Instead, the following simulation determines the hydrogen molecule number density, which is also helpful for determining the background signal in the collision zone region caused by residual gas annihilations.

### 4.7.2 Lifetime of the antiproton plasma

The lifetime of the antiproton plasma and the residual-gas density in the trap are related. The following capture cross section of antiprotons on molecular hydrogen, which is likely to be the dominant process in a cryogenic vacuum system, is assumed [194-196]
$\sigma=3 \pi a_{0}^{2} \sqrt{\frac{27.2 \mathrm{eV}}{E}}$,
where $a_{0}=5.3 \times 10^{-11} \mathrm{~m}$ is the Bohr radius of the hydrogen atom and $E$ the kinetic energy of the antiproton in the centre-of-mass system. The annihilation probability $\Gamma$ is given by [196]
$\Gamma=\frac{1}{\tau}=n_{\text {gas }} v \sigma$,
where $v=\sqrt{2 E / m_{\mathrm{p}}}$ is the antiproton velocity. The lifetime $\tau$ of the antiproton plasma relates to the residual gas density

Table 9 Equivalence between the pressure $P$, the molecular volume density $n_{\mathrm{g} \text { as }}$ at 4 K and the lifetime $\tau$ of the antiproton plasma. The density and lifetime have been rounded to the closest decade

| $n_{\mathrm{gas}}\left(\mathrm{cm}^{-3}\right)$ | $\tau$ (days) | $P(\mathrm{mbar})$ |
| :--- | :--- | :--- |
| 200 | 30 | $10^{-16}$ |
| 20 | 300 | $10^{-17}$ |

via [196]

$$
\begin{align*}
n_{\mathrm{gas}} & =\frac{1}{\tau}\left(3 \sqrt{2} \pi a_{0}^{2} \cdot \sqrt{\frac{27.2 \mathrm{eV}}{m_{\mathrm{p}}}}\right)^{-1} \\
& \approx \frac{1}{\tau}\left(5.2 \cdot 10^{8}\right) \mathrm{s} \cdot \mathrm{~cm}^{-3} \tag{26}
\end{align*}
$$

Considering the equation of state for ideal gases $P V=n R T$, one gets Eq. (23) and the equivalence of $\tau, n_{\text {gas }}$ and $P$ of Table 9. According to Table 9, a pressure of at least $10^{-16}$ mbar to keep the antiproton plasma for 30 days would be needed. A residual gas density ${ }^{4} n_{\text {gas }}=20 \mathrm{~cm}^{-3}$ is the maximum number of gas particles we should allow to achieve a low rate of residual-gas-induced annihilations. The half life of the antiproton plasma after which half of the initial number of antiprotons has annihilated relates to the lifetime through the relation $t_{1 / 2}=\ln (2) \tau$.

With the above requirements, the design of the cryostat and the vacuum conditions of PUMA are a central challenge of the experiment. Special care is therefore taken into account to (i) optimize the vacuum conditions in front of the PUMA setup at both ELENA and ISOLDE, (ii) design the cryostat to achieve the residual gas density requirements for a time exceeding 30 days. The design of the cryostat is the object of this section. The realisation of the vacuum conditions at ELENA and ISOLDE are detailed in Sects. 4 and 6, respectively.

### 4.7.3 Cryopumping

To satisfy the above requirements, the concept of PUMA is based on cryopumping on the 4 K surface of the trap electrodes and cryostat. The extreme vacuum is maintained as long as the surface density of adsorbed molecules on the walls of the trap does not exceed a critical value given by the $\mathrm{H}_{2}$ isotherm at the temperature of the trap.

Cryopumping relies on two main pumping mechanisms: cryocondensation and cryosorption. Cryocondensation is based on the intermolecular Van der Waals forces which are

[^4]

Fig. 43 Schematic drawing depicting (left) submonolayer cryosorption, where the pumping is based on molecule-substrate interactions; and (right) cryocondensation, where the leading mechanism is intermolecular interaction
strong enough to maintain molecules bound together when the temperature is low enough (see Fig. 43). The key property is the saturated vapour pressure $P_{\mathrm{v}}$, i.e. the pressure of the gas phase in equilibrium with the condensate at a given temperature. The lowest pressure attainable by cryocondensation is limited by the saturated vapour pressure. Among all gas species, only $\mathrm{Ne}, \mathrm{H}_{2}$ and He have $P_{\mathrm{v}}$ higher than $10^{-11}$ mbar at 20 K . The saturated vapour pressure of $\mathrm{H}_{2}$ at the liquid He boiling temperature $(4.2 \mathrm{~K})$ is in the $10^{-7}$ mbar range, and is $10^{-12} \mathrm{mbar}$ at 1.9 K . The quantity of gas that may be cryocondensed is very large and limited only by the thermal conductivity of the condensate. Cryosorption, on the other hand, is based on the attraction between gas molecules and the substrate. The interaction forces with the substrate are much stronger than those between similar molecules [197]. As a result, providing the adsorbed quantity is lower than one monolayer, the sojourn time is much longer and gas molecules are pumped at pressure much lower than the saturated vapour pressure. A significant quantity of gas may be pumped below one monolayer if porous materials are used; for example, in one gram of standard charcoal for cryogenic application, about $1000 \mathrm{~m}^{2}$ of surface are available for adsorption. Carbon coating increases the effective surface of a metal substrate by a factor one hundred [198].

### 4.7.4 Isotherms

At equilibrium, the residual gas density in the cryostat depends on three main factors: the temperature of the cold surface, its effective area and geometry, and the molecular occupation of this surface. The partial pressures of all relevant gas species at temperature levels of liquid Helium ( $T=4.2 \mathrm{~K}$ ), achieve the saturation vapour pressures of $P_{\mathrm{V}}<10^{-12} \mathrm{mbar}$, except for hydrogen and helium. All gas species heavier than hydrogen and helium are pumped by cryocondensation.

The isotherm for a specific molecule on a specific substrate gives the relation of the surface coverage and the vapour pressure. If the surface coverage ratio $\Theta=S / S_{\mathrm{m}}$ between the actual surface coverage $S$ and the maximum monolayer capacity $S_{\mathrm{m}}$ is lower than unity, the pressure at equilibrium will be lower than its saturation pressure. This ratio depends only on the surface temperature and the surface coverage. This relationship is described by an adsorption


Fig. $44 \mathrm{H}_{2}$ adsorption isotherms at 4.2 K on Pyrex, Stainless Steel, and Cu plated Stainless Steel. Reprinted with permission from [211], ©1997 American Vacuum Society
isotherm depending on $S_{m}$ and $P$ at a constant temperature. At $\Theta \approx 1$ the given pressure rises up to its temperature dependent saturation vapour pressure [199].

There are different models for adsorption isotherms. Examples are Henry's law [200,201], the Freundlich equation [202] and the Brunauer-Emmet-Teller (BET) isotherm equation [203,204], which all describe the isotherms for different temperatures and different pressures. The physisorption isotherms for low temperatures in the submonolayer region are described by the Dubinin- Radushkevich-Kaganer (DRK) equation [205-209], which is
$\ln (\Theta)=-D\left[k_{\mathrm{B}} \cdot T \cdot \ln \left(P_{0} / P\right)\right]^{2}$,
where $T$ is the temperature, $k_{\mathrm{B}}$ is Boltzmann's constant and $D$ is an empirical constant depending on the given adsorbentsubstrate system. Furthermore $P$ corresponds to the equilibrium pressure and $P_{0}$ is the saturated vapour pressure. $D$ has an energy unit $\left(\mathrm{eV}^{-2}\right)$ and is linked to the vapourization heat of the adsorbate [200] and is also called the "DR energy" (Dubinin-Radushkevich energy) [210].

The adsorption isotherms of $\mathrm{H}_{2}$ on pyrex, stainless steel, and Cu plated stainless steel measured at CERN [211] are shown in Fig. 44. All three isotherms in this figure can be divided into three parts: a plateau area, where the isotherms reach the saturated vapour pressure, a cliff area where the isotherms have a steep rise, and, at lower pressure, the DRK region where the DRK equation is considered the best model to extrapolate the isotherms at pressures lower than $\sim 10^{-9}$ mbar.

In cryopumped XHV systems (below $10^{-12} \mathrm{mbar}$ ), hydrogen is typically the most dominant residual gas. For PUMA, we consider the $\mathrm{H}_{2}$ isotherm data points measured at 4.2 K by Wallén [211] for Cu plated stainless steel and extrapolate the values to lower pressures. Data have been measured to


Fig. 45 Measured adsorption isotherms of $\mathrm{H}_{2}$ on an electropolished stainless steel surface for temperature $17.9 \mathrm{~K}, 15.1 \mathrm{~K}, 13.7 \mathrm{~K}, 11.3 \mathrm{~K}$, 9.1 K, 8.1 K and 7.3 K (straight curves). The dashed curves are fitted theoretical isotherms calculated according to the DRK model. Reprinted with permission from [199], ©2019 American Vacuum Society
$10^{-11} \mathrm{mbar}$ and do not cover our XHV region of interest. To calculate the pressure $P$ depending on the surface coverage $S$ for the extrapolation, Eq. (27) can be reformulated as:
$P=P_{0} \cdot \exp \left[-\frac{\sqrt{-\ln \left(S / S_{\mathrm{m}}\right)}}{\sqrt{D} \cdot k_{\mathrm{B}} \cdot T}\right]$.
We used data measured by Chill, Wilfert and Bozyk at GSI [199] to extrapolate the isotherm to our region of interest. They measured $\mathrm{H}_{2}$ adsorption isotherms in a temperature range between 7 K and 18 K . Their data (straight curves) are pictured in Fig. 45, where it is easily seen that all pressure measurements saturate below $P<4 \cdot 10^{-10} \mathrm{mbar}$, showing limitations in the measurement. The high quality of the data allows to extrapolate an isotherm to 4.2 K . A vapour pressure of $P_{0}=4.25 \times 10^{-7} \mathrm{mbar}$ for $\mathrm{H}_{2}$ was used [212], as well as an effective monolayer surface density $S_{\mathrm{m}}=6.45 \times 10^{14} \mathrm{~cm}^{-2}$ and $D=1.29 \times 10^{41} \mathrm{~J}^{-2}$ (corresponding to $B=3075 \mathrm{eV}^{-2}$ ) from Ref. [199].

The extrapolation down to $10^{-17} \mathrm{mbar}$ still generates large uncertainties which will lead to uncertainties in the lifetime of the antiproton plasma for a given cryostat geometry. It is therefore essential to measure the isotherms at lower pressure.

### 4.7.5 Initial conditions and outgassing

The phenomena of diffusion and outgassing are important throughout the operating pressure range of PUMA. Adsorbed particles can migrate into a solid by skipping to interstitial sites or lattice defects or by moving along grain boundaries of crystallites. This effect is temperature dependent, because the particles require energy for every position change an acti-
vation energy $E_{\text {dif }}$. Diffusion is caused by a concentration gradient $\mathrm{d} n_{\text {dis }} / \mathrm{d} x$ and features after Fick's fist law a particle flow rate:
$j_{\mathrm{dif}}=-D \frac{\mathrm{~d} n_{\mathrm{dis}}}{\mathrm{d} x}$.

Here, $n_{\text {dis }}$ is the density of dissolved particles and $x$ the path length. $D$ is the so-called diffusion coefficient. The number of gas particles absorbed in the bulk of the surface material can be much larger than the number of adsorbed gas particles, because the number of sites available inside the solid is clearly much larger than on the surface of the solid [201]. During steel production a large amount of $\mathrm{H}_{2}$ from the atmosphere dissolves in the steel [213]. This hydrogen in stainlesssteel vacuum systems diffuses out and is the main source of residual gas in baked-out, ultra-high vacuum systems [201]. According to Kiuchi and McLellan [214], the hydrogen diffusion in steel can be expressed as an Arrhenius law following
$D=D_{0} \cdot \exp \left(-\frac{E_{\mathrm{dif}}}{R T}\right)$,
where $R$ denotes the ideal gas constant, $T$ the temperature, with $D_{0}=7.3 \times 10^{-8} \mathrm{~m}^{2} \cdot \mathrm{~s}^{-1}$ and $E_{\text {diff }}=5.69 \mathrm{~kJ} / \mathrm{mol}$. According to Eq. (30), one gets $D \sim 10^{-40} \mathrm{~cm}^{2} \cdot$ year $^{-1}$ for hydrogen in steel at 4 K . One can therefore legitimately consider that outgassing at 4 K is negligible. On the other hand, one may wonder what is the resulting surface coverage of the cryostat after the cooling phase.

In the following, we propose an order-of-magnitude estimate which shows that the residual gas present in the cryostat at the beginning of the cooling phase leads to a negligible contribution to the surface coverage. We assume the following cryostat conditions while cooling: a pressure of $10^{-7} \mathrm{mbar}$, volume $V=51$, an effective inner surface $S=0.5 \mathrm{~m}^{2}$. At equilibrium and considering the ideal gas relation, this pressure corresponds to a number of molecules in the volume of
$N=\frac{P V}{k_{\mathrm{B}} T} \sim 2 \times 10^{12}$,
where $T=300 \mathrm{~K}$, before cooling, is taken. If one considers that this number of molecules contribute uniformly to the surface of the cold surface when cooled to 4 K , one gets a surface density of $4 \times 10^{8}$ molecules per $\mathrm{cm}^{2}$, very small compared to the value corresponding to $10^{-17} \mathrm{mbar}$, as extrapolated from the $\mathrm{H}_{2}$ isotherm. We therefore conclude that the contribution of the initial residual gas molecules present in the cryostat before cooling is negligible for PUMA.

### 4.7.6 Molfow+ simulations

The Monte-Carlo software Molflow+ allows to calculate the pressure in a complex geometry when a molecular flow regime is met, i.e. when the mean free path of gas molecules is so long compared to the geometry size that collisions between the molecules can be neglected. In this case, the gas molecules fly independently, which makes this phenomena particularly suitable for Monte Carlo simulations. Desorption and reflection directions are generated in the same manner following the cosine law. The absorption on a surface is driven by a sticking parameter to be given as an input of the simulation. MOFLOW does not allow for a time dependent sticking factor, i.e., coverage dependent. MOFLOW results are valid only for very low coverage when all the surface act as pumps.

In Fig. 46, a schematic overview of the cryostat used for the simulations is shown. The cryostat is divided in two parts, the upstream cryostat and the downstream cryostat. The beam will enter the cryostat from the left hand side. The upstream cryostat is divided into three parts:

1. A $4 K$ beam pipe, where particles enter from the left hand side.
2. A pipe with a small diameter to further reduce the conductance at the entrance (conductance pipe).
3. In front of the conductance pipe is an area for additional elements like an einzel lens. This part of the conductance pipe is called the cold gate-valve pipe.

The downstream cryostat contains the pulsed drift tube (PDT) and the trap electrodes. This part is divided into the collision zone and the storage zone. The antiproton plasma will be stored during transport and during experiments within the trap in the storage zone and will be transferred into the collision zone for experiments at ISOLDE.

First simulations with Molfow+ were performed with a simplified cryostat model in order to study whether it is possible to get a number density lower than $20 \mathrm{~cm}^{-3}$ in the collision zone and the storage zone. A simulation with COMSOL Multiphysics was performed with the same parameters and lead to number densities which agree within a factor of 1.5 , which provides a satisfying benchmark for the presented study.

### 4.7.7 COMSOL framework

For simulations which include the $\mathrm{H}_{2}$ isotherm, COMSOL Multiphysics [215] version 5.5 (released 14. November 2019) was used, which is based on the finite element method (FEM). In addition to the core version, we used the Molecular Flow Module. The Molecular Flow Module is designed for the accurate modeling of low-pressure gas flows in complex

Fig. 46 Schematic overview of the cryostat and the electrodes/trap inside. The different parts of the cryostat are named diverse for an easier description in the text. The total length of the cryostat will be 1864 mm

geometries and it is optimized for calculations with vacuum systems.

The gas flows that occur inside vacuum systems cannot be described by conventional fluid flow models. At low pressures, the mean free path of the gas molecules becomes comparable to the size of the system and gas rarefaction becomes important. Historically, flows in this regime have been modeled by the Direct Simulation Monte Carlo (DSMC) method. It computes the trajectories of large numbers of randomized particles through the system, but introduces statistical noise into the modeling process. For low-velocity flows, such as those encountered in vacuum systems, the noise introduced by DSMC renders the simulations unfeasible [216].

The Molecular Flow Module uses the angular coefficient method to simulate steady-state free molecular flows, allowing the molecular flux, pressure and number density to be computed on surfaces. In this context the angular coefficient method computes the molecular flow by summing the flux arriving at a surface from all other surfaces in its line of sight. The macroscopic variables (e.g. molecular flux, pressure, etc.) in the vicinity of the surface can be derived from kinetic theory. Furthermore the number density can be reconstructed from the molecular flux on the surrounding surfaces [216,217]. The angular coefficient method is using the Knudsen's cosine law and the Maxwell-Boltzmann distribution. The distribution of angles of reflection follows
$f(\theta) d \theta=\frac{1}{2} \cos (\theta) d \theta$
and
$f(\sin (\theta)) d \sin (\theta)=\frac{1}{2} d \sin (\theta)$
for $\theta$ in the range $(-\pi / 2, \pi / 2)$ for cylindrical coordinates in two dimensions. The gas molecule velocity components follow in free space the Maxwell-Boltzmann distribution
$\rho\left(c_{i}\right)=\sqrt{\frac{m}{2 \pi k_{\mathrm{B}} T}} \cdot \exp \left(-\frac{m c_{i}^{2}}{2 k_{\mathrm{B}} T}\right)$,
where $\mathrm{c}_{i}$ is the velocity component in the $i$ direction $(-\infty<$ $\left.c_{i}<\infty\right)$ and $i \in\{x, y\}$ in two dimensions, $k_{\mathrm{B}}$ is the Boltz-
mann constant, and $T$ is the temperature. In many cases it is reasonable to assume that molecules are adsorbed and subsequently diffusely emitted from the surface. In this instance, the appropriate probability density functions for emission from a surface $\rho(\theta, c)$, have been derived from the laws of physical gas dynamics and confirmed by molecular dynamics simulations [217-219].

### 4.7.8 Simulations

The simulations in COMSOL Multiphysics are performed with a cylindrical symmetrical 2D-shape which leads to less computational cost [217]. From the 3D-shape of the CADmodel a separate 2 D model on the resulting cross section geometry was created. This modeling technique was used to complement realistic but heavy-to-compute 3D simulations.

The following figures summarize the simulation results by plotting the number density of $\mathrm{H}_{2}$ on the center axis of the cryostat as a function of the longitudinal z -coordinate within the cryostat. The most important area for PUMA is in the z -coordinate interval between about 0.8 m and 1.8 m , as this interval represents the location of the storage zone and the collision zone, where the antiprotons will be stored and the interaction with other nuclei will be investigated, respectively.

One of the unknown factors at the PUMA experiment is the sticking factor $s$ on the cold surfaces. The sticking factor describes the probability of a molecule to stick to the wall of the cryostat instead of being emitted. Its value depends on several parameters like the surface temperature, surface quality and numbers of molecules which were already attached. As a first assumption a sticking factor of about 0.3 is expected at low surface coverage [220]. At variance with MOLFLOW, our COMSOL simulations intrinsically consider the evolution of the sticking factor with coverage, i.e. time dependent. In our model the impinging flow is pumped at a constant sticking factor that corresponds to the sticking factor at zero coverage. We calculate the equilibrium pressure at the surface, using the isotherm, and we use it to calculate the flow emitted from the surface, also multiplied by the same sticking factor to ensure at equilibrium net flow is zero. As the coverage increases, the equilibrium pressure also increases


Fig. 47 On-axis $\mathrm{H}_{2}$ number density after 30 days of particle flow through the pinhole ( $\mathrm{z}=0$ ) with a radius of $f=7.5 \mathrm{~mm}$ into the cryostat for a wall temperatures of 4.2 K and different sticking factors $s=0.2,0.3$ and 0.4 . The pressure at the entrance of the cryostat is $10^{-10}$ mbar. A 3D model of the cryostat is added for orientation
and so the flow emitted by the surface. This is equivalent to a part of the impinging flow being reflected and to a lower sticking factor with coverage.

In Fig. 47, simulations with sticking factors of $s=0.2$, $s=0.3$ and $s=0.4$ are depicted. It can be summarized that a higher sticking factor leads to an overall lower on-axis number density in the region of the collision trap (between 0.8 m and 1.2 m ), but the absolute values for the densities vary by a factor of less than 2 between the different sticking factors. In addition, the effect of the different sticking factors on the pressure in the storage trap (between 1.25 m and 1.7 m ) is negligible.

To evaluate the influence of the temperature of the cryostat, simulations were performed at $4.2,5$ and 8 K . It can be concluded that the exact temperature of the cryostat does not have a huge impact on the on-axis number density in the region of the two traps, even for longer time intervals of 100 days. The reason for this is the low surface coverage of the cryostat wall within this region, which is well below the saturation coverage. This avoids the release of additional hydrogen on the center axis. An opposite behavior occurs within the $4-\mathrm{K}$ beam pipe, where a significantly higher on-axis number density is reached after 100 days assuming a temperature of 8 K compared to the lower temperatures. This increase by at least one order of magnitude is presumably caused by a faster surface saturation and a higher release of hydrogen into cryostat.

The total number of incoming particles can be reduced by implementing a pin hole at the entrance of the cryostat. This pin hole will reduce the surface area where particles can enter the 4 - K beam pipe. The smaller this pin hole will be the less particles can enter into the cryostat. A set of simulations has been performed to determine the effect of a reduction of the radial aperture at the entrance of the cryostat. Based on the


Fig. 48 On-axis $\mathrm{H}_{2}$ number density after 30,100 and 365 days of particle flow through the pinhole ( $\mathrm{z}=0$ ) with a radius of $f=7.5 \mathrm{~mm}$ into the cryostat for a wall temperature of 4.2 K and a sticking factor of $s=0.3$. The pressure at the entrance of the cryostat is varied between $10^{-10} \mathrm{mbar}$ as assumed in the previously plots and $10^{-11} \mathrm{mbar}$. The top plot covers the full cryostat, while the lower plots focuses on the trapping region, i.e. the pulsed drift tube (PDT), the collision trap (CT) and the storage trap (ST). In both cases a 3D model of the cryostat is added for orientation. In addition, the number densities corresponding to a pressure of $10^{-17} \mathrm{mbar}$ ( 20 particles per cubic centimeter) and $10^{-16}$ mbar (200 particles per cubic centimeter) are highlighted
results it can be summarized that a reduction of the aperture by a pinhole has a negligible impact on the on-axis number density, because this density is mainly guided by the particles which enter the cryostat close to the center axis. Thus, to reduce the on-axis number density, it would be necessary to include a cold gate valve (cold shutter) which reduces the flux of incoming particles around the center-axis.

The minimization of the pressure in front of the cryostat is key to minimize the number of incoming residual-gas particles into the cryostat. An achievable $10^{-10}$ mbar vacuum was assumed in the above simulations. A proportional factor is expected between the vacuum at the entrance of the cryostat and the time to reach a given number density inside the cryostat.

In Fig. 48 the on-axis densities are simulated for time intervals of 30, 100 and 365 days assuming input pressures of $10^{-10} \mathrm{mbar}$ and $10^{-11} \mathrm{mbar}$ at the entrance of the cryostat.

Comparing the the curves of the two input pressures it can be concluded that the number density scales linearly with the input pressure for short time intervals up to 30 days. For longer time intervals, however, the saturating surface coverage within the $4-\mathrm{K}$ beam pipe starts to affect the pressure levels especially in the region of the pulsed drift tube and the entrance of the collision trap with a factor of about 2040 compared to a factor of 10 between the input pressures. These results emphasize the requirement of an input pressure which should be as low as possible to achieve long-term storage.

A technique developed at CERN shows that, when you cover the cryostat inside with an approximately 100 nm thick carbon layer, the effective surface for cryopumping would increase drastically [198]. This carbon layer can only be applied to the walls of the cryostat, not on the pulsed drift tube or the electrodes. Coating the complete cryostat can prove to be very difficult, so it is also a possibility to just coat parts of it.

Figure 49 shows the on-axis number density with a carbon layer on the full cryostat except for the pulsed drift tube and the electrodes and as a comparison the number density assuming no carbon layer on any surface over time intervals of 30, 100 and 365 days. The carbon coating has a high impact on the on-axis number density in the entrance area of the cryostat and especially after long time intervals, as the higher effective surface for cryopumping significantly increases the time interval until the surfaces are saturated. In the region of the pulsed drift tube (between $\mathrm{z}=0.6 \mathrm{~m}$ and $\mathrm{z}=0.8 \mathrm{~m}$ ) the carbon coating improves the number density by a factor of about 4 for long time intervals, while there is no significant gain in the region of both traps.

From the above COMSOL calculations, the following first conclusions can be drawn:

- A cryostat concept leading to a number density of residual hydrogen gas less than 20 particles per cubic centimeters for more than 100 days in the storage zone of the PUMA trap has been achieved with realistic vacuum conditions at the entrance of the 4 K region. A lower residual gas density in the collision zone could be reached with a $10^{-11}$ mbar vacuum at the entrance of the system for more than 100 days. In the case of a $10^{-10}$ mbar vacuum, the resulting number density in the collision zone is estimated to be around $100 \mathrm{~cm}^{-3}$ after 100 days.
- In the considered conditions, the one-atomic-layer surface coverage is not reached after 100 days. The on-axis vacuum in the trap can be improved by use of a $4-\mathrm{K}$ shutter reducing the on-axis conductance at the entrance of the $4-\mathrm{K}$ region.
- The results do not strongly depend on the sticking factor in a reasonable range of values: the vacuum in the


Fig. 49 On-axis $\mathrm{H}_{2}$ number after 30, 100 and 365 days of particle flow through the pinhole $(\mathrm{z}=0)$ with a radius of $f=7.5 \mathrm{~mm}$ into the cryostat for a wall temperature of 4.2 K and a sticking factor of $s=0.3$ for the case of a carbon coated cryostat wall compared to an uncoated cryostat. The pressure at the entrance of the cryostat is $10^{-10} \mathrm{mbar}$. The curves for 30 days are covered by the ones for 100 days due to similar number densities. A 3D model of the cryostat is added for orientation
collision zone increases by a factor 2 from $s=0.4$ to $s=0.2$.

- The above conclusions depend on the hydrogen isotherm at low pressure. New measurements are under way.


### 4.7.9 Entrance of the PUMA frame

All simulations presented above aimed at determining the molecular hydrogen number density in a volume around the center axis of the cryostat, i.e. in the region of the PUMA setup which is at a temperature of 4 K . The starting point of these simulations is set to the entrance of the $4-\mathrm{K}$ beam pipe and the requirements with respect to the input pressure and number density were defined with respect to this point in the setup. To investigate if an input number density in the order of a few $10^{6}$ particles per $\mathrm{cm}^{3}$ can be provided at the entrance of the $4-\mathrm{K}$ beam pipe, a simplified cylindrical symmetric model of the upstream beam pipe within the PUMA frame is defined, which is then simulated with COMSOL. The aim of this model is to qualitatively estimate the evolution of the number density from the entrance of the PUMA frame up to the entrance of the $4-\mathrm{K}$ beam pipe.

As an input pressure for this entrance region of the PUMA frame the nominal pressure of ELENA with a value of $1 \cdot 10^{-10} \mathrm{mbar}$ is assumed. In addition, all surfaces within the model which are at room temperature $(300 \mathrm{~K})$ are subject to outgassing, while the release of hydrogen by all 50K as well as $4-\mathrm{K}$ elements is neglected due to the significantly lower diffusion coefficient within the materials. The outgassing rates of the $300-\mathrm{K}$ surfaces are initially set to a value of $7 \cdot 10^{11} 1 / \mathrm{s} \mathrm{m}^{2}$, which corresponds to the outgassing rate of vacuum-fired stainless steel after 24 h of baking at 150


Fig. 50 Overview of the PUMA setup including the permanent installation at LNE51
${ }^{\circ} \mathrm{C}$ for molecular hydrogen [221]. These outgassing rates can be reduced even further by baking the parts for longer time intervals and at higher temperature, which improves the overall on-axis number density.

The cold shutter, not inserted in the present simulation, will improve further the reduction of residual gas molecules entering the trap.

Infrared radiation from room temperature elements can lead to a hydrogen equilibrium pressure higher than expected. This is caused by the transmission through phonons from the substrate. Although the openings of the $4-\mathrm{K}$ tube and the cold shutter are minimised, the remaining radiation passing through may not be negligible. A detailed estimate is planned for the near future. As a remedy to this potential problem, we will study the possibility of using a pre-condensation of a few monolayers of heavier gases such as suggested by Benvenuti and Calder [222].

## 5 PUMA at ELENA

### 5.1 Implementation at $\mathrm{AD} / E L E N A$

An overview of the PUMA experimental setup at the LNE51 beam line is shown in Fig. 50. The handover point from the machine to the experiment is located at 3.57 m from the upstream wall of the experimental zone.

The PUMA experimental beam line is composed of a pulsed drift tube (see Sect. 5.4.1) to slow down the antiprotons from 100 to 4 keV and an ion source system (see Sect. 5.4.2) for development and reference measurements at ELENA. The beam line is designed to fulfill the vacuum requirements (see Sect. 5.4.3) and provide an optimal antiproton transmission (see Sect. 5.4.4).

### 5.2 Experimental zone infrastructure

### 5.2.1 Electrical distribution

The PUMA experiment will have the specificity of moving back and forth between the AD and ISOLDE, typically twice per year. In the AD, the trap will be transported by the 50 -ton crane onto a truck located at the loading platform in front of the transfer gate. During these transport operations, a number of systems must be powered without interruption. The requirements are therefore the following:

- While located in the experimental area and suspended from the crane: $70 \mathrm{~kW}(40 \mathrm{~kW}$ at $400 \mathrm{~V}-3$ phases, and $30 \mathrm{~kW} 240 \mathrm{~V}-1$ phase).
- Vital apparatus which cannot suffer any short power outage (trap electrodes, control circuit for the solenoid) will rely on a 100 kVA UPS in parallel with the main power grid. It is important that the disconnection and connection operations are totally transparent to the apparatus in terms of power supply since any power shortage would lead to the instantaneous loss of the antiprotons.

It is foreseen that a single UPS of 100 kVA is attached to the PUMA apparatus at all time. This UPS will then be the interface to the various power supplies and will guarantee no glitches at disconnection and connection operations.

In addition to the main power supply for the transportable device, five sets of $5 \times 8$ A single phase power plugs on the walls of the experimental area will be installed, together with a dedicated supply for the pulsed drift tube.

The analysis of the power cuts at AD in the previous years has shown that about three breakdowns with service disruption of more than 10 minutes (limit of the UPS considered) can be expected over a 12 -month period. The occurrence of such an event during the operation of PUMA is unacceptable. For this reason, a diesel generator will be installed on a concrete slab, close to the AD hall connected to the supply switchboard of PUMA in order to ensure powering of the experiment even during long duration power cuts at ELENA. This generator will be part of CERN's contribution as it will serve the purpose of several experiments in the AD hall. Its detailed characteristics remain to be defined, but it shall be at minimum 100 kW , with 3 h autonomy.

A second diesel generator will be used for the transport phases and attached to the same trailer as the experiment during its transport.

A third generator will be connected to the ISOLDE main switchboard for PUMA to ensure service continuity when connected to ISOLDE, as detailed in Sect. 4.

### 5.2.2 Cooling water

Cooling water will be needed for the experiment, in particular for the cryocoolers. The total cooling capacity required is estimated to 50 kW . The water flow will be set to 40 liters per minute and the maximum temperature of the cooling water should be limited to $29^{\circ} \mathrm{C}$.

The transportable frame is equipped with a chiller, used for the cooling water in closed circuit during transportation. In case of power outage, it is foreseen that the chiller will start automatically, providing the necessary cooling for the PUMA operation.

### 5.3 LNE51 beamline: upstream the hand-over point

In the baseline design for LNE50 (transfer line to GBAR), sufficient space was allocated to install a fast switch and deflector to service other experimental stations on another beamline between GBAR and the ASACUSA laser room. The experimental station located on LNE51 would be suitable to be used by different future experiments with similar requirements.

### 5.3.1 Layout

The layout of the LNE51 design is presented in Fig. 51. A standard fast-switch and deflector (33.16) ZDFA-ZDSA unit is used as the switching point from LNE50. The line is made compact enough to allow the integration of movable experiments, close to the transfer gate but far enough from the entrance door to the zone. To satisfy the integration constraints and match the beam to an experimental target at the end of the line, four extra quadrupole units (ZQNA) are needed along with a $37.7^{\circ}$ standalone deflector (ZDSD). Two beam profile devices (BSGWA) are proposed for installation on LNE51 with the final profiler to be placed immediately upstream of the vacuum valve demarking the new experimental area. There is space on the LNE51 beamline for the installation of a fast-switching deflector unit (ZDFA-ZDS) opening up the possibility for another experimental station on LNE52.

The inventory of beamline elements for the LNE51 line is summarized in Table 10. The assembly of the LNE51 is under completion.

### 5.3.2 Ion-optics

The baseline ion-optics of LNE50 to GBAR was taken as the starting point and matched with the available quadrupoles in LNE51 to provide a beam spot size (rms) of approximately


Fig. 51 View of the LNE51 beam line towards the PUMA/AD-9 experiment. See text for details

Table 10 Summary of beamline elements to be installed for LNE51

| Unit | Quantity | Comment |
| :--- | :--- | :--- |
| ZDFA | 1 | Existing design |
| ZDSA | 1 | Angular bend of $33.16^{\circ}$. New design |
| ZDSQ | 1 | Angular bend of $37.69^{\circ}$. New design |
| ZQNA | 4 | Existing design |
| BSGWA | 2 | Existing design |

Table 11 Summary of beamline elements to be installed for LNE51

| Horiz. geometric emittance $\left(95 \%=6 \epsilon_{\mathrm{rms}}\right)$ | 6 mm mrad |
| :--- | :--- |
| Vert. geometric emittance $\left(95 \%=6 \epsilon_{\mathrm{rms}}\right)$ | 4 mm mrad |
| Momentum spread $\left(95 \%, \mathrm{FW}=4 \sigma_{\mathrm{rms}}\right)$ | $2.5 \cdot 10^{-3}$ |

2 mm at the experiment's focal point where,
$\sigma_{x, y}(\mathrm{rms})=\sqrt{\frac{1}{6} \beta_{x, y} \epsilon_{x, y}(95 \%)+\left(\frac{D_{x, y}}{4} \frac{\Delta p}{p}\right)^{2}}$
and $\Sigma_{x, y}(95 \%)=\sqrt{6} \sigma_{x, y}$.

The assumed beam parameters are summarised in Table 11.
The beam dynamics in the new ZDSD deflector and the computation of its optical transfer matrix used in the MADX simulations can be found detailed at length in the CERN Optics Repository. The LNE51 matched optical functions along the transfer lines from ELENA extraction to the experimental target are shown in Fig. 52, where all quadrupoles are to be powered individually. The required quadrupole strengths remain well within the design specification of the hardware of $\pm 6 \mathrm{kV}$.

The RMS and 95\% beam envelopes along the LNE51 transfer line and at the focal point (indicated by the black dashed line) are shown in Fig. 53 and are within the usual specifications of ELENA experiments.


Fig. 52 Optical functions from the ELENA ring, through LNE50 and 51 to the hand-over point


Fig. 53 Horizontal (left) and vertical (right) RMS and 95\% beam envelopes along LNE51 to the focal plane at the hand-over point


Fig. 54 Antiproton-beam profile measured with a SEM detector at the extraction of GBAR (LNE.50.BSGW.5020). Data taken on September 30, 2020

Some flexibility in the beam spot size is possible to welcome experiments with different requirements. Each request will be analysed on a case-by-case basis.

### 5.3.3 Diagnostics

The beam diagnostics will be provided by two Secondary Emission Monitors (SEM), of the same type as installed in other ELENA transfer lines. These SEM (naming code BSGWA in ELENA context) have the particularity of being bakeable at a temperature of $180^{\circ} \mathrm{C}$ and present a standard low outgassing of $10^{-8} \mathrm{mbar} \mathrm{l} / \mathrm{s}$ after bakeout. Having fixedposition SEMs is also under consideration: by removing the bellow, the wall surface will be reduced significantly and one could expect a reduction of about $20 \%$ for the outgassing rate (to be confirmed by measurement). The internal grid intercepts about $2 \%$ of the antiproton beam only and is movable in and out of the beam trajectory. The SEM provides a profile of the beam in horizontal and vertical directions.

### 5.3.4 Vacuum

The vacuum system considered for LNE51 is of a similar type as used for other ELENA transfer lines, with standard opening of 63 mm and with stringent requirements on the vacuum level to be achieved. The pressure in the ELENA ring that is fully NEG coated is typically of a few $10^{-12}$ mbar. Transfer lines are pumped by portable turbomolecular movable pumping groups and combined ion and NEG pumps. The line is fully baked with in-situ permanently installed bake-out jackets.

Only the last segment before the handover point to the experiment (typically 1 m ) is NEG coated, so that the pressure is $<10^{-10} \mathrm{mbar}$.

The pressure monitoring system is connected to the general ELENA vacuum control system. A specific gauge located close to the experiment will trigger a fast vacuum valve in LNE50 transfer line to protect the ELENA machine from any accidental air inlet in PUMA while the interface gate valve is open.

Also, this interface gate valve is interlocked with the access safety system that will trigger a closure of the valve as soon as the experimental area is being accessed, to limit the risk of accidental venting.
5.4 LNE51 beamline: downstream the hand-over point

### 5.4.1 Pulsed drift tube

The antiprotons from ELENA will be decelerated from 100 keV to 4 keV using the same pulsed drift tube (PDT) technique as employed by the GBAR experiment. This technique relies on the electrostatic deceleration of the antiprotons pulses by switching a drift tube from -96 kV to ground while particles are travelling through.

At CERN, antiparticle beams are transported at ground potential. When a beam with a kinetic energy $E_{i}$ arrives in


Fig. 55 Design of the Pulsed Drift Tube chamber. The purple electrodes are on high voltage, yellow indicates the boron nitride insulators
the vicinity of the drift electrode polarized at a potential $V$, the electric gradient at the entrance decelerates the charged particles. Inside the drift tube, antiprotons travel through with a remaining energy of $E_{f}=E_{i}-\frac{V}{e}$. Since the longitudinal potential in the tube is flat at first order, the pulse feels no gradient of potential. The voltage applied on the drift tube can then be switched from -96 kV to ground. When exiting the tube, the decelerated antiprotons do not feel any re-accelerating gradient. Following Liouville's theorem, the emittance of the beam will blow up during the deceleration process. To counterbalance the increase of the emittance at the entrance of PUMA, upstream optics are necessary. The GBAR experiment uses a six electrodes pre-decelerating system designed for more flexibility in the potential shape at the entrance. Based on a similar system, simulations [223] have shown that a much simpler design based on telescopic optics should be sufficient. We will implement a simple and compact einzel lens-based design at the entrance and exit of the drift tube. The design of the pulsed drift tube for PUMA is shown in Fig. 55.

A deceleration down to 4 keV results in an increase of the transversal emittance of a factor 5. The PUMA project proposes a two step deceleration: first, in a dedicated apparatus, from 100 keV to 4 keV for a better beam definition and, second, using a smaller pulsed drift tube in the solenoid field from 4 keV to few hundreds of eV taking advantage of the magnetic field for the radial confinement of the antiprotons. The antiprotons then can be caught by electrodes to which up to 500 V can be applied.

Previous experience with pulsed tube deceleration has shown very good efficiency up to $80 \%$ with heavy ion beams [224,225]. Such efficiency is achievable in the framework of the PUMA project (see Sect. 5.4.4). The current design of the Pulsed Drift Tube (PDT) integrates an injection einzel lens, the drift tube electrode and a second refocusing einzel lens. Both einzel lenses' electrodes have a diameter of 100 mm . Such a diameter is necessary to accept the decelerated beam without suffering from edge effects. The electrodes are 80 mm long with a gap of 30 mm . The bunch length is expected to be $300 \mathrm{~ns}(95 \%)$ at 100 keV . It corresponds to a
bunch length of 1.3 m . When decelerated to 4 keV , the bunch length shrinks to 29 cm , which is small compared to the 700 mm drift tube. To make the PDT high voltage compatible particular attention was paid to the shielding of the triple junctions (vacuum-insulator-electrode intersection) and avoiding any sharp edges or corners.

### 5.4.2 Ion source

In order to perform reference measurements with a broad variety of stable nuclei at ELENA, a pulsed ion source system is under development. An electron-impact plasma ion source for the ionization of different gases will be employed in the beginning but also a laser ablation ion source is supposed to be used in the future to gain access to a broader variety of stable ion species. A commercial differentially pumped plasma ion source (model IEQ 12/38 from SPECS) is currently used leading to a vacuum of about $10^{-9} \mathrm{mbar}$ at the extraction tip of the source. The extraction potential of the source is tunable for ion energies up to 5 kV . The source furthermore offers a sub-millimeter beam spot at a tunable focal position.

Such ion sources do not generate a single-species ion beam, depending of the gas that is used. Other undesired ions must be separated from the ions of interest. This will be done by using a multi-reflection time-of-flight mass separator (MR-ToF MS) into which a bunched beam of different ions can be injected. The flight-path of the ions will be prolonged significantly due to the use of electrostatic mirrors. The ions are then separated in their time-of-flight according to their mass-over-charge ratio $\mathrm{m} / \mathrm{q}$ and a single ion species can then be extracted from it [226].

The purified ion bunch is then accumulated and cooled in a RFQ cooler-buncher before the ion package is injected into the PUMA trap. For this purpose, a new linear quadrupole radio-frequency cooler-buncher will be commissioned which was developed by the collaboration of the Multi Ion Reflection Apparatus for Collinear Laser Spectroscopy (MIRACLS) [227] and build at the TU Darmstadt. Previous experiences with linear Paul traps using buffer gas cooling, e.g. ISCOOL [228] or at the ISOLTRAP [229] at ISOLDE, showed emittances of few $\pi \mathrm{mm}$ mrad at beam energies of 30 kV . We aim for an accumulation of about $10^{4}$ purified ions per bunch [230]. The mass separated ion bunches coming from the MR-ToF MS have an energy of several keV which complicates trapping them in the Paul trap for a low-voltage regime. To modify the ions energy before and after the Paul trap accordingly, two PDTs are used to first decelerate them to an energy of several eV and then, after the extraction, reaccelerate for an efficient transport towards the PUMA traps.

When exiting the ion source, a fraction of the ions suffer recombination processes. This neutral component of the beam would have a damaging effect on the trapped antiproton plasma and must be removed. For this purpose, we imple-


Fig. 56 CAD representation of a quadrupole bender which is planned to be used for the implementation of the offline ion source of PUMA while being located at ELENA
ment the pulsed source system perpendicularly to the main antiproton line. An electrostatic quadrupole bender (see Fig. 56) bends the ion trajectory with a $90^{\circ}$ angle.

The bender will suppress the transmission of neutral species from the beam since only charged particles undergo the $90^{\circ}$ bending. In addition, such electrostatic quadrupole will offer the opportunity to supply the PUMA trap with two different types of particles without any mechanical operations. When the electrodes of the bender are not polarized, the antiproton beam coming from ELENA will pass through it without being affected and when the electrodes are polarized, the PUMA trap will be supplied with the ions coming from the pulsed source system. Due to space constraints at ELENA, a second quadrupole bender is foreseen in the offline ion-source beam line to adapt it to the available space. Additionally, manually controllable iris shutter will be installed along the ion source beamline to separate the sections with different vacuum requirements.

### 5.4.3 Vacuит

To estimate the pressure in front of the last gate valve before the PUMA frame starts (see Fig. 57), the beamline at ELENA was modeled with the software MOLFLOW [231].

The goal was to determine the pressure in front of the last gate valve when it is closed. The following assumptions were made:

- Only hydrogen is considered.
- Where possible, NEG coating is applied. This includes crosses, beampipes, and the vacuum tube of the pulse drift tube (CF DN250). A pumping speed of $0.044 \mathrm{l} / \mathrm{s} / \mathrm{cm}^{2}$ (sticking factor $1 \cdot 10^{-3}$ ) was assumed.


Fig. 57 Beamline at ELENA from hand-over point (left) to PUMA (right). Indicated are the locations of the ion and NEG pumps

- Other surfaces of the beampipe are stainless steel and have an outgassing rate per surface unit of $5 \cdot 10^{-12} \mathrm{mbar} 1 / \mathrm{s} /$ $\mathrm{cm}^{2}$.
- All other components have an outgassing rate of 1 . $10^{-8} \mathrm{mbarl} / \mathrm{s}^{5}$, except the pulse drift tube ( $1 \cdot 10^{-7} \mathrm{mbarl} / \mathrm{s}$ ) and the extractor gauges ( $1 \cdot 10^{-9} \mathrm{mbarl} 1 / \mathrm{s}$ [232]).
-2 NEG pumps with a pumping speed of $1000 \mathrm{l} / \mathrm{s}$ for $\mathrm{H}_{2}$ each.
- 3 ion pumps with a pumping speed of $240 \mathrm{l} / \mathrm{s}$ for $\mathrm{H}_{2}$ each.

With these assumptions the MOLFLOW simulation gives a pressure at the last gate valve of about $2 \cdot 10^{-11} \mathrm{mbar}$.

The main determining point for the pressure at the last gate valve comes from the outgassing of the valve itself. This was conservatively estimated to be $1 \cdot 10^{-8} \mathrm{mbar} 1 / \mathrm{s}$. However, the outgassing can be reduced drastically [233], for example by repetitive baking. If the outgassing of the valves can be reduced to $1 \cdot 10^{-9} \mathrm{mbar} 1 / \mathrm{s}$, the MOLFLOW simulation gives a vacuum pressure of $1 \cdot 10^{-11} \mathrm{mbar}$.

### 5.4.4 Beam optics

The overall goal of the LNE51 beamline is to provide as many antiprotons as possible to the PUMA experiment, which requires a precise tuning of the beamline elements. To minimize the losses of antiprotons per bunch, the evolution of the longitudinal and transversal spread of an incoming antiproton bunch within the beamline have to be investigated and tuned. The longitudinal spread of the incoming antiproton bunch is defined by the bunch length of 75 ns (rms) in ELENA at the nominal kinetic energy of 100 keV , while the transversal spread of the beam is defined by the horizontal emittance of $\epsilon_{\mathrm{h}} \approx 6(\pi) \mathrm{mm}$ mrad and the vertical emittance of $\epsilon_{\mathrm{v}} \approx 4(\pi) \mathrm{mmmrad}$ for about $95 \%$ of the Gaussian beam.

Within the first pulsed drift tube the antiproton energy is reduced from 100 keV to about 4 keV . This deceleration leads to a shrinking in the longitudinal spatial extension by a factor of 5 , but at the same time the transversal emittance is increased by about the same factor. This increase in transversal emittance as well as bunch length and energy

[^5]

Fig. 58 Overview over the full set of electrodes included in the geometry file for the simulation of the antiproton transmission
spread effects in the finite length pulse drift tube are the main sources of antiproton losses within the antiproton beamline. To quantify the losses caused by those two effects and the total transmission of antiprotons into the storage region of the PUMA setup, ion optics simulations based on SIMION were performed.

The baseline of all presented simulations is the definition of the geometry file, which summarizes the shape of all electrodes within the beamline. The main ion optical elements, which tune the antiproton trajectories within the LNE51 beamline between the handover point and the storage zone within the PUMA trap setup are the two pulsed drift tubes used for the deceleration from 100 keV down to about 250 eV and different einzel lenses (two in the beamline, one at the start of the PUMA frame). An overview over the full geometry (except for the grounded beam pipe) for the investigation of the antiproton transmission is shown in Fig. 58.

After the definition of the electrode dimensions, the initial properties of the particles that propagate through the beamline have to be defined, i.e. the initial positions and momenta of each particle and their respective charge. In the case of the antiproton simulations, these values were defined on the basis of Gaussian distributions in the time-of-birth (TOB) and momentum space to mimic a bunch effect.

For the simulation of the ion optics from ELENA up to the PUMA trapping region two different programs are used, treating on the one hand the antiproton transfer from the ELENA ring up to the focal point by MAD-X, while on the other hand the antiproton propagation downstream of the focal point with the time-dependent deceleration in the pulsed
drift tubes is treated with SIMION. In case of MAD-X, the transversal beam shape is defined based on Twiss parameters, which represent the shape of the phase space ellipses in the horizontal $x-x^{\prime}$-plane and the vertical $y-y^{\prime}$-plane. These phase space ellipses are in our case defined in such a way that $95 \%$ of the particles are contained within this phase space area. In contrast to this, SIMION cannot initialize particles based on Twiss parameters, but requires a definition of the distributions in each of the six dimensions, which are energy offset $\Delta \mathrm{E}$, time offset $\Delta \mathrm{t}$, horizontal and vertical offset (x any $y$ ) and horizontal and vertical divergence angle ( $x$ ' and $y^{\prime}$ ) relative to the nominal particle.

The first step to match both interfaces is to determine acceptance plots, which plot the initial particle properties only in case a particle is transmitted into the trapping region and sufficiently decelerated. These plots are determined by covering a large phase space of initial parameters. In case of the longitudinal $\Delta \mathrm{E}-\Delta \mathrm{t}$ transmission plot, the distribution of the transmitted particles is highly asymmetric with respect to the zero point (see Fig. 59), which is caused by the nonuniform deceleration in the pulsed drift tubes (low-energy region) and the strict maximum trapping energy (sharp edge in the high-energy region). However, the longitudinal phase space of the antiproton bunch coming from ELENA is fixed by $\Delta t_{\mathrm{rms}}=75 \mathrm{~ns}$ and $\Delta E_{\mathrm{rms}}=100 \mathrm{eV}$ and cannot be adjusted by the ion optical elements.

The transmission plots for the transversal phase space can be used as interface between the MAD-X simulation and the SIMION simulation. Due to the full cylindrical symmetry of all ion optical elements downstream of the focal point the acceptance plots in the $x-x$ ' and the $y-y^{\prime}$ plane are similar (see


Fig. 59 Transmission plot for the longitudinal $\Delta \mathrm{E}-\Delta \mathrm{t}$ phase space

Table 12 Summary of the Twiss parameters determined by the transversal transmission plots

| Twiss Parameter | Unit | Value |
| :--- | :--- | :--- |
| $\epsilon_{x / y}$ | mmmrad | 60 |
| $\beta_{x / y}$ | $\mathrm{~mm} / \mathrm{mrad}$ | 1.40 |
| $\gamma_{x / y}$ | $\mathrm{mrad} / \mathrm{mm}$ | 0.87 |
| $\alpha_{x / y}$ |  | 0.46 |

Fig. 59). In both cases, the transmitted particles do not follow a sharp ellipse, but rather a swirl-shaped distribution with smaller transmission rates for highly off-centered particles. Thus, only the area of high transmission density close to the zero point was taken into account for the definition of the estimated $2 \sigma$-emittance ellipse. The Twiss parameter of this fitted emittance ellipse are summarized in Table 12. Based on the area of the ellipse, i.e. the emittance, and the widths of the distributions $\sigma_{x / y}$ and $\sigma_{x^{\prime} / y^{\prime}}$, respectively, the correlation coefficient of the tilted phase space ellipsis can be determined as
$\rho_{x x^{\prime} / y y^{\prime}}=\sqrt{1-\frac{\epsilon_{x / y}}{\sigma_{x / y} \cdot \sigma_{x^{\prime} / y^{\prime}}}}=-0.3$.
The determined Twiss parameters are then used as a boundary condition for the optimization of the ion optics settings upstream the focal point in MAD-X. In the following MAD-X simulation it was found that it is possible to provide a beam with the stated Twiss parameters at the focal point, with a horizontal emittance of about 8 mm mrad and a vertical emittance of about 6 mm mrad.

For the investigation of the antiproton transmission, the voltages of the einzel lenses and the PDTs are optimized. In case of the two pulsed drift tubes, the voltages are currently ramped instantaneously after a certain time of flight of the particles. As the particles are initialized at different times, representing the longitudinal bunch length, the particles are then decelerated at different locations within the PDTs. In


Fig. 60 Transmission plots for the transversal $x-x^{\prime}$ and $y-y^{\prime}$ phase space. Phase space ellipse representing an estimated $2 \sigma$-interval of a Gaussian were added for defining suitable Twiss parameters at the focal point
the corresponding simulations it was found that the pulsing of the two PDTs has to be performed within a time interval of about 200 ns to avoid significant losses.

The optimization of the voltages led to the conclusion that all electrodes behind the first PDT are set to voltages below 6 kV , which allows the use of standard cables and controllers. The einzel lens directly in front of the first PDT and the following PDT are in contrast set to voltages of -88.5 kV and -96.0 kV , which makes the implementation of a Faraday field cage around the PDT setup necessary.

After the optimization of the voltages, input beams with the Twiss parameters determined by the transmission plots and different emittances are defined to determine the robustness of the system with respect to the beam size. For each simulation, the beam is assumed to be perfectly centered, i.e. there is no transversal offset from the center line, and the nominal widths for the bunch length and the energy spread are assumed for the longitudinal dimensions. Besides the nominal emittances of 6 mm mrad in horizontal direction and 4 mm mrad in vertical direction, the cases with four times and ten times of the nominal emittance were also investigated. The transmissions reached for the different emittances are summarized in Table 13.

Table 13 Antiproton transmission into the PUMA trap for different horizontal and vertical input emittances without transversal offset

| Horizontal [mm mrad] | Vertical [mm mrad] | Transmission [\%] |
| :--- | :--- | :--- |
| 6 | 4 | 95.5 |
| 24 | 16 | 87.3 |
| 60 | 40 | 54.4 |



Fig. 61 Sketch of truck configuration for the transport from ELENA to ISOLDE

It can be concluded that the transmission of antiprotons is limited to a maximum value of about $95.5 \%$ by the longitudinal component, while additional losses arise if the transversal beam size is significantly larger than the nominal value. Assuming a centered beam, the beamline would allow emittances up to about three times the nominal values so that a transmission of at least $90 \%$ is reached, while the emittances should be smaller to compensate for potential transversal offsets.

## 6 Transportation

### 6.1 General overview

PUMA is a transportable experiment with the specific requirement to remain under operation during the transport phase since the storage of antiprotons requires the full operation of the Penning trap. The transfer of PUMA will take place between the ELENA experimental area (building 193) and the ISOLDE experimental hall (building 170) at CERN.

Once PUMA is loaded on a trailer and during transport, the experiment will be powered by an external diesel generator. A sketch of the truck configuration is shown in Fig. 61. So far, a solution that allows to compensate the road inclination along the itinerary is taken in consideration. The frame will be equipped with sensors to record the acceleration and vibration history of PUMA during the transport. Transport of fragile large-size objects, such as accelerating cavities, have often been performed at CERN (i.e. HIE ISOLDE RF cavities). Note that the demonstration of transporting trapped charged particles was made more than twenty years ago: an electron cloud in a Penning trap was transported by truck over 5000 kilometers from the west coast to the east coast of the USA [193].

### 6.2 Powering procedure

The power consumption of PUMA is estimated to 70 kW in operation during transport ( 20 kW of chiller power consumption to be added to the 50 kW of on-site operation of the system). The transport time from ELENA to ISOLDE is estimated to last one to two hours. A powering exclusively from batteries is excluded. PUMA will always be connected to an external source of power.

The electrical power supply is equipped with a power transfer switch, allowing to change the power connection between different grids. The outlet of the power transfer switch is connected to the UPS. All equipment on the frame is supplied via the UPS, therefore a change of the power supply to the magnet is without interruption. When supplied from a generator, the generator needs to be in grid configuration $\mathrm{TN}^{6}$. PE (Protective Earth) of the frame needs to be screw-connected either to ground or to PE of the generator.

During the transport phase, the generator will be in IT configuration.

### 6.3 Operations at ELENA

A first operation is the transfer of the PUMA experiment from its experimental location at ELENA to the trailer. This operation will be performed by the overhead crane. The AD hall is equipped with 50 -ton cranes which are suited for this operation.

The transfer of PUMA to the trailer will be performed according to the following steps:

- At the end of the collection of antiprotons, the three gate valves in front of the PUMA setup are closed while the 4-K beam shutter in front of the 4-K cryostat entrance is in "close" position. The last two gate vales remain attached to PUMA, while the first one is disconnected from PUMA. At this stage, the PUMA frame is not connected anymore to the ELENA beamline.
- The slings and spreader beam are attached to the PUMA frame (main and annex attached together). Twist-lock container connectors attached to the inner container corners. The frame shall only be lifted at the bottom corners using container lifting hooks.
- The ELENA generator is disconnected from the distribution panel of PUMA, and the grid-power cable running from the crane is connected. Providing a 70 kW power from the crane requires a modification of the present equipment. The crane will be equipped with a specific power line and a cable reeler to supply the power to the experiment.

[^6]- The power source is then switched from the floor grid power to the crane grid power.
- The wire-rope damping system is unlocked.
- The cooling water flow is switched from the ELENA distribution to the chiller. Water pipes are disconnected.
- The PUMA experiment is craned from its experimental position at LNE51 to the trailer at the delivery zone.
- The transportable generator is connected to the power distribution panel of PUMA. The generator is switched on, and the power is switched from the crane grid-power source to the generator. The grid power cable is disconnected.
- Slings are detached, and the crane removed. The frame of PUMA is fixed to the trailer. PUMA is ready to be transported.

A dedicated lifting beam for PUMA frame is being developed to be compatible with the cranes at ELENA. A dedicated low-headroom spreader beam satisfies the maximum height available for the crane operation which is limited to 3.67 m at ELENA (available space over the AD ring shielding), as illustrated in Fig. 62. The lifting beam will have adjustment capability to adjust the position of the gravity center according to the exact position of the center of gravity.

The space available in the AD hall is sufficient to handle the two joint modules of the PUMA experiment in terms of length and height. The size of the door at this location is 5.5 m height and 6 meter width. The distance between the door and the shielding wall is 6 meters.

### 6.4 From ELENA to ISOLDE

### 6.4.1 Path

The foreseen itinerary is 2 km long and is shown in Fig. 7. The heavy weight of the experiment and the expected length of the convoy prevent from considering a shorter itinerary. The current itinerary implies slopes up to $6 \%\left(\sim 3.4^{\circ}\right)$ in both directions. Changes of direction will require careful adjustments of the trajectory as it implies changes of slope in both directions at the same time. The estimated time to complete the travel between the two locations is 60 min . The overall handling operation from its position in the ELENA beamline to the ISOLDE beamline is estimated to 4 h . The road along this path is in relatively good condition and most of the asphalt has been replaced during the last 5 years. The road will be inspected a couple of weeks ahead of the transport to identify and request repair of possible defective drainage covers and holes in the road to ensure a safe and smooth transport.


Fig. 62 Preliminary design of the spreader beam for the PUMA frame. 3D model by M. Perez Ornedo, CERN

### 6.4.2 Convoy

The convoy will consist of a tow tractor with a low bed trailer. The tow tractor used for this transport will be equipped with a hydraulic converter to regulate the speed during the overall transport. The trailer used for this operation will have hydraulic axles compensation to have a better damping and some capability to minimize the pan and tilt during the transport. The experiment will be loaded on the rear of the truck to allow the off loading operations at ISOLDE. The speed will be limited to $5 \mathrm{~km} / \mathrm{h}$ as such minimizing the effects of vibrations, acceleration and deceleration. In addition to prevent hard braking on the road the convoy will be escorted (front and back) to ensure a smooth travel from AD the ISOLDE.

A waterproof tarp will be adapted to the PUMA frame geometry to protect the system against rain. Custom openings will be foreseen for a proper operation of the chiller and warm air evacuation.

### 6.4.3 Vibrations during transport and handling

Particular precaution during transport will be taken to avoid having vibrations which could disturb the equipment. This


Fig. 63 Tilt and acceleration monitoring during the handling and transport of HIE-ISOLDE cavities
has been demonstrated during the transport of various sensible objects at CERN such as the HIE ISOLDE cryomodules. The range of possible expected accelerations during transport and handling are in the range of $\pm 0.1 \mathrm{~g}$. Figure 63 shows the record of tilt and acceleration during the transport between SM18 and ISOLDE of one HIE ISOLDE cryomodule.

To prevent the possible perturbation of the experiment by the vibrations caused by the generator, the generator will be placed on damping pads.

### 6.5 Operations at ISOLDE

Space is limited at the entrance of the ISOLDE experimental hall. It was checked that PUMA can be delivered and transported to its final position without modification of the overall infrastructure at the exception of the crane. The delivery of the PUMA experiment will be done driving backward the trailer below the crane hook which will be already equipped with the lifting beam. From this point the frame will be connected to the lifting beam with the container hooks in the four corners. The load will be moved off from the trailer. Then, the trailer will be moved out of the way. Finally, the frame will be rotated in situ to be positioned at 90 degrees from the entrance. This allows the full insertion of the experiment in the ISOLDE hall. From this point the frame will be raised to pass over the HIE ISOLDE beam lines up to it final position.

The installation of the PUMA device to its experimental location at ISOLDE will be done with the overhead crane of the building. The existing crane is limited to a lifting capacity of 10 tons, while the total weight of PUMA is currently estimated to be 9.7 tons (lifting beam not included). The crane will be equipped with a similar system as the one foreseen at AD to supply the power to the experiment from the crane. A dedicated lifting beam for the PUMA frame is being developed to be compatible with the crane at ISOLDE. A dedicated low-headroom spreader beam satisfies the maximum height available for the crane operation. This lifting device will have the same feature as the one designed for AD. The only difference between the two lifting beams is the interface

Table 14 Requirements for the radioactive ions beams at the entrance of PUMA

| Isotopic purity | $>99 \%$ |
| :--- | :--- |
| Beam diameter | $<5 \mathrm{~mm}$ |
| Transverse emittance at $30-60 \mathrm{keV}$ | $<50 \pi \mathrm{~mm} \mathrm{mrad}$ |
| Energy | $1-2 \mathrm{keV}$ |
| Energy spread | $\pm 30 \mathrm{eV}$ |
| Bunch length | $<15 \mathrm{~cm}$ |
| Longitudinal emittance $\left({ }^{18} \mathrm{Ne} @ 2 \mathrm{keV}\right)$ | $<30 \mu \mathrm{seV}$ |

with the hook of the cranes as the two cranes have slightly different crane-hook sizes. The final exact position will be identified on the floor with reference points to allow an easy and efficient prepositioning with the crane ( $\pm 1 \mathrm{~cm}$ respect to the final positioning).

### 6.5.1 Connection to beam line

The connection to the beam line follows the operations at ELENA in reverse order, with one difference related to the vacuum. Once the transported setup is connected to the vacuum beam line at ISOLDE, the venting valve is pumped, baked and the NEG coating is activated. Once a sufficient vacuum is reached, the gate valves can be opened.

## 7 Installation at ISOLDE

### 7.1 General overview

In the following a brief description of ISOLDE and the production rates of the radioactive isotopes proposed as first physics cases for PUMA are given. The beam energy, time structure, purity and emittance requirements for PUMA are demanding. They are summarized in Table 14. These requirements can be achieved with a system similar to the ongoing MIRACLS $[227,234]$ project, downstream the ISCOOL buncher [235]. The two apparatus are introduced, and their current status of development is given.

In the ISOLDE experimental hall (building 170), only one position for the PUMA experiment appears to fulfill all requirements. The space identified for PUMA is located downstream of the RCX10 line, where the recently-removed NICOLE experiment was formerly installed, as well as additional space in the HIE ISOLDE part of the experimental hall for the PUMA setup itself.

The multireflection time-of-flight mass separator (MRToF MS) of MIRACLS [236] or a similar system will be followed by a cooler buncher based on the design of ISCOOL. MIRACLS' MR-ToF system will provide RIBs with the necessary beam requirements at the entrance of the PUMA


Fig. 64 General view of the ISOLDE hall with the new MIRACLS and PUMA experimental area
experiment which will be located in the HIE ISOLDE part of the experimental hall.

### 7.2 Infrastructure of the experimental zone

This proposed location is ideal with respect to the specific case of PUMA as a movable experiment: spacing and infrastructure is available and overhead crane ( 10 ton) operation is guaranteed. The opening in the wall necessary to move from the Low Energy RCX beamline into the HIE ISOLDE part of the hall as well as a sufficiently large trench for routing cooling-water hoses already exists.

A layout of the ISOLDE experimental zone is shown in Fig. 64. The left part is dedicated to low-energy experiments while the more recent experimental zone (on the right) is dedicated to high energy experiments after re-acceleration by the HIE ISOLDE linear accelerator. A possible layout of the PUMA beamline is schematically represented.

The PUMA experiment will have the specificity to be moved back and forth between the AD and ISOLDE. During these transport operations the PUMA trap must be powered without interruption in order not to lose the stored antiprotons. The same is valid for any other interruptions such as unforeseen power-cuts while in operation.

The power generator to be used on the truck during transport will also serve as a backup power group both at the AD as well as at ISOLDE. This power generator will automatically start when a power cut occurs. The earlier described UPS will cover any sudden power interruption whereas the power generator will guarantee power for a large number of hours in case of more than just a glitch and power interruptions longer than the UPS lifetime of 10 min .

### 7.3 Radioactive beams

### 7.3.1 Production

The on-line isotope separation (ISOL) technique is a powerful method to produce pure low-energy radioactive-ion beams. High-energy light particles from accelerators or nuclear reactors impinge onto a heavy-ion production target. Many different isotopes are then created from several reaction mechanisms such as fission, fragmentation or spallation. In the ISOL method, the reaction products are stopped in the bulk of the target material. They then diffuse and effuse out of the heated target to an ion source section where they are ionized. Each element, with its specific chemical properties, requires an optimisation of the production target ensemble and of the ionisation process. ISOLDE at CERN has been a worldwide leading facility in the production of radioactive ion beams using the ISOL technique [237,238]. At ISOLDE, the radioactive isotopes are produced from the interaction of a 1.4 GeV proton beam delivered by the PS Booster at a maximum intensity of $3.2 \times 10^{13}$ protons per pulse. The repetition rate is typically on the order of one Hz. Today, at ISOLDE, about 600 isotopes of more than 60 elements are available. Radiochemical methods and ionisation techniques have been developed for the majority of them. These radioactive ion beams with half-lives down to a few milliseconds can be delivered in intensities ranging from $10^{11}$ to 0.1 per second. In addition to the advantage of being close to ELENA, the unique range of low energy radioactive isotopes and highly competitive beam intensities make ISOLDE a perfectly suited facility where the PUMA physics program can be carried out.

ISOLDE has two on-line isotope separators with independent target-ion source systems that deliver 60 keV mass separated radioactive ion beams with a typical emittance of 25 to $35 \pi \mathrm{~mm}$ mrad [239]. The high-resolution separator (HRS) is theoretically able to separate the isotopes of interest from unwanted ions with a mass resolving power of up to $1.5 \times 10^{4}$ [240]. Since PUMA requires isotopically pure beams at a level of a percent, this separation is not enough for mediummass nuclei. This aspect is further discussed in the following. The beam intensities for the isotopes of interest to be studied with PUMA at ISOLDE are presented in Table 15.

With the above yields, the measurements are feasible. Note that few isotopes of particular interest are not reachable at ISOLDE: the hypothetical p-wave halos ${ }^{31} \mathrm{Ne}$ and ${ }^{37} \mathrm{Mg}$ are currently not sufficiently produced since their expected rates are less than $1 \mathrm{~s}^{-1}$. PUMA will benefit from any future improvement of rates at ISOLDE.

Table 15 Radioactive ion beam yields and primary target material at ISOLDE facility for isotopes targeted by PUMA

| Nuclei | Yield (ions $/ \mu \mathrm{C}$ ) | Target |
| :--- | :--- | :--- |
| ${ }^{6,8} \mathrm{He}$ | $5.4 \times 10^{7} / 4.7 \times 10^{5}$ | $\mathrm{BeO}-\mathrm{UC}_{x}$ |
| ${ }^{7,9,11} \mathrm{Li}$ | $8.2 \times 10^{9} / 3.9 \times 10^{6} / 1.4 \times 10^{3}$ | $\mathrm{UC}_{x}$ |
| ${ }^{8} \mathrm{~B}$ | 300 | C |
| ${ }^{17,18} \mathrm{Ne}$ | $4.5 \times 10^{3} / 3.5 \times 10^{6}$ | MgO |
| $\ldots$ | $\ldots$ | $\ldots$ |
| ${ }^{26,27} \mathrm{Ne}$ | $4.9 \times 10^{4} / 200$ | $\mathrm{UC}_{x}$ |
| ${ }^{28, \ldots, 33,34 \mathrm{Mg}}$ | $3.6 \times 10^{7} / \ldots / 3 \times 10^{3} / 140$ | $\mathrm{SiC}_{x} / \mathrm{UC}_{x}$ |
| ${ }^{19-22 \mathrm{O}}$ | $1.3 \times 10^{5} / 3.4 \times 10^{4} / 7 \times 10^{3} / 1.3 \times 10^{3}$ | $\mathrm{UC}_{x}$ |
| ${ }^{105} \mathrm{Sn}$ | $8 \times 10^{4}$ | $\mathrm{LaC}^{2}$ |
| $\ldots$ | $\ldots$ | $\ldots$ |
| ${ }^{136,137,138} \mathrm{Sn}$ | $4 \times 10^{3} / 100 / 2.5$ | $\mathrm{UC}_{x}$ |

### 7.3.2 Negative ion beams

At radioactive ion beam facilities, some isotopes are available as negative ions. Negative ion beams of the halogens chlorine, bromine and iodine were among the first ones which were used at ISOLDE [241]. These were ionized using a negative surface ion source, although such sources are limited to elements which have a high electron affinity. A different approach to create negative ion beams is to use charge exchange reactions to convert the incoming positive ion beam in, for example, a cesium vapor charge-exchange cell, into a negative ion beam. This has been applied to light nuclei from helium to chlorine [242] but also the efficiency for heavier isotopes like arsenic, selenium, tin, strontium and rubidium has been investigated at HRIBF at ORNL [243]. Using this technique, a conversion efficiency of $41 \%$ for tin beams was reported [244], putting exotic tin beams onto the list of possible candidates for experiments with PUMA either using the positive or the negative mixing scheme with the $\bar{p}$. Furthermore, a dedicated development program is ongoing at ISOLDE to increase the variety of negative ion beams [244246], which established astatine and resulted in the first measurement of its electron affinity [247].

For the first measurements at ELENA, an offline ion source, capable of producing positive and negative ions is foreseen. A versatile approach is to utilize a laser at 532 nm to create positive as well as negative ions by ablation from a solid target material. Such sources coupled to a MRToF MS have been used at Greifswald university [248]. Using this source and identifying the ions unambiguously with the MR-ToF, the following negative ion species [249] could be observed: boron, carbon, magnesium, aluminium, chromium, manganese, iron, cobalt, nickel, copper, silver, indium [250], tin [251], hafnium, tantalum, gold, lead [248] and bismuth [252].

### 7.3.3 The ISCOOL buncher

In order to comply with the PUMA requirements, the ISOLDE beam parameters need to be further optimized after the magnetic separation. In particular, they need to be bunched and purified, accordingly to the requirements of PUMA (see Table 14). The bunching will be performed by the existing ISCOOL cooler and buncher [235]. ISCOOL is a general purpose RFQ ion trap, located in the HRS beamline and constructed to improve the emittance of the incoming radioactive ion beams and to deliver them as bunches to the experiments. It is presented in Fig. 65.

The system consists of a linear Paul trap filled with a buffer gas in which the ions thermalize through collisions with the buffer gas while the oscillating quadrupole field of the trap rods provides radial confinement [253]. The buffer gas is chosen as a noble gas to minimise charge transfer to the radioactive ions. For an efficient cooling, the mass of the buffer gas atoms should be smaller than the mass of the nuclei to cool. Light ions have to be cooled with helium or even hydrogen as a buffer gas. Currently, ISCOOL is not able to use hydrogen as a buffer gas since specific safety considerations have to be taken into account which are envisaged in the future. In the case of PUMA, these light mass gasses causes a particular difficulty since it is difficult to remove them with vacuum pumps. The vacuum system will therefore be dimensioned and thought for helium, together with other gases. The gas volume of ISCOOL is isolated from the beam-line by two differential pumping sections which guarantee a vacuum better than $10^{-6}$ mbar both upstream and downstream. These vacuum conditions set the constraint for the dedicated differential pumping system for PUMA which aims at a reduction better than $10^{5}$, from $10^{-6}$ to better than $10^{-11} \mathrm{mbar}$ at the entrance of the PUMA cryostat.

ISCOOL provides the possibility to deliver bunches of a few microseconds length, reduced energy spread ( $\sim 1 \mathrm{eV}$ for slow extraction) and reduced transverse beam emittance (less


Fig. 65 Sketch of the ISCOOL buncher. A differential pumping maintains a vacuum better than $10^{-6}$ mbar upstream and downstream the buncher despite the gas flow in the RFQ. Figure from [254]


Fig. 66 Ion extraction procedures from an RFQ: slow extraction (left) and fast extraction, also called push-pull extraction (right). Figure adapted from [254]


Fig. 67 Schematic layout for the PUMA beamline at ISOLDE. Focusing elements and pumping elements are not shown
than $3 \pi \mathrm{~mm}$ mrad at 60 keV ), which allows the experiments to have a better injection of the beam into the experimental setups $[228,255]$ and to gate on the time structure of the beam to reduce unwanted background. The different ejection methods are schematically shown in Fig. 66.

### 7.3.4 Overview of the $\mathrm{RCX10}$ beamline

A sketch of a possible beamline layout at ISOLDE for PUMA is shown in Fig. 67.

The first part of the RCX10 beamline will require compact electrostatic quadrupole triplets which could be based on the design of the doublets at ELENA. The beam line will then be composed of a Paul trap floated to 50 kV and a $30-\mathrm{keV}$ multi-reflection time-of-flight mass separator (MR-ToF MS), both developed as part of the MIRACLS project. This MRToF system will produce $30-\mathrm{keV}$ isotopic beams with proper emittances. At first the Paul trap will be at room temperature, while the development of a cryogenic Paul trap for a better
emittance is considered at a later stage. Vacuum pressure better than $10^{-9}$ mbar is targeted downstream the MR-ToF, while a vacuum better than $5 \cdot 10^{-8}$ mbar is guaranteed.

A $\theta=10-30^{\circ}$ electrostatic deflector will be added to turn the beam after the MIRACLS MR-ToF setup to the PUMA setup in the HIE ISOLDE experimental zone. An existing standard ISOLDE diagnostic box containing a Faraday cup and beam profile scanner will be located at the end of the RCX10 line before the MIRACLS setup.

### 7.3.5 The MR-ToF mass separator

A MR-ToF MS for ions at high energy (up to 30 keV ) is under development at ISOLDE by the MIRACLS and the ISOLDE collaboration. A MR-ToF device is a component of typically one meter length which consist of a field free drift section surrounded by two electrostatic mirrors. Charged ions can be injected into and ejected from the MR-ToF MS by quickly switching the potential applied to the so called intrap lift [256] or parts of the mirror electrodes [257]. Once trapped between the mirrors of the MR-ToF MS, the ions are separated in time as a function of their mass.

The Multi Ion Reflection Apparatus for Collinear Laser Spectroscopy (MIRACLS) experiment is a new setup at ISOLDE aiming at enhancing the sensitivity of collinear laser spectroscopy (CLS) for short-lived radioactive nuclei by a factor 20-600 in order to probe rare isotopes out of reach with conventional techniques [258]. This is achieved by storing ion bunches of radionuclides in a MR-ToF device. While the ions are bouncing back and forth between the electrostatic mirrors, the ion bunch interacts with the spectroscopy laser during each revolution in MIRACLS, compared to only once in conventional CLS. This increased laser-ion interaction time results in an improved sensitivity. In order to maintain the high resolution of CLS, MIRACLS MR-ToF device will operate at an ion beam energy of 30 keV , compared to a few keV in state-of-the-art instruments. In order to meet the requirements of CLS (low energy spread) and MR-ToF operation (narrow temporal bunch width), MIRACLS will prepare the ion bunch in a Paul trap to obtain an improved ion-bunch emittance. The combination of improved emittance and increased ion beam energy in the MR-ToF device at MIRACLS are also very beneficial for fast and highly selective mass separation in a MR-ToF device. It is planned to develop the respective techniques within MIRACLS, serving as a prototype for a future general purpose 30 keV MR-ToF device at ISOLDE. An illustration of the functionality of a MR-ToF mass separator is shown in Fig. 68.

The mass separation capability of a MR-ToF MS, its emittance requirements and its bunched working condition fit very well with the demands of PUMA. In the concept of PUMA at ISOLDE, it is expected that MIRACLS' MR-ToF system will be located a few meters upstream of PUMA. It


Fig. 68 Sketch of a MR-ToF device similar to the one in development for the MIRACLS experiment
will be possible to supply a beam with a high purity and a low energy as needed. In addition, the MR-ToF MS together with its dedicated coller buncher will also allow to tackle the more challenging isotopes in terms of required mass resolving power and initial beam emittance from the target ion source arrangement.

The development of the experiment is divided in three phases: the first one is the commissionning of the $30-\mathrm{keV}$ MR-ToF MS as part of the MIRACLS project, the second one is the reconfiguration of the $30-\mathrm{keV}$ MR-ToF MS at the RCX10 low-energy beam line, and the third one is the development and inclusion of a cryogenic Paul trap to adjust the traversal and longitudinal emittance of the beam entering the MR-ToF MS, leading to an improved turnaround-time of the ions and a lower energy spread. Designs and simulations of the full beam line are ongoing. It is expected that the MIRACLS system will be commissioned for laser spectroscopy with radioactive beams in 2022. The first purified beams are expected to be provided from late 2023 in line with the PUMA schedule.

The kinetic energy of the ions after MIRACLS is expected to reach 30 keV , which is too high for PUMA to trap them. For this reason, we are currently considering a dedicated pulse drift tube, following a similar design of the one developed for ELENA, which will allow us to slow the beam down to the desired energy of about 4 keV . As an alternative, we are also considering to lower the beam energy to few keV by using the in-trap lift technique [256] together with the mirror ejection technique [257], therefore without a pulsed-drift tube.

### 7.3.6 PUMA beam optics

The optics for the beamline will need to be designed according to the requirements for PUMA and to the specifications of ISCOOL (the RFQ cooler and buncher after the HRS ISOLDE separator, upstream from the MIRACLS and PUMA setup) as well as to the requirements of the MIRACLS system for beam purification situated after the ISCOOL and before the PUMA setup.


Fig. 69 Segmented beamline for the transportation of purified ion beams from the MR-ToF to PUMA. Beams from the MR-ToF MS is entering from the left

A first draft of a beamline connecting the MIRACLS MRToF mass separator and the PUMA frame has been simulated with the SIMION software. As indicated in Fig. 64, the beamline will include two $90^{\circ}$ bends, allowing to transport the purified ion beam into the PUMA setup. For the ion optical simulations, this beamline is divided into three straight segments, as shown in Fig. 69. An overview over the ion optical elements within the segments is given in Fig. 70.

The general purpose of the beamline is to transport the purified ions as efficiently as possible into the PUMA trapping region. As a measure for this efficiency, the transmission of ions into the PUMA collision trap is considered. Similar to the case of the ELENA LNE51 beamline, a particle is transmitted if it did not get lost on a radial aperture (e.g. the conductance pipe in front of the collision trap) and is sufficiently decelerated by the two pulsed drift tubes. In comparison to the straight beamline at ELENA, an additional complexity of the ion optics arises from the electrostatic quadrupole benders, giving rise to a horizontal dispersion. To compensate for the induced dispersion, ELENA-type electrostatic quadrupole doublets are placed behind both benders, which compensate the growth of an incoming ion bunch in horizontal direction.

As an input into the ion optical simulations, a conservative set of input beam parameters assuming a transversal beam emittance of 1 mm mrad has been taken into account. These parameters are summarized in Table 16. In the discussed simulations, the ion mass and charge were considered to be those of ${ }^{17} \mathrm{Ne}^{+}$. A transmission of about $73 \%$ was reached. Even


Fig. 71 Pressure along the PUMA-ISOLDE beamline at selected elements for different input pressures. The total length of the beamline is $\sim 6.8$ m


Fig. 70 Overview over the ion optical elements included into the three segments of the beamline between MIRACLS and PUMA

Table 16 Input beam properties for the transmission determination of purified ions

| Property | Value |
| :--- | :--- |
| Transversal beam size (RMS) | 1 mm |
| Transversal angular spread (RMS) | 1 mrad |
| Input energy | 50 keV |
| Energy spread (RMS) | 100 eV |
| Bunch length (RMS) | 50 ns |

in case of a more pessimistic approach with a transversal beam size which is twice as high, the transmission is at about $50 \%$. However, it is assumed that the future cryogenic Paul trap will provide significantly smaller emittances, leading to an overall higher ion transmission into the PUMA collision trap.

### 7.4 Vacuum

The vacuum conditions at ISOLDE set the constraint for the dedicated differential pumping system that will be necessary for PUMA. It aims at a reduction better than $10^{3}$, from few $10^{-8} \mathrm{mbar}$ (worst case scenario) to better than $5 \cdot 10^{-11} \mathrm{mbar}$ at the entrance of PUMA (at the last $300-\mathrm{K}$ gate valve of the PUMA experiment). A vacuum line between the MIRACLS MR-ToF and PUMA will be designed and installed. Additional sector valves between the MIRACLS and PUMA setup will be added for protection reasons and to enable connecting and disconnecting PUMA. The injection of any gas other than $\mathrm{H}_{2}$ upstream PUMA, in particular He , has to be addressed and will have an impact on the vacuum system design. We present here first vacuum estimates based on the considered concept.

### 7.4.1 Hydrogen

The ISOLDE beam line will include two $90^{\circ}$ bends to increase the length of the beam line and to remove neutral, non-gettable gases. An electrical network analysis (ENA) similar to the one done for ELENA (see Sect. 5.4.3) was done for the ISOLDE location. The reducer-cross with two NEG-pumps is attached to the frame and will be moved with it. The assumptions made for the calculations are as follows: (i) Only hydrogen is considered; (ii) Where possible, NEG coating is applied. This includes crosses, beam pipes, and the vacuum tube of the pulse drift tube (CF DN250). A pumping speed of $0.044 \mathrm{l} / \mathrm{s} / \mathrm{cm}^{2}$ (sticking factor $1 \cdot 10^{-3}$ ) is assumed; (iii) The other surfaces of the beam pipe are stainless steel and have an outgassing rate of $5 \cdot 10^{-12} \mathrm{mbar} 1 / \mathrm{s} / \mathrm{cm}^{2}$; (iv) All other components have an outgassing rate of $1 \cdot 10^{-8} \mathrm{mbar} 1 / \mathrm{s}$, except the pulse drift tube ( $1 \cdot 10^{-7} \mathrm{mbar} 1 / \mathrm{s}$ ) and the extractor gauges ( $1 \cdot 10^{-9} \mathrm{mbarl} \mathrm{s}$ [232]); (v) The conductance of pipes and crosses can be calculated as cylinders; (vi) 2 NEG


Fig. 72 MOLFLOW model of the ISOLDE beamline for helium transmission calculations
pumps with a pumping speed of $1000 \mathrm{l} / \mathrm{s}$ for $\mathrm{H}_{2}$ each; (vii) 5 ion pumps with a pumping speed of $240 \mathrm{l} / \mathrm{s}$ for $\mathrm{H}_{2}$ each; (viii) 3 turbo pumps with a pumping speed of $555 \mathrm{l} / \mathrm{s}$ for $\mathrm{H}_{2}$ each.

The ENA performed with LTspiceXVII (see Sect.5.4.3) shows that the two NEG pumps can reduce the pressure at the last gate valve to the order of $7 \cdot 10^{-11} \mathrm{mbar}$. The pressure at the hand-over point was assumed to be $1 \cdot 10^{-8} \mathrm{mbar}$, but even a reduction to $1 \cdot 10^{-9}$ mbar virtually does not change the pressure at the last gate valve as it is dominated by outgassing along the beam line (see Fig. 71).

The largest influence on the pressure at the last gate valve comes from the outgassing of the valve itself. This was conservatively estimated to be $1 \cdot 10^{-8} \mathrm{mbar} \mathrm{l} / \mathrm{s}$. However, the outgassing can be reduced drastically [233], for example by repetitive baking. If the outgassing of the last two valves can be reduced to $1 \cdot 10^{-9} \mathrm{mbar} \mathrm{l} / \mathrm{s}$, the electrical network analysis gives a vacuum pressure of $1.6 \cdot 10^{-11} \mathrm{mbar}$. If the outgassing of all four CF63 gate valves can be reduced, the pressure drops to $1 \cdot 10^{-11} \mathrm{mbar}$.

### 7.4.2 Helium

Since the ion optical layout of the ISOLDE beam line is not fixed yet, the beam pipe diameters and conductances cannot be optimised. Nevertheless we give a first estimate of the transmission of helium atoms from the handover point to the last gate valve, calculated with MOLFLOW.

The assumptions made for the calculations are as follows: (i) No outgassing of helium; (ii) 3 turbo pumps with a pumping speed of $820 \mathrm{l} / \mathrm{s}$ for He each; (iii) 5 ion pumps with a pumping speed of $24 \mathrm{l} / \mathrm{s}$ for He each ( $10 \%$ of nominal pumping speed); (iv) Same pulsed drift tube as at ELENA, this shall still be optimised; (v) An iris shutter at the focal point of the mid-section einzel lens (see Fig. 72).

The dimensions of the beam elements are chosen to be the same the same as for ELENA since the ISOLDE beam line is not finalized yet. Only the middle 2.5 m stretch is reduced to CF100. Since the ion optics of the RCX10 beamline is still under development, the ion optical elements were not implemented in these simulations.

With an aperture of the iris shutter of $D=10 \mathrm{~mm}$, the transmission probability is $2 \cdot 10^{-4}$. Even though the saturation of the surface for helium will be quicker than for hydrogen [259], the setup allows for enough freedom to reduce the
transmission further, for example, with the aperture of the pulsed drift tube, depending on the emittance from MIRACLS.

## 8 Conclusion

The PUMA, antiProton Unstable Matter Annihilation, experiment aims at investigating rare isotopes with low-energy antiprotons as a probe. The experiment is based on the detection of pions resulting from the annihilation of an antiproton with the nucleus. These pions come from the decay of an in-trap formed antiprotonic atom, following the historical work of Bugg et al. [3] and the later idea of Yamazaki and Wada [260]. The experiment will give access to the number of proton-to-neutron annihilation ratio in the tail of the nuclear density at an accuracy better than $10 \%$.

PUMA aims at transporting one billion antiprotons from the ELENA facility, where antiprotons from the Antiproton Decelerator (AD) are cooled down to 100 keV , to the rareisotope beam facility ISOLDE. An extreme vacuum in a Penning trap, achieved via cryopumping and a low-conductance cryostat design, will allow to store antiprotons with a half-life better than one month, enabling experiments at ISOLDE. A low residual gas density of $20 \mathrm{~cm}^{-3}$ in the reaction zone will limit the background and enable the PUMA physics case.

The PUMA experiment at CERN is unique, and made possible by the combination of the world-leading facilities ELENA, for the low-energy antiproton production, and ISOLDE, for the radioactive isotope production. Physics experiments with rare-isotopes and antiprotons as proposed with PUMA will need to face three main challenges: the required extreme vacuum to store the antiprotons long enough, the transport of antimatter with acceptable or compensable excitation of the antiproton plasma and the efficient in-trap mixing of ions and antiprotons with relative energies of few tens of eV.

The development of the experiment has already started. The installation of the antiproton beam line is expected to be finalized in 2022. The first benchmark experiments are expected to take place in 2023, first at ELENA with stable ions, then with rare isotopes at ISOLDE.

In addition to probing the so-far unexplored isospin composition of the nuclear-radial-density tail of radioactive nuclei, PUMA has the potential to explore other nuclearphysics topics, such as nuclear correlations at low density or hypernuclei, bound nuclear system that contain one or several hyperons, a baryon with a strange quark. The later should provide unique information on the in-medium hyperon-nucleon interactions. PUMA will also contribute to the democratisation of antiprotons for research, by allowing the delivery of a sizeable amount of antiprotons to other laboratories.
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[^0]:    ${ }^{\mathrm{a}}$ e-mail: aobertelli@ikp.tu-darmstadt.de

[^1]:    ${ }^{1}$ The simplest case of halo is the deuteron, a stable binary halo, which exhibits a large central depletion and an anomalously large radius. The term halo was first used to qualify the excess of neutrons at the nuclear surface, now addressed as the neutron skin (see e.g. [2]). It was also employed to characterise the composition of the nuclear surface from low-energy antiprotons by Bugg et al. [3].

[^2]:    ${ }^{2}$ https://www.stahl-electronics.com.

[^3]:    ${ }^{3}$ Earthed neutral.

[^4]:    ${ }^{4}$ For PUMA, we use the residual gas density target value as an objective, instead of pressure. Indeed, they are related by Ideal Gas Law only for isotropic speed distribution. If there is a flow or beaming this is no longer true and pressure depends on the orientation of the surface as it is defined as force per unit area.

[^5]:    ${ }^{5}$ Reference value of SEM grid from ELENA.

[^6]:    ${ }^{6}$ From french: terre neutre.

