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Abstract The observed baryon asymmetry in the universe
cannot be reconciled with the current form of the Standard
Model (SM) of particle physics. The Standard Model breaks
charge conjugation parity (CP) symmetry, but not in a suffi-
cient amount to explain the observed matter-antimatter asym-
metry. Historically one of the first systems to be studied in
the search of symmetry breaking within the Standard Model
is the electric dipole moment (EDM) of the neutron. The con-
tribution to the neutron EDM coming from the SM is several
order of magnitudes smaller than the current experimental
bound, thus providing a unique, background-free window for
potential discovery of physics Beyond the Standard Model
(BSM). The strong CP-violating θ term can also contribute to
the neutron EDM, as can all the CP-violating effective oper-
ators describing, at energies below the electro-weak scale,
the contributions from BSM. To constrain all these contribu-
tions to the neutron EDM we need to precisely determine the
hadronic matrix elements of the corresponding renormalized
operators. After a brief introduction on baryon asymmetry
and baryogenesis, I summarize the current stuatus for exper-
iments in search of a neutron EDM. I then describe in more
details the different CP-violating sources, and some results in
Chiral Perturbation Theory precede a discussion on the cur-
rent status of Lattice QCD calculations. I will in particular
focus on the 2 main challenges for these type of calculations:
the signal-to-noise ratio and the renormalization. I will dis-
cuss several improvement techniques trying to improve these
two aspects of the calculation and I will conclude with an
optimistic view into the future.

1 Matter-antimatter asymmetry

The equivalence of masses and decay widths between par-
ticle and antiparticles is a direct consequence of the CPT
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theorem. Observations contrast with the naive expectation
that also the particle and antiparticle density are the same.
The observed Universe is dominated by matter over antimat-
ter and the antiprotons that are observed in cosmic rays are
produced at a rate consistent with the antiprotons density
∼ 10−4 smaller than the proton density [1].

During the evolution of the Universe the baryon number
density changes with the cosmological scale factor and it is
advantageous to define

η = nB

nγ

, nB = nb − nb , (1)

as a measure of the baryon asymmetry of the Universe, where
nb(nb) is the baryon (antibaryon) density and with nγ the
photon density.

The value of η can be determined comparing the η depen-
dence of the light element abundances predicted by stan-
dard Big-Bang nucleosynthesis (BBN) and the correspond-
ing observed abundances. Fixing the number of neutrinos,
the standard BBN predicts the relative abundances of D, 3He,
4He, and 7Li as a function of η. In this way any experimental
determination of the light nuclei abundance can be used to
determine η. In Fig. 1 the relative abundances of the light
nuclei predicted by the standard model of BBN are shown
as a function of η with colored bands representing 95% CL
range [3]. See Ref. [4] for a recent analysis after the latest
release of the Planck data.

Excluding the Lithium abundance,1 that leads to incon-
sistent values of η with respect to the other abundances, the
values of η obtained using D/H and and 4He abundances lead
to very consistent values for η. In particular using the very
recent determination of the D/H abundance [5] one infers a
value of 5.8 × 10−10 < η < 6.5 × 10−10 [2].

1 The disagreement between the η obtained from the lithium abundance
and the others is referred to as the lithium problem.
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Fig. 1 Primordial abundances of light nuclei, 4He, D, 3He and 7Li,
shown as a function of the baryon-to-photon ratio η, as predicted by
standard Big-Bang nucleosynthesis (BBN). Bands show 95% of C.L.
The results of the experimental observation are in the yellow bands and
the vertical lines denote the measure of the cosmic baryon density from
CMB (thin band labelled by CMB) and the so-called concordance range
for the BBN including the D and the 4He (wide vertical band). Both
with 95% of C.L. Figure taken from Ref. [2]

The prediction of the baryon density obtained by the
standard model of BBN can be compared with a com-
pletely independent determination of η from the Cosmic
Microwave Background (CMB) angular power spectrum [6].
The most recent analysis of the Planck data [7] gives a value
η = (6.12 ± 0.04) × 10−10 [2] perfectly consistent with the
value obtained from the observed primordial abundances and
standard model of BBN.

Independent of the particle physics theory responsible for
the baryon asymmetry in the universe, a set of criteria, the
Sakharov conditions [8], need to be satisfied by the responsi-
ble interaction: baryon number violation; C- and CP- viola-
tion; Universe out of thermal equilibrium to avoid the thermal
average washing out the net baryon asymmetry.

2 Baryogenesis scenarios and CP-violation

The analysis of the 3 Sakharov conditions compared with
the observed asymmetry between matter and antimatter, can

shed some light on the baryogenesis mechanisms. In order to
satisfy the last condition, i.e. to stay out of thermal equilib-
rium, Sakharov imagined that baryogenesis would start after
the Big Bang, when most reactions would take place out of
thermal equilibrium and at a temperature not much below the
Planck scale [11].

An example of BSM theories providing baryon num-
ber violation combined with possible new sources of CP-
violation are Grand Unified Theories (GUT) [10]. While
GUT theories could in principle provide the necessary CP-
violation with some extra heavy-particles they have to face
a few difficulties. The first one is that all the GUT theories,
consistent with the current values of the SM parameters, have
to rely on inflation to remove relics of particles generated at
the GUT scale. As a result though any baryon asymmetry
would be washed out as well and the temperature would be
too low to restart any GUT process generating again a baryon
asymmetry [11].

Another challenge for GUT scenarios is the fact that any
mechanism generating a baryon asymmetry has to compete
with the anomalous baryon number violation in the SM [12].
Analogously to what happens in QCD with the topologi-
cal charge and the tunneling probability between topological
sectors, in the SM the baryon number is violated with a prob-
ability proportional to ∼ exp (−4π/αW ), where αW is the
weak coupling [12,13]. While at a relatively low tempera-
ture the probability to all practical purposes vanishes, at high
temperature, around and above ∼ 100 GeV, the anomalous
baryon violation can compensate any baryon violation [14]2.

Another possibility is to actually make use of the anoma-
lous baryon number violation to generate a baryon asymme-
try. The mechanism to be out of equilibrium at the electro-
weak scale is provided by a first-order weak phase transition
at the electro-weak scale, ∼ 100 GeV. The main mecha-
nism for electroweak baryogenesis is that after the Big Bang
no baryon asymmetry is generated at temperatures above
100 GeV. When the temperature reaches the electroweak
scale the SU (2)L × U (1)Y SM symmetry is broken spon-
taneously generating a non zero expectation value for the
Higgs field. The requirement of having a first order elec-
troweak phase transition, implies that bubbles, or regions,
would form, where the expectation value of the Higgs field
is non-zero. A non-zero net baryon number is generated at the
boundaries of these regions where the CP- and C-violating
interaction convert 3 baryons (anti-baryons) in 3 antileptons
(leptons), preserving though B-L. These baryon number vio-
lating transitions are mediated by so-called sphaleron field
configurations, just as instanton configurations are respon-

2 We note that even if there is the possibility of an anomalous baryon
number violation at high temperature, the difference between baryon
and lepton number, B-L, is not violated by the baryon anomaly and thus
B-L is conserved.
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sible for the change of the topological charge, even though
with a different mechanism [15]. Eventually the regions with
non-zero Higgs condensate will expand and blend in the uni-
verse we know today with a net baryon asymmetry and a
non-vanishing Higgs vacuum expectation value. For reviews
on electroweak baryogenesis or baryogenesis in general [16–
18] should be consulted.

The problem with this mechanism is that the current value
of the Higgs mass, mH = 125.10 ± 0.14 GeV, heavier
than ∼ 70 GeV, prevents the phase transition from being
first order [19]. Even if the transition could be first order,
the amount of CP-violation from the Cabibbo–Kobayashi–
Maskawa (CKM) matrix [20,21] would not be sufficient to
generate the correct baryon asymmetry [22,23]. And this is
the main reason to study BSM baryogenesis scenarios (see
Ref. [11] for a review). The CP-violation from the CKM
matrix amounts to a product of mixing angles resulting in a
factor of order 10−20 or less [22–24], which is difficult to rec-
oncile with the baryon asymmetry inferred from experiment.
All these considerations bring to the conclusion that BSM
physics is required in order to explain the current baryon
asymmetry in the Universe.

A measurement of the intrinsic Electric Dipole Moment of
elementary particles and more complex systems, provides a
measure of Parity (P) and charge conjugation parity (CP)
symmetries violation. In Sect. 5 we will see that several
BSM sources can induce a non-zero Electric Dipole Moment
(EDM), providing a natural probe for the BSM energy scale
ΛBSM. The constraints provided by the EDM cannot disen-
tangle between ΛBSM and the CP-violating phases. One can
combine though the determination from a BSM theory for
the matter-antimatter asymmetry, with the constraints com-
ing from an experimental determination of the EDM. As an
example we show the result of the analysis of Ref. [9] within
the Minimal Supersymmetric Standard Model
(MSSM). In Fig. 2, taken from Ref. [9], the green band rep-
resents the prediction for the MSSM parameters, the bino
mass parameter, M1, and CP-violating phase factor, sin Φ1,
consistent with the observed baryon asymmetry. The black
curves represent the values of the neutron EDM (nEDM)
within the same model. The current experimental bound
on the nEDM, in Eq. (5), does not constrain any region of
the MSSM parameters consistent with the observed baryon
asymmetry. The next generation of experiments, although
not conclusive for this particular model, might push the
limit down to 10−27e cm. While present and future pp col-
lider experiments can shed a light on these new interac-
tions, the search for a permanent EDM still remains one
of the most promising tools to discover new sources of
CP-violation.

Fig. 2 MSSM parameters plot with the bino mass M1 on the x-axis
and its phase Φ1. The green band represent the values of the MSSM
parameters consistent with the observed baryon asymmetry. The black
curves are the prediction for the nEDM within the same model. Fig.
published with permission from the authors of Ref. [9]

3 Electric Dipole Moment

The original motivation to search for a permanent intrinsic
neutron Electric Dipole Moment (nEDM) was the investiga-
tion of possible violation of parity (P) symmetry [25]. Only
later it was recognized that a non-zero EDM would also sig-
nal time-reversal (T) symmetry violation [26,27].

Assuming locality, Lorentz invariance and Hermiticity
of the fundamental quantum field theory describing the
dynamics of elementary particles, then the theory is invariant
under the combined CPT symmetry, where C is the charge-
conjugation symmetry [28,29]. This implies that if we mea-
sure a non-vanishing intrinsic EDM then we would be prob-
ing a CP-violating interaction.

The intrinsic EDM thus is a natural quantity to measure
any source of CP-violation, whether coming from the Stan-
dard Model (SM) or from a Beyond the Standard Model
(BSM) source. This is particularly important in view of the
fact that the source of CP-violation in the SM, the CKM
matrix, is not able to generate the sufficient amount of CP-
violation to induce the currently observed matter-antimatter
asymmetry as we have discussed in the previous sections.

Following the Wigner-Eckart theorem, the intrisic EDM,
d, of a system has to be proportional to its average angular
momentum d = d 〈J〉. We can describe the interaction of
a particle with spin 1/2, with field ψ , and the electromag-
netic field, Fμν = ∂μAν − ∂ν Aμ, with the Lagrangian in
Minkowski space [30]
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L = −μψσμνFμνψ − idψγ5σ
μνFμνψ (2)

where μ is the magnetic moment. The form of the interaction
in the second term, the EDM term, of Eq. (2) makes evident
the violation of P and T-symmetry. In the non-relativistic
limit the Hamiltonian

H = −μ J · B − d J · E , (3)

shows that while the magnetic moment, μ, term is even under
P- and T-symmetry (B and J are even under P- and odd under
T-symmetry), the EDM, d, term is odd under both P- and T-
symmetry (E is even under T- and odd under P-symmetry).

The first experimental attempt to measure an intrinsic
EDM was with the neutron [31], because a neutral system
would avoid the loss of control over the particles in a strong
electric field. To measure the nEDM the idea is to measure
the frequency of the spin precession of the polarized neutrons

ν± = μB ± dE , (4)

where the configurations of the magnetic, B, and electric, E
, fields are parallel and antiparallel. One would then extract
the nEDM from the difference of the measured frequencies,
d = (ν+ − ν−)/2E .

To have an idea on the type of control needed on the mag-
netic field, an nEDM of dn ∼ 10−26e cm will generate a
signal (the spin precession frequency) 108 smaller than the
signal of the magnetic moment, using typical values for B
and E [32]. Given that the nEDM signal comes from the fine
cancellation of parallel and antiparallel configurations for
the electric and magnetic field, the factor 108 is the minimal
required accuracy in the control of the magnetic field.

This challenging measurement can be achieved only if the
magnetic field is very well under control, if we have large
enough number of neutrons and if we extend, as much as
possible, the time-duration of the interaction between the the
spin of the neutrons and the electric field.

In the first experiments the neutrons were produced in
trasversely polarized beams deriving a bound for the nEDM
of 3 × 10−24 e cm. The sources were thermal neutrons with
a typical interaction time with the electric field of ∼ 1 ms.
This experimental technique had several limitations [19] and
it was overtaken when new techniques, based on ultra-cold
neutrons (UCNs) [33,34], were developed, pushing the limit
of the nEDM to 1.2×10−25 e cm with 95% confidence level
(C.L.) [35].

A big advantage of this technique is that UCNs have such a
small kinetic energy, that they can be stored in traps, reflect-
ing completely when colliding with the walls. The experi-
ment performed at Institut Laue-Langevin
(ILL) [36] succeeded in having an interaction time of ∼ 100
seconds and a bound on the nEDM |dn| < 3.0 × 10−26e cm
(90% C.L.). The main limiting factor in these most recent
searches for a nEDM is still the statistical uncertainty.

Future nEDM experiments will take advantage of UCN
source with increased intensity. For example the latest anal-
ysis of the data obtained at the PSI UCN source has given us
the new best bound for the nEDM [37]

|dn| < 1.8 × 10−26 e cm , 90%C.L. (5)

In Table 1 I provide a summary, taken from Ref. [32], with
a list of the ongoing efforts towards better nEDM experi-
ments [38–44]. The experiments have different timelines
but they all promise an improvement of a factor 10 − 100 by
2030.

The neutron is not the only system studied to determine
an intrinsic EDM. Atoms and molecules can also provide
experimental systems to probe CP-violations. Paramagnetic
systems, where one or more electrons are unpaired, are
mainly probes for the electron EDM3. To probe hadronic CP-
violating term, diamagnetic systems are used, such as 129Xe,
199Hg and 225Ra. Charged particles in storage rings can also
be used to search for EDMs. An example is the experiment
with H fF+ cation to extract the electron EDM [45]. Another
example is the Storage Ring COSY that plans to keep con-
fined proton and deuteron [46] for EDM measurements. A
summary of the recent experimental bounds on the EDM for
other systems can be found in Ref. [19].

4 Standard Model and θ term

The CKM matrix phase factor and the θ term (see next
Sect. 4.1) in the QCD Lagrangian are the only 2 CP-violating
parameters in the SM. The CKM matrix induces an EDM to
the quarks starting at 2-loops [47,48]. The contribution of
the CKM matrix to the neutron EDM comes from a ΔS = 1
CP violating strong penguin diagram, see left graph of Fig. 3.
The CP-violating ΔS = 1 interaction is then combined with a
CP-conserving one and the EDM is a 1-loop effect enhanced
by chiral logs, see right graph in Fig. 3.

The latest determination of the nEDM [49] from the CKM
matrix is dCKM

n = 1 − 6 × 10−32e cm. The variation of the
result covers the hadronic uncertainties in the calculation.
This range of values lies 6 order of magnitudes below the
current experimental bounds for the nEDM that we have dis-
cussed in Sect. 3, Eq. (5). Thus any nEDM experimental
determination in the near future will be a background free
window into physics Beyond the Standard Model.

4.1 The θ term

The EDM induced by the CKM matrix is suppressed, because
of the flavor non-diagonal nature of the CP-violating inter-

3 They also probe the CP-violating electron-nucleus coupling.
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Table 1 Ongoing experimental nEDM projects around the world. Columns indicate: the experiment, neutron source, main experimental technique
and reference. Table reproducing Table 1 of Ref. [32]

Name Lab Technique Ref.

nEDM@SNS Oak ridge - Spallation source UCN - superfluid helium - 3He comagnetometer [43]

n2EDM PSI - Spallation source UCN - double chamber - 199Hg comagnetometer [41]

nEDM@LANL LANL - Spallation Source UCN - double chamber - 199Hg comagnetometer [39]

TUCAN TRIUMF - Spallation Source UCN - double chamber - 199Hg - 129Xe comagnetometer [40]

panEDM ILL - Reactor UCN - double chamber [44]

PNPI nEDM ILL - PNPI UCN - double chamber [38]

beam nEDM ESS spallation source Pulsed cold neutron beam [42]

Fig. 3 Left: ΔS = 1��CP
penguin diagram. Right: The
ΔS = 1��CP coupling combines
together with a ΔS = 1 CP-even
coupling. The circle with a cross
indicates the��CP effective
operator corresponding to the
penguin diagram on the left.
This diagram describes the
contribution to the nEDM from
the CKM matrix

action. A natural CP-violating source of an EDM is the
flavor-diagonal CP-odd θ term. In Minkowski space the QCD
Lagrangian,including the θ term, for N f = 3 quark flavors
with a diagonal mass matrix M is

LQCD+θ̄ = −1

4
Ga

μνG
a,μν + ψ̄(i D/ − M)ψ

−θ̄
g2

64π2 εμναβGa
μνG

a
αβ , (6)

where Dμ is the usual covariant derivative, the quark fields
are collected in ψ = (u, d, s)T and the gluon field tensor
by Ga

μν, a = 1, . . . , 8. ε0123 = +1 is the completely anti-
symmetric tensor and the CP-violating operator is multiplied
by the coupling θ̄ , also called the θ term.

The θ term is denoted with θ̄ to remind us the specific
choice of basis. The quark mass matrix, in general complex,
can be made real by reabsorbing the complex phase into a
modified coupling θ̄ = θ + arg det(M) with a redefinition of
the quark fields phases. In this basis the θ term is proportional
to the CP-violating pure gauge operator. This is a basis very
popular within Lattice QCD (LQCD) calculation.

If we now start from the Lagrangian in Eq. (6) using a
U (1)A chiral rotation [50,51] and enforcing the stability of
the vacuum, one can “rotate” the θ term proportional to the
topological charge density into a pseudoscalar mass term

Lθ̄ → m∗θ̄ iψγ5ψ , (7)

where m∗ is the reduced mass that in the case of N f = 3
flavors reads

m∗ =
(

1

mu
+ 1

md
+ 1

ms

)−1

= m
(
1 − ε2

)
2

+O(
m

ms
) , (8)

where

m = mu + md

2
, ε = md − mu

md + mu
. (9)

This basis is particularly advantageous for calculations in
chiral perturbation theory (χPT). If the θ term is mapped
into the mass term, it allows a straightforward mapping of
the CP-violating interaction term into the chiral effective
Lagrangian. We discuss CP-violating terms in χPT in Sect. 6.

In Euclidean space the QCD Lagrangian for N f = 3 fla-
vors in Eq. (6) becomes

L = 1

4
Ga

μνG
a
μν + ψ̄(D/ + M)ψ − i θ̄

g2

64π2 εμναβG
a
μνG

a
αβ ,

(10)

which is invariant under the global group transformation

U (3)L ⊗U (3)R � SU (3)L ⊗ SU (3)R ⊗U (1)V ⊗U (1)A .

(11)

The standard assumption is that the non-singlet part of the
chiral group, SU (3)L × SU (3)R , is broken spontaneously in
the massless limit, while the remaining U (1)A sector is still
apparently a symmetry of the theory. If true, this would imply
the existence of a parity partner for each Goldstone boson.

The absence of light scalar mesons seem to indicate that
theU (1)A cannot be a symmetry, but it also cannot be sponta-
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neously broken, because the corresponding Goldstone boson
should have a mass lighter than

√
3mπ [52]. Neither the η

nor the η′ meson masses fulfill the Weinberg bound. This
apparent paradox is resolved by ’tHooft [12,13] showing that
non-perturbative effects can be responsible for a violation of
the axial charge conservation. As a consequence the associ-
ated pseudo-scalar meson must remain massive even in the
chiral limit.

For lattice practitioners it is more familiar to understand
the breaking of U (1)A symmetry as a result of the non-
invariance of the fermion integration measure in the func-
tional integral formulation of QCD [53]. The lack of invari-
ance of the functional integral under a U (1)A symmetry
transformation, explains the anomalous breaking of the Ward
identity in the chiral limit for N f flavors

∂μ

N f∑
f =1

ψ f (x)γμγ5ψ f (x) = i2N f q(x) , (12)

where

q(x) = 1

32π2 G
a
μν(x)G̃

a
μν(x) , G̃a

μν(x) = 1

2
εμνρσG

a
ρσ (x),

(13)

is the topological charge density. To connect this result with
the violation of the axial charge conservation one should
notice that, despite being a total derivative, the topologi-
cal charge density can still be integrated over space-time to
obtain a net non-vanishing value, exactly because of non-
perturbative effects parametrized by “instanton” configura-
tions.4

The fact that a U (1)A rotation modifies the integration
measure by a factor proportional to the topological charge
density can be used to rotate away the θ term in the action.
Before doing so one should also pay attention to the mass
term. The quark mass matrix is in general complex, because
it originates from the symmetry breaking of the electroweak
vacuum with interactions that violate both P and CP5.

The mass term of the QCD Lagrangian in Eq. (10) can be
written as

ψMψ =
N f∑
f =1

m f
(
ψ f

)
L

(
ψ f

)
R
+m∗

f

(
ψ f

)
R

(
ψ f

)
L

, (14)

4 There is a subtlety related to the boundary conditions satisfied by the
gauge field [12,13].
5 There is no fundamental reason for QCD to have a P andCP invariant
mass term.

where m f are the diagonal entries of the mass matrix and

ψR = 1

2
(1 + γ5)ψ , ψL = 1

2
(1 − γ5)ψ . (15)

Under the following U (1) transformation

ψ → eiα f γ5ψ , (16)

the mass term transforms as

m f → m f e2iα f . (17)

This implies that if we start in a basis, such as the one in
Eq. (10), with a real mass term, a U (1)A rotation (16) will
remove the θ term, because of the shift from the integration
measure, but it will render the mass complex. As a result the
P and CP violating θ term is “rotated” into the mass term,
such as Eq. (7). If one of the quark masses vanishes then the
θ term in Eq. (7) vanishes.

5 Beyond the standard model source for CP-violation
and EDM

We have argued in Sects. 2 and 3, that the SM does not
provide a sufficient amount of CP-violation to explain the
baryon asymmetry in the Universe. Beside the possibility of
a θ term in the QCD Lagrangian there is always the possibil-
ity to consider an unspecified BSM theory with new heavy
particles above the energy scale ΛBSM. Below the energy
scale ΛBSM we can integrate out the heavy degrees of free-
dom and describe their effects as local effective operators
made of the fundamental degrees of freedom of the SM. Such
operators, if not already present in the SM, are represented
by higher dimensional operators suppressed by powers of
1/ΛD−4

BSM, where D is the dimension of the effective operator.
We now concentrate only on the operators that contribute to
the EDM, but a complete list of CP-violating higher dimen-
sional operators can be found in Ref. [54].

Considering only the dimension 6 operators we have

Leff
BSM = 1

Λ2
BSM

∑
i

C (6)
i O(6)

i , (18)

where we have labelled generically with i all the local opera-
tors of dimension 6 and with C (6)

i the corresponding Wilson
coefficients. The complete list of the these operators can be
found for example in Ref. [55]. To get to the form of opera-
tors amenable to a lattice QCD calculation, we still have to go
below the Electro-Weak symmetry breaking scale and “sub-
stitute” the Higgs field with its vacuum expectation value.

Among the resulting operators a subset have been esti-
mated to give the dominant contributions to the EDM
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[56]: the quark-gluon operators, the 3-gluon operator, or so
called the Weinberg operator [57], and 4-fermion operators.
The quark-gluon operator, also called, quark-chromo EDM
(qCEDM) operator is given by

OqC (x) = −i
∑
f

ψ f (x)γ5σ
μνGμνψ f (x) , (19)

where Gμν = ∑8
a=1 G

a
μνT

a is the gluon field tensor and ψ f

represents the fermion field associated with the flavor f .
The Weinberg operator is given by the expression

W (x) = 1

3
f ABC G̃ A,μνGB

μρG
C,ρ
ν , (20)

where G̃μν = 1/2εμναβGαβ is the dual of the gluon field
tensor and ε0123 = +1.

The 4-fermion operators are usually divided in semi-
leptonic, containing 2 lepton and 2 quark fields and the
hadronic ones containing 4 quark fields. At the time of writ-
ing there are no lattice QCD (LQCD) results about these
4-fermion operators so we will not consider them further.

The goal of LQCD calculations is to provide the renor-
malized hadronic matrix elements of the CP-violating oper-
ators. Those matrix elements represent the key input to con-
strain and disentangle the different contributions to any future
experimental measurement of a non-zero EDM. Following
Ref. [55] we can parametrize the nucleon EDM from differ-
ent sources as follows

dN = Mθ
Nθ̄ +

(
v

ΛBSM

)2 ∑
i

M (i)
N d̃i , (21)

where M (i)
N and Mθ

N represent respectively the LQCD
hadronic matrix elements of the CP-violating operators Oi

and the topological charge, v is the Higgs field vacuum expec-
tation value and the d̃i generically represents the contribu-
tions from the Wilson coefficients of the corresponding CP-
violating operator Oi .

While the latter can be calculated in perturbation theory
(for a review see [54]) we focus on the non-perturbative cal-
culation of the hadronic quantities M (i,θ)

N . Before discussing
how such calculations are performed in LQCD, I will briefly
summarize results obtained in Chiral Perturbation Theory
(χPT), because this will also serve the purpose to introduce
the χPT formulæ which are used to analyse LQCD data.

6 Chiral perturbation theory

In Sect. 3 we have briefly summarized the history of the
experimental search for the nEDM in the last 60 years from

the first search in 1957 [25,31] to the most recent bound
[36,37,58] dn < 1.8 × 10−26e cm (90% C.L.).

The experimental bound on the nEDM provides a bound
on the value of θ̄ if, for example, we are able to determine in
QCD the relation between the nEDM and the θ̄ parameter.
After the first estimates [50,51] based on chiral symmetry
arguments, the θ̄ dependence of the nEDM has been deter-
mined using LQCD and Chiral Perturbation Theory (χPT).
We will discuss in the following Sects. 7, 8 and 9 LQCD cal-
culations for EDM with several CP-violating sources. Here
I try to summarize a few interesting results obtained in χPT,
that can serve also in discussing the pion mass dependence
of the LQCD calculations.

A χPT calculation of the nEDM is usually performed
mapping the CP-violating interactions into suitable CP-
violating fields built of pion and nucleons. As we have seen
in Sect. 4.1 the fermion basis can be chosen to have the θ

term given by the pseudoscalar mass term in Eq. (7).
The chiral Lagrangian of Heavy Baryon Chiral Pertur-

bation Theory (HBχPT) [59] is augmented with all possi-
ble interaction terms transforming as the corresponding CP-
violating operators transform [56,60]. We retain only the
terms that are relevant for this discussion with low-energy-
constants (LECs) g0, g1 and g2. Those are the couplings
of the iso-scalar, -vector and -tensor nucleon-pion CP-odd
interactions

L�CP
eff = −2N (d0 + d1τ

3)SμNvνF
μν +

+g0Nτ aπaN + g1Nπ0N + g2Nπ0τ 3N , (22)

where N is the 2-component nucleon doublet, τ a are the
isospin Pauli matrices, πa is the pion triplet and Fπ � 92.4
MeV. The choice made in Eq. (22) makes the couplings gi
dimensionless.6 Calculations are done in the nucleon rest
frame where vμ = (1, 0) and Sμ = (0, σk), where now
σk denote the Pauli matrices acting on the spin degrees of
freedom. The first terms, d0 and d1, are called in jargon
“short-range” LECs contributing to the nucleon EDM and, as
we will see below, these terms play the role of counterterms
when renormalizing the chiral expansion.

Chiral symmetry and dimensional arguments already give
us a rough estimate for the values of the nucleon EDM. For
example for the θ -term contribution one estimates [61] that

dθ
N = Mθ

M θ̄ � eθ̄
m2

π

Λ3
χ

∼ 2 − 4.5 × 10−3θ̄e fm , (23)

where Λχ is an hadronic scale that we take in the range
between the nucleon massmN and 4πFπ . This estimate com-
bined with the current experimental bound (5) already tells
us that θ̄ ∼ 10−10.

6 In the literature is possible to find other conventions with opposite
signs or with factors of 1/Fπ making gi dimensionful.
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A similar estimate can be done for the qCEDM and Wein-
berg operators. In this case the increased dimensionality of
the operators implies that the matrix element for the qCEDM
M (qC)

N is of O(1) while the matrix element for the Weinberg

operator is M (W )
N ∼ Λχ . The dimensionality of the nEDM

is carried, in the case of the D = 57 qCEDM operator com-
pletely by the coupling d̃qC ∼ mq

Λ2
BSM

while for the Weinberg

operator it is obtained by combining the LQCD matrix ele-
ment with the coupling d̃W ∼ 1

Λ2
BSM

. We observe that while

the suppression toward the chiral limit for the θ -term EDM
is naturally carried by the LQCD matrix element, for the
qCEDM is actually a consequence of the Yukawa coupling
and the EWSB. The Weinberg operator being of dimension
D = 6 and chirally invariant is enhanced by a hadronic scale
factor of Λχ and naturally suppressed like any D = 6 oper-
ator by a power of 1/Λ2

BSM.
These rather crude estimates are a good starting point

to better address the pitfalls of more precise calculations
in LQCD. To make these estimates more robust, one can
systematically perform an expansion in HBχPT obtaining
in this way an expression for the CP-violating form factors
and corresponding EDM in terms of the LECs and countert-
erms in Eq. (22). Many calculations have been performed
in the two-flavor [50,56,62–66] and in the three-flavor case
[64,67–69]. In general the expressions determined in χPT
for the CP-odd form factors and the corresponding EDM
depend on the LECs and consequently the LECs depend on
the CP-violating source. In the case of the θ -term we separate
the iso-scalar and iso-vector case and the expressions up to
NLO are

dθ
0 = d

θ

0 − egAg0

16πFπ

3mπ

MN
, (24)

dθ
1 = d

θ

1(μ) + δ1(μ) + egAg0

4π2Fπ

[
ln

m2
π

m2
N

− 5πmπ

4mN

]
, (25)

where we have neglected isospin violations. The equivalent
expressions for the qCEDM of Eqs. (24,25) would contain
an additional analytic term at NLO proportional to g1.

The renormalization scale dependence of δ1(μ), which is
the result of the regulated loop integral, is reabsorbed by the
scale dependence of the counter-term. The common argu-
ment to explain the dominance of the logarithmic term over
the counter-term, is that choosing a renormalization scale
around the nucleon mass μ � mN , will capture most of
the logarithmic dependence from the loop integral, thus rel-
egating the counter-term to a a sub-leading contribution with
respect to the chiral log. In Sect. 7 we show that first lattice
QCD results, even though with rather poor precision, seem
to confirm these expectations.

7 Below the electro-weak scale, D = 5 should be the right dimension-
ality of the qCEDM operator.

Beside the EDM, χPT can also provide a direct estimate
of the CP-violating LECs, gi . One interesting approach is
based on the observation that the θ term, once rotated in
the basis where CP-violation is embedded in the mass term
(see Sect. 4.1), it has definite transformation under the chiral
symmetry group.

Probably a good way to understand how the method works,
is to analyze the chiral Lagrangian of HBχPT and compare
the leading CP-violating coupling, for example the g0 term,
with the expansion of the mass term modified by the presence
of the θ term. The mass and the��CP terms appear in the chiral
Lagrangian of HBχPT [59] only at O(p2) and, if we neglect
the decuplet terms, for the SU (3) chiral Lagrangian we have

L(2)
HBχPT ⊃ b0Tr

(
BB

)
Trχ+ + (bD + bF )Tr

(
Bχ+B

)
+(bD − bF )Tr

(
BBχ+

)
, (26)

where B represent the octet baryon field

B =
⎛
⎜⎝

1√
2
Σ0 + 1√

6
Λ Σ+ p

Σ− − 1√
2
Σ0 + 1√

6
Λ n

Ξ− Ξ0 − 2√
6
Λ

⎞
⎟⎠ (27)

and

χ+ = u†χu† + uχ†u , u2(x) = exp

(
2iπ(x)

F

)
, (28)

where χ the quark mass term augmented by the presence of
the θ term

χ = 2B
(M + im∗θ̄

)
. (29)

Expanding the mass terms at leading order the terms pro-
portional to bD and bF are responsible for the nucleon mass
splitting

mN − mP = (ΔMN )QCD = −8Bεm(bF + bD) . (30)

At the following order, because of the presence of the θ term
in the mass term (28), the 1-pion contribution, i.e. the NNχ+
terms, in Eq. (26) does not vanish and, equating it with the g0
term of the CP-violating chiral Lagrangian (22), one obtains

g0 = 4B
bD + bF

Fπ

m∗θ̄ = − (ΔMN )QCD

2Fπ

m∗θ̄
mε

= − (ΔMN )QCD

(
1 − ε2

4Fπε

)
θ̄ + O(

m

ms
) . (31)

The important observation [70] is that the leading order
relation (31), known since some time [50,55,60], receives
small corrections from higher order contributions in the chi-
ral expansion, allowing the direct determination of the LEC
g0 from the study of the QCD isospin splitting in a CP-
conserving vacuum. Using lattice QCD determinations of the
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QCD nucleon mass splitting [71,72], one obtains the estimate
[70]

g0 = −14.7(2.3) × 10−3θ̄ . (32)

One can now use the χPT expressions (24,25), and the known
values of gA, g0, Fπ ,mπ , MN , to estimate the chiral log con-
tributions, i.e. the logarithmic term of Eq. (25), of the nucleon
EDMs

dn(θ) = d̄n − 2.1(3) × 10−3 θ̄ e fm ,

dp(θ) = d̄p + 2.5(3) × 10−3 θ̄ e fm , (33)

but a reliable estimate for the nEDM still needs the determi-
nation of the counter-term. While the complete determination
of the nucleon EDM requires the LQCD calculations of the
relevant hadronic matrix elements, the determination of g0
from Eq. (31) allows a comparison with the pion mass depen-
dence of the LQCD results for the nucleon EDM. This is a
strong consistency check of very different determinations of
the same CP-violating LEC, g0.

The scope of the lattice QCD calculations is to provide
a robust and complete determination of the neutron EDM
without any assumptions about the log dominance, but rather
trying to confirm or disprove it.

A complete determination of the nEDM is important for
systems that are particularly sensitive to the iso-singlet linear
combination dn + dp where the contributions coming from
the one-loop terms cancel each other out almost exactly. One
example of such system is the deuteron EDM that is the target
of the experimental effort in the Storage Ring COSY at the
Forschungszentrum in Jülich [46], where the charged parti-
cles (proton, deuteron and maybe 3He) are kept confined in
a storage ring. This example emphasize not only the impor-
tance of a LQCD calculation, but also the importance to have
experimental efforts focusing on different systems which are
sensitive to different sources of CP-violation.

An interesting application of the determination of the
nEDM, is the estimate of EDM of light nuclei. It is possible
to relate the EDM of light nuclei with a linear combination
of terms containing the single-nucleon EDM and the CP-
violating pion-nucleon couplings [73] gi . We have applied
those relations in Ref. [74] and obtained the estimate

d2H(θ̄) = 0.2(1.2) × 10−3 θ̄ e fm ,

d3H(θ̄) = 3.2(1.0) × 10−3 θ̄ e fm ,

d3He(θ̄) = −2.5(0.8) × 10−3 θ̄ e fm . (34)

The deuteron has a large uncertainty because is dominated
by the isoscalar nucleon EDM. For 3H the situation is
more favorable because the contribution to the uncertainties
quoted, is roughly equally shared between the uncertainty of
the nEDM and the uncertainty of the LECs.

7 Strong CP violation and θ term

In the previous section we have emphasized the role of LQCD
in the determination of the nEDM. To calculate the θ term
contribution to the nEDM, the most obvious approach is to
treat the θ̄ parameter small, as the current experimental bound
[37] of the nEDM suggests, θ̄ ∼ 10−10 (see Sects. 3, 6),
and treat the topological charge as an insertion in the hadron
correlators. The EDM is then directly related to the CP-odd
form factor describing the nucleon matrix element of the
electromagnetic current in a CP-odd background.

In Minkowski space with mostly-negative (or West-
coast) metric, ημν = diag (1,−1,−1,−1)), the form fac-
tor decomposition of the electromagnetic current Jμ =∑

f q f ψ f γ
μψ f between on-shell nucleon states with momen-

tum p (p′) and polarization s (s′) is given by [75] 8

〈
p′, s′|Jμ|p, s

〉
��CP = us′(p

′)Γ μ(Q2)us(p) , (35)

where

Γ μ(Q2) = γ μF1(Q
2) +

(
F2(Q

2) + iγ5F3(Q
2)

) iσμνqν

2mN
.

(36)

The spinor us(p) represents the nucleon with spin s and
momentum p. Beside the usual Dirac and Pauli form fac-
tors F1,2 that are functions of Q2 = −q2, q = p′ − p, there
is an extra form factor parametrizing the CP-odd part of the
hadronic matrix element. To relate the CP-odd form factor
to the nucleon EDM one can evaluate the matrix element of
the interaction Hamiltonian

Hint = e
∫

d3x Aμ J
μ , (37)

where the e > 0 is the charge of the proton and Aμ is the
electromagnetic potential to be evaluated between 2 nucleon
states. To identify the EDM we can, in the non-relativistic
limit, associate the term proportional to the electric field E
with the EDM and relate it to CP-odd part of the matrix
element of the electromagnetic current. Performing the non-
relativistic limit of Eq. (35), or in other words, retaining
only the leading terms in an expansion in small momenta
(|p|, |p′| → 0) together with the positive frequency contri-
butions of the fermion field, one obtains (see for example
Ref. [75])

ΔELO
s’,s = 〈

p′, s′|Hint|p, s
〉=−μNH · Σs′,s − dNE · Σs′,s ,

(38)

8 We note that this decomposition supersedes all the EDM lattice deter-
minations obtained before Ref. [75]. At the end of the section, when
comparing with older results a correcting factor is applied, in order to
have the proper form factor decomposition of Eq. (35).
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where H and E are the magnetic and electric fields and Σk
s,s′

is the matrix element of the 3 Pauli matrices, σ k , between
the solutions of the Dirac equation at rest ξs = (1, 0)T (ξs =
(0, 1)T for s = −1/2), i.e. Σk

s,s′ = ξ
†
s′σ

kξs . The magnetic,
μN , and electric dipole, dN , moments take the usual form

μN = eGM (Q2 = 0)

2mN
, dN = eF3(Q2 = 0)

2mN
. (39)

We note here that in the literature different signs appear in
front of the EDM definition in Eq. (39), depending on the
sign in front of the F3 term in the form factor decomposition
in Eq. (36). We also notice that once we rotate to Euclidean
space and we specifically use certain representations of the
Dirac matrices, while intermediate results might have dif-
ferent signs, depending on the intermediate conventions, the
final result should be unambiguous.

The analysis above shows us that to determine the EDM
we need to calculate the CP-odd form factor F3 at Q2 = 0
in the presence of a CP-odd source. To calculate the form
factor in Euclidean space in presence of the θ term we need
to calculate nucleon, N (x), 2-point and 3-point functions
with the insertion of the topological charge

Q = a4
∑
z

q(z) , (40)

where q(z) is the topological charge density in Eq. (13)

a3
∑
x

e−ipx 〈
N (x, x4)N (0)Q

〉
, (41)

a6
∑
x,y

e−ipx 〈
N (x, x4)Jμ(y, y4)N (0)Q

〉
. (42)

To renormalize the correlation functions above, beside the
normalization of the vector current, one needs to address
the issue of the definition of the topological charge in
LQCD. With chirally symmetric [76,77] lattice QCD formu-
lations, such as Domain Wall [78,79] or Neuberger Fermions
[80,81], it is in principle possible to determine the topolog-
ical charge Q from the index theorem definition [82,83]. A
different, and perhaps more convenient definition, applica-
ble for any LQCD action, is based on the gradient flow. We
discuss in Sect. 7.1 more details about the gradient flow and
in Sect. 7.2 results obtained following the strategy outlined
above, where the θ term is treated perturbatively.

An alternative way to determine the EDM is to use a dif-
ferent fermion basis. The strategy of [84,85] is to perform
a calculation at imaginary θ̄ in the fermion basis of Eq. (7),
causing the θ term to be real and thus amenable to be included
directly in the gauge ensembles. Effectively θ̄ becomes an
external parameter of the simulation, that tunes the strength
of theCP-violating term of the action. Several gauge ensem-
bles can be generated at several values of θ̄ and an extrapo-

lation, at fixed lattice spacing, to θ̄ → 0 allows to determine
the linear response proportional to θ̄ and thus the nEDM. As
noted some time ago [86], in the fermion basis of (7) only
the disconnected contractions of the pseudo-scalar density
contribute to the EDM.

A subtlety has to be taken into account when the LQCD
action breaks chiral symmetry. The θ̄ needs to be renormal-
ized by the ratio of the singlet scalar, Z S

S , and pseudo-scalar,
ZP , renormalization constants Z S

S/ZP . The values of Z S
S/ZP

can vary depending on the lattice action and it has to be taken
into account in the extrapolation. In this respect the use of
chirally invariant fermions could be beneficial.

Another important aspect to take into consideration in the
extrapolation to θ̄ → 0, is the need to stay at rather large
values if θ̄ , i.e. θ̄ ∼ O(1), in order to have a significant
improvement on the signal to noise ratio, since the signal
vanishes when θ̄ = 0.9 This requires a rather large extrap-
olation in θ̄ where higher-than-the-linear terms in θ̄ need to
be included [85].

7.1 Gradient flow

The gradient flow [87,88] (GF) is a differential operator that
modifies the fields at short distances with a renormalizable
smoothing procedure. The new flowed gauge and fermion
fields are a complicated non-linear function of the original
degrees of freedom which are the initial conditions of the GF
evolution. The GF equation for the gauge fields [89] is given
by

∂t Bμ = Dν,tGνμ , Bμ

∣∣
t=0 = Aμ , (43)

where

Gμν = ∂μBν −∂νBμ+[Bμ, Bν] , Dμ,t = ∂μ+[Bμ, · ] ,

(44)

and the flow-time t has the dimensions of length squared. In
this review the flow time is sometimes also labelled with t f or
tWF, to be consistent with figures taken from the literature.
The use of t to indicate the flow time should not generate
confusion from the context when we talk about Euclidean
time separation. The fundamental gluon field Aμ(x), not to
be confused with the electromagnetic field of the previous
sections, represents the initial condition, at t = 0, for the
flowed field Bμ(x; t). We introduce and discuss the GF for
fermion fields in Sect. 9, where we discuss its use to renor-
malize fermion higher dimensional operators.

9 This can potentially induce more instabilities in the inversion of the
quark propagators, especially if one neglects the θ term in the fermionic
connected correlator.
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The smoothing procedure induced by the GF has mainly 2
advantages. The first one is that, when applied to topological
objects, such as the charge Q, it provides a quantum theo-
retical definition of the charge, equivalent to the one based
on chirally symmetric LQCD actions [87,90]. The second
advantage, is that it allows, at least in principle, to define
multiplicatively renormalized higher dimensional operators,
with no mixing with lower dimensional operators [91].

For pure gauge operators it is possible to show to all orders
in perturbation theory that, once the theory at t = 0, QCD,
is renormalized no additional renormalization are needed to
remove the regulator. To all order in perturbation theory cor-
relators involving flowed fields Bμ(x; t) are finite [87,92]
after we renormalize QCD.

This is particular advantageous if the connections between
correlation functions evaluated at t �= 0 with the “physical”
correlation functions at t = 0 is calculable.

Here we want to mainly focus on the θ term and thus
on the property of flow-time indpendence of the topological
charge. Following Polyakov (see Sect. 6.2 of Ref. [93]) one
can show, that a small continuous deformation of the gauge
field, induces a variation of the topological charge density
proportional to the divergence of a gauge invariant vector
field [90]. The GF acting on the gauge field, as in Eq. (43),
effectively performs a continuous deformation on the gauge
field. If one defines the topological charge density with gauge
fields, Bμ(x, t) at non-zero flow time

q(x, t) = 1

64π2 εμνρσG
a
μν(x, t)G

a
ρσ (x, t) , (45)

the variation in continuum QCD is calculable

∂t q(x; t) = ∂μwμ(x, t) . (46)

The exact form of the dimension 5 vector field wμ can be
found in [90]. What is important is that the vector wμ is
gauge invariant and once we integrate both sides of Eq. (46)
in d4x , ∂t Q(t) = 0. In the continuum the topological charge
Q(t) = ∫

d4zq(z, t) is independent of the flow time and
it gives a definition for correlation functions containing any
power of the topological charge.

In Fig. 4 I show the example of the topological suscep-
tibility χ = V−1

〈
Q2

〉
obtained using N f = 2 + 1 non-

perturbatively clover improved Wilson fermions at 3 differ-
ent pion masses [74]. We see the presence of the contact
term10 around t = 0 and cutoff effects for

√
8t � 3 − 4a (in

Fig. 4 the flow time is denoted with t f ). For larger flow times
the susceptibility is essentially flow-time independent and
finite when we perform the continuum limit. Cutoff effects

10 The topological susceptibility, χ = V−1
〈
Q2

〉
, has a contact term

when the 2 topological charge densities reside in the same space-time
point.

Fig. 4 Flow-time dependence (the flow time in this figure is denoted
by t f ) of the topological charge for 3 different ensembles, see text, at
3 different pion masses. For a flow-time radius of

√
8t f � 3 − 4a the

susceptibility is practically flow-time independent. We also observe the
expected suppression of the susceptibility when lowering the pion mass
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Fig. 5 Continuum extrapolation and chiral interpolation of the topo-
logical susceptibility for N f = 2 non-perturbative clover improved
fermions. Fig. published with permission from the authors of Ref. [94]

for correlators containing only flowed gauge fields are para-
metrically of O(a2) as for the standard pure gauge theory,
but different higher dimensional operators might change the
strength of the cutoff effects [95]. See for example Refs. [96]
for a discussion of cutoff effects for flowed gauge correla-
tors. A study of cutoff effects, up to O(a8), of a finite vol-
ume gauge coupling [97], has also shown the importance of
removing tree-level cutoff effects when performing the con-
tinuum limit.

As always, only studying the scaling violations numeri-
cally, we can have confirmation on the control of the cut-
off effects in a given quantity. In Fig. 5 I show the results
published in Ref. [94] where a combined chiral and contin-
uum analysis is performed. See also Refs. [98,99] for other
determinations of the topological susceptibility. The main 2
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features we notice is that the susceptibility does not vanish
in the chiral limit at fixed lattice spacing, but it does after
we perform the continuum limit. We will come back to this
topic in Sect. 6 when we discuss the chiral extrapolation of
the EDM.

When determining the statistical uncertainty of a lattice
QCD calculation, one should consider the autocorrelation
between data along the same Markov Chain Monte Carlo
(MCMC). This is particularly true for quantities such the
topological charge and susceptibility, as well as for the EDM
induced by the θ term, because these quantities are noto-
riously very slow to decorrelate along a MCMC [101]. A
measure of the autocorrelation function and of the integrated
autocorrelation time, τint, [100], reveals potential underesti-
mation of statistical errors.

Defining the topological charge with the GF is also ben-
eficial in the proper assessment of the integrated autocorre-
lation time. In Fig. 6 I show the integrated autocorrelation
time for the topological charge as a function of flow time
from Ref. [74]. The first observation is that τint is decep-
tively small at small flow time, but at larger flow times τint

increases and it stabilizes at
√

8t � 0.2 fm, ∼ 2 − 3 × a.
Removing the short distance fluctuations with the GF, allows
a better estimate of the statistical uncertainty [94,102].

The second observation is that decreasing the lattice spac-
ing, τint increases. This is also expected [101,102], because at
finer spacings the probability of tunneling between different
topological sectors decreases. This observation is important
when Ginsparg-Wilson fermions are used. The lattice chiral
symmetry of the lattice action disfavors, along the MCMC,
changes of topological sectors at very fine lattice spacings.
An example of this effect, with Domain Wall (DW) fermions,
can be observed in the last row of Fig. 1 of Ref. [103] where
the MC history of the topological charge, Q, is shown from
left to right at at a � 0.11, 0.062, 0.083 fm. It clearly shows
an increase towards the finer lattice spacing of τint, which is
estimated to be for topological charge Q, of the order of 460
Molecular Dynamics Time Units (MDTU) in Ref. [103].

In the calculation of the nEDM induced by the θ term,
numerical evidence shows that the problem of the very large
value of τint is milder than with pure gauge observables. Nev-
ertheless, in all the results discussed in this review the auto-
correlation along the MCMC is taken into account by either
estimating the proper value of τint, or blocking the data, or
skipping enough trajectories to completely decorrelate the
data.

7.2 EDM from the θ term

Given the GF properties we just introduced, it is natural to
define the EDM induced by θ̄ with the GF [104,105]. One
defines the nEDM inserting the topological charge in the
hadron correlator at a fixed value of the flow time. The value

Fig. 6 Integrated autocorrelation time τint of Q as a function of the
flow-time radius

√
8t f . In this figure the flow time is denoted by t f .

Results are for ensembles at different lattice spacings. The sea lattice
action if non-perturbatively O(a) improved clover fermions. The uncer-
tainty on τint , as well as, the optimal window Wopt, are chosen following
[100]

of the flow time should be large enough to avoid short dis-
tance cutoff effects. A value of the flow time corresponding
for example to the plateau region in Fig. 4 is usually chosen.
The real challenge in the nEDM calculation induced by the
θ term is the very poor signal-to-noise ratio (SNR) ratio of
the CP-odd form factor. The poor SNR is caused by multi-
ple reasons. There is the standard increase of noise towards
the chiral limit of baryon correlation functions. This will
combine with the increase of the fluctuations of the topo-
logical charge for increasing volumes, ΔQ ∼ 〈

Q2
〉

and the
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Fig. 7 CP-violating phase αN as a function of the summation radius
R, see text. We observe a saturation of the signal for R � 20 with a
reduction in the statistical uncertainty. Fig. taken from Ref. [107]

loss of signal when the topological charge density is mainly
located in “lumps” which are localized in space-time regions
away from the dominant contribution of the fermionic part of
the correlation function. All the noise-reduction techniques
adopted nowadays are based on the observation that it might
be beneficial to restrict the space-time regions where to sum
the topological charge density in order to maximize the signal
and neglect the space-time regions that only add noise. For the
nEDM this observation dates back to Ref. [106], where it was
suggested to integrate the topological charge density only
on space-time slabs with the inclusion of increasingly more
time-slices. Another technique is based on cluster decom-
position [107] that achieves around a factor 2–3 gain in the
total uncertainty. In Ref. [107] the analysis is focused on the
strange quark disconnected contribution and the topological
charge insertion in nucleon 2-point functions. The idea is to
truncate the

∫
d4x integration of the topological charge den-

sity in a 4 − D sphere with radius R centered in the sink
location of the nucleon 2-point function

G(Q)
2 (p ′, x4,Π, t) (47)

= a3
∑
x

e−ip ′·x Tr
{
Π〈N (x, x4)N (0, 0)Q(t)〉} . (48)

where Π = Π+ = (1 + γ4)/2 is in this case the parity
projector.

In Fig. 7 we see the CP-violating phase in the nucleon
sector

αN = G(Q)
2 (p ′ = 0, x4, γ5Π+, t)

G2(p ′ = 0, t,Π+)
, (49)

as a function of the 4−dimensional sphere radius R, i.e. the
integration region of the topological charge density at fixed
value of x4. Figure is taken from Ref. [107]. It is evident that

Fig. 8 Effective CP-violating phase for the nucleon as a function of
the source- sink separation. The different colors correspond to different
values from ΔtQ = 2a, blue, to ΔtQ = 32a, green. Excluding ΔtQ =
2a and ΔtQ = 4a (red data points), for ΔtQ � 8a the signal is saturated.
The 2 plots refer to 2 different summation regions in the spatial direction.
Figs. taken from Ref. [108]

the truncation to a value of R smaller than the extent of the
whole lattice, allows one to capture completely the signal and
minimize the uncertainty.

Another proposal in this direction is to integrate on a cylin-
der with a spatial radial extent rQ centered in the source loca-
tion [108]. For the temporal extent, the topological charge
density is first summed over all the time slices between the
sink and the source and then the summation is continued out-
side this region by an amount ΔtQ . In Fig. 8 are shown the
results from Ref. [108,109] for αN as a function of Euclidean
time (not to be confused with the flow time here) obtained
for 2 different radii rQ and several time summation win-
dows ΔtQ . While there is an early saturation of the signal for
ΔtQ � 8a, the saturation in the radial direction is slower and
reached when the integration radius rQ > L/2, thus reducing
the effectiveness of the method, at least for small volumes.

In Refs. [74,110] we have proposed a truncation based
on spectral decomposition for the CP-odd form factor and
αN . We first sum the topological charge density over the 3-
dimensional space

Q(τQ, t) = a3
∑
x

q(x, τQ; t), Q(t) = a
∑
τQ

Q(τQ, t) ,

(50)

and then we sum Q(τQ, t) along the Euclidean time direc-
tion, τQ , symmetrically around the parity projector location
(source or sink) by ts time slices. The spectral decomposition
shows that the summed correlator becomes independent of ts ,
for large enough ts , with corrections which are exponentially
suppressed. We tested numerically this result and in Fig. 9 is
shown the dependence on ts of αN for 2 different ensembles
corresponding to 2 different volumes at very similar lattice
spacings and fixed source-sink separation. We see a clear sat-
uration of the signal for ts around the source-sink separation.
We note though that it does not mean that we are summing
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Fig. 9 Left plot: CP-violating
phase αN as a function of the
summation window ts . In the
figure t refers to the fixed
source-sink time separation
between the 2 nucleon
interpolators and not the flow
time. The arrows indicate
respectively from left to right
the choice for t = ts = 7a for
the ensemble A2 (blue data
point) and t = ts = 10a for the
larger volume ensemble M3
(green data points). Right plot:
the ratio in Eq. (49) as a
function of the source sink
separation t at fixed summation
window ts . The 2 colors refer to
the standard (red) and improved
(blue) determination. Fig. taken
from Ref. [74]

Fig. 10 CP-violating phase αN for the nucleon as a function of the
summation window RT . See main text for a more detailed expla-
nation. Plot for 3 different ensembles at 3 different pion masses,
mπ � 130, 220, 310 MeV (red, yellow and green data points), a
single lattice spacing a � 0.09 fm, and fixed flow time, here denoted
as tW F . Fig. taken from Ref. [111]

only between the source and the sink because we are sum-
ming symmetrically in both direction around the source (or
sink) location. We have applied the same technique for the
3-point function with the insertion of the topological charge.
Our numerical experiments show an improvement of a factor
2–3 in the SNR for the CP-odd form factor F3(Q2).

The method just described [74], has been tested at lighter
pion masses [111]. In Fig. 10 it is shown αN calculated in
Ref. [112] with clover valence fermions on HISQ sea quarks
[113]. We observe that, while at around mπ � 300 MeV the
method seems to work well with a gain of a factor 2, if we
truncate the summation around RT /a � 20, the truncation
becomes less and less effective towards the physical point.
RT here is the same as ts of Ref. [74] and in Fig. 9. The reason
lies, most likely, in the reduced gap with the excited states
contamination towards the chiral limit. Possibly an analysis

including the excited states could improve this determina-
tion, but given the strong correlation of the data along the
summation window, it seems unlikely to further reduce the
noise in this way.

Despite all these noise-reduction techniques, the deter-
mination of the CP-odd form factor is still very challeng-
ing. It is thus of utmost importance to have several collab-
orative efforts using different lattice actions and different
noise reduction techniques to try to pin down the system-
atics of such an important calculation. The numerical expe-
rience accumulated seems to indicate that to determine the
EDM induced by the θ term at the physical point with a rel-
ative precision of 10 − 20%, we most likely need at least
O(107) measurements, depending a little on the volume and
lattice spacing under consideration. In this respect it would be
maybe beneficial to either have better noise-reduction tech-
niques or not determine the EDM from the CP-odd form fac-
tor F3. When discussing the chiral extrapolation I will argue
that one could still learn from the pion mass dependence of
the nEDM at heavier pion masses where possibly the cost of
the determination of the nEDM is less exorbitant.

Another way to determine the EDM is based on the obser-
vation [114] that in a constant and small electric field E the
energies of nucleons with opposite spin S are different

EN (E,S) − EN (E,−S) = 2dNS · E + O(|E|3) , (51)

when calculated with a θ term, or any other CP-violating
source. The construction of a constant electric field on a peri-
odic lattice is non-trivial [75,115–117] and it needs to satisfy
the quantization condition
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|E| = 2πn

qLT
, n ∈ Z , (52)

where q is the charge of the quark coupled to the electric
field.

While the determination of the EDM with an external elec-
tric field did not show in the past to be superior to the form
factor determination, recently an improved determination has
been proposed [109]. The determination of the energy dif-
ference in Eq. (51) can be improved by summing Q, defined
in Eq. (50), only between source and sink and neglecting the
“outside” regions. A spectral decomposition then shows that,
similarly as for standard 2-point functions, the corrections are
exponentially small.

Certainly one clear difference between the form factor
and the electric field methods is that the former requires
an extrapolation to Q2 → 0. While the extrapolation
is potentially another source of systematics, the knowl-
edge of F3(Q2) contains more information than the EDM
alone. The CP-odd form factor can be calculated in HBχPT
[62,65] and up to NLO the result can be parametrized
as

FN
3 (Q2)

2MN
= dN − SN Q

2 + HN (Q2) , (53)

where N denotes either nucleons. Beside the EDM, dN , the
linear term in Q2 is the so-called nucleon Schiff moment,
SN , and the remaining Q2 dependence is described by the
function HN . The detailed expressions for these functions
can be found in the original references [62,65]. At LO in
HBχPT the expression for the Schiff moment contains only
the isovector part

Sp = −Sn = − egAḡ0

24π2m2
π

= 1.7(3) × 10−4 θ̄ e fm3 , (54)

where I have used the estimate of g0 in Eq. (32). The NLO
corrections [65] provide a rather substantial shift to the
isovector contribution, while providing a small contribution
to the isoscalar, Sn + Sp ∼ 10−5θ̄efm3. The conclusion of
the HBχPT analysis is that up to small corrections the Schiff
moments of proton and neutron are the same but opposite in
sign. The form factor expression (53), for example for the
neutron, can be evaluated in the limit Q2 � m2

π

Fn
3 (Q2 � m2

π )

2MN
= dn − egAḡ0

24π2

(
Q2

m2
π

+ . . .

)
, (55)

showing that an extrapolation to Q2 → 0 at fixed pion mass,
is dominated by the Schiff moment. The determination of
the slope provides an independent determination for the CP-
violating coupling g0. The expression in Eq. (55) cannot be
used to study the chiral limit of the Q2 dependence. In fact

already a dimensional analysis shows us that because dn ∼
g0 ∼ m2

π θ̄ vanishes in the chiral limit, the form factor F3

does not vanish in the chiral limit as it should. The correct
expression to study the chiral limit is

Fn
3 (Q2 � m2

π )

2MN
= dn + egAḡ0

4π2

(
2 + ln

m2
π

Q2

)
, (56)

where now the form factor vanishes in the chiral limit. The
current lattice data are not precise enough to determine the
Schiff moments, but first estimates [74]

Sp = 0.50(59) × 10−4θ̄efm3 , (57)

Sn = −0.10(43) × 10−4θ̄efm3 , (58)

seem to indicate that their ratio is in the right ballpark of
the expected NLO results (54). To make a more quantitative
statement, perhaps even more than for the EDM, we need to
increase by at least a factor 102 − 103 the current number of
measurements bringing it to the order of 108.

In the left plot of Fig. 11 I show an example of extrap-
olation to Q2 → 0 from Ref. [74]. We immediately notice
the difficulty to determine a statistically significant slope in
Q2 and the importance of noise-reduction techniques. The
extrapolated values to Q2 → 0 can now be analyzed as func-
tions of the pion mass and the lattice spacing. In Ref. [74]
we have computed the EDM for 3 values of the pion mass
and 3 lattice spacings at the heaviest pion mass available. The
ensembles, made available via the ILDG [118], are generated
by JLQCD and PACS-CS. Details on the ensembles can be
found in Refs. [119,120].

In the right plot of Fig. 11 I show the neutron EDM, dn ,
as a function of the pion mass for 6 ensembles. The NLO
results from HBχPT theory suggest an extrapolation using
the expression

dp/n(mπ ) = C1 m2
π + C2 m2

π ln(
m2

π

m2
N

) , (59)

where the fit parameters are C1 and C2 and they are directly
related to the counter-term d̄n and the other LECs, g0, gA
and Fπ . For the nucleon mass, mN , we take the physical
neutron mass. This fit function constrains the chiral extrapo-
lation to have a vanishing nEDM at zero pion mass. We have
already discussed this property of the θ term in Sects. 7,6.
The fact that the EDM induced by θ̄ vanishes in the chiral
limit, is a consequence of chiral symmetry. The chiral rota-
tion connecting the θ̄ term to the complex mass term, does
not leave the remainder of the action invariant, if the action
presents some additional sources of chiral symmetry break-
ing. If the lattice QCD action breaks chiral symmetry, it is not
guaranteed for the EDM to vanish in the chiral limit. We have
already encountered this phenomenon in the topological sus-
ceptibility in Fig. 4 from Ref. [94]. In Ref. [74] we have used
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Fig. 11 Left plot: CP-odd form
factor for the neutron as a
function of Q2 and
mπ � 410 MeV. The blue and
red data refer respectively to the
noise-reduction improved and
unimproved analyses described
in Ref. [74]. The shaded bands
are linear fits in Q2. Right plot:
nEDM results for 6 ensembles,
3 pion masses and 3 lattice
spacings at the heaviest pion.
The red band represents the
chiral fit including O(a2)
discretization effects. The blue
band is a chiral interpolation
using the formula in Eq. (59).
The cross are the fit results at
the physical point. For details on
the analysis see Ref. [74]

a non-perturbatively improved Wilson lattice action and we
have parametrized the cutoff effects, in our chiral and con-
tinuum limit analysis, with an additional O(a2) term. While
potentially there could be additional O(amq ) effects, they
vanish though in the chiral limit. It goes without saying that
a precise continuum extrapolation analysis can be done only
with more precise data and having under control other sys-
tematics, such as the excited state contamination. The chiral-
continuum analysis shows that even introducing a free param-
eter fit for the O(a2) effects, the chirally extrapolated EDM,
still vanishes within error bars. This gives us some confidence
that the cutoff effects are under control, within the current sta-
tistical accuracy, and we can perform a chiral interpolation
including the mπ = 0 point. We emphasize again that the
continuum limit becomes extremely important to improve
the chiral analysis of the EDM. Imposing the constraint that
the EDM vanishes in the chiral limit improves substantially
what is now a chiral interpolation.

The chiral interpolation in Fig. 11, while indicating a good
consistency with the expectations of χPT, is still based on
LQCD data with rather large statistical uncertainties that can
possibly still be described by a different functional form.

An important consistency check is comparing the g0 deter-
mination from the coefficient of the chiral log extracted from
the LQCD data and the determination using Eq. (31). The
coefficient C2 from the chiral fit (59) is related to g0

ḡ0 = −8π2Fπ

gA

C2m2
π

e
, (60)

which at the physical pion mass gives

ḡ0 = −12.8(6.4) × 10−3 θ̄ . (61)

In Sect. 6 we have explained how it is possible to extract
g0 from the calculation of the neutron-proton mass splitting
only induced by QCD isospin-violating effects [50,60,70].
The estimate in Eq. (32) is perfectly consistent with Eq. (61).
This gives a rather robust consistency check of the LQCD
data description using χPT.

To test another functional dependence, one can perform
a polynomial fit dn(mπ ) = C1m2

π + C2m4
π to the EDM

LQCD data. In Fig. 12 are shown the separate contributions
of the χPT chiral interpolation formula (59) and the ones
of the polynomial fit. The data are from Ref. [74]. A sim-
ple comparison of the χ2 obtained by the 2 different fits,
χ2

χPT = 1.8(1.5) and χ2
poly = 1.7(1.4), shows that the data

are described by the 2 fit functions equally well. The uncer-
tainties on the χ2 are determined with the bootstrap samples.

In Sect. 6 we have mentioned the general expectation of
the log-dominance in comparison with the counter-term [50].
The χPT fit of our data is consistent with this expectation.
On the other side the polynomial fit contains quadratic and
quartic terms in the pion mass of similar size and with oppo-
site signs, an indicator of a poorly behaved expansion. The
results of the 2 analysis read

[dn]χ PT = −1.52(71) × 10−3θ e fm , (62)

[dn]poly = −0.64(25) × 10−3θ e fm . (63)

In Ref. [74] we quoted the result from the χPT in Eq. (62)
as the final result, because the χPT interpolation formula
is physically more motivated and because the values of g0
determined with the pion mass dependence of the EDM and
with the QCD neutron-proton mass splitting, as discussed
above, are perfectly consistent.
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Fig. 12 Left plot: The green
band represents the fit result to
the LQCD data using the χPT
expression in Eq. (59). The red
band represents only the log
contribution, while the blu band
the counter-term. Right plot:
The green band represents the fit
result to the LQCD data using a
quadratic polynomial in m2

π , see
main text. The red band
represents the m4

π term, while
the blu band the m2

π

Table 2 Summary table of
unquenched results for the
nEDM |dn | induced by the θ

term

Ref. N f mπ [MeV] a [fm] L [fm] |dn | [e fm]

[121] 2 + 1 + 1 140 0.082 2.6 0.0009(24)

[74] 2 + 1 140∗ 0.09 2.9 0.00152(71)

[74] 2 + 1 410 0.09 2.9 0.0045(26)

[74] 2 + 1 570 0.09 2.9 0.0090(27)

[74] 2 + 1 700 0.09 2.9 0.0027(20)

[85] [75] 2 + 1 465 0.074 1.77 0.0136(80)

[85] [75] 2 + 1 360 0.074 1.77 0.0021(61)

The results for [85] have been corrected to reproduce the correct factor decomposition [75]. The result at the
physical point with a ∗ is obtained after a continuum-chiral interpolation, see main text

It is clear though, that it is desirable to have results with
better precision and closer to the physical point. A new deter-
mination at the physical point, mπ � 139 MeV, has been
recently obtained by ETMC [121]. Using N f = 2 + 1 + 1
Wilson twisted mass fermions [122–126]. At a � 0.08 the
final result is

|dn| = 9(24) × 10−4θ e fm . (64)

This result shows how challenging is to perform the determi-
nation of the nEDM directly at the physical point. In Table 2
I summarize the few recent results for the nEDM from the θ

term. It is clear that more determinations are needed and that
a simple increase of measurements to O(107) might not be
sufficient, without better variance reduction techniques.

It could be beneficial to make use of the fact that the EDM
induced by the θ term vanishes in the chiral limit. A possible
strategy would be to have few determinations of the EDM
for pion masses slightly above the physical point, perhaps in
the range 180 � mπ � 300, combined with an interpolation
at mπ = 0: it will slightly increase the signal and reduce
the noise thus it should help reduce the uncertainties at the
physical point. To proceed in this way one should make sure
that χPT is matched at those pion masses. In this respect
an independent determination of g0, like the one discussed
above, provides a strong check.

We repeat that the use of the fact that the EDM vanishes
in the chiral limit is only justified in the presence of chiral
symmetry. This implies that a LQCD determination of the

nEDM with any kind of Wilson-type fermions, can use the
mπ = 0 constraint only after performing the continuum limit,
or at least, given the current statistical accuracy of the LQCD
data, have some control over the cutoff effects. In the short-
term this might be a viable way, at least, to better understand
the pion mass dependence of the nEDM induced by the θ

term.

8 CP-odd chromo-magnetic operator

The quark-chromo EDM defined in Eq. (19) is a dimension 5
operator potentially contributing to the EDM of the neutron
and other systems. In discussing the challenges of the θ -
term nEDM we have emphasized the degradation of the SNR
towards the chiral and infinite volume limit. For the qCEDM
the real challenge, compared with the θ term, is the rather
complicated renormalization pattern.

In Sect. 7 we have discussed the advantage of using the
GF to define the topological charge at finite lattice spacing.
Here we discuss a second application of the gradient flow.
The renormalization pattern of local operators can be amelio-
rated at finite flow time. The connection to QCD at t = 0 can
be done either perturbatively in the continuum [127–134],
or non-perturbatively using Ward identities [88,135,136].
Below we discuss the matching to QCD in the context of
the short flow-time expansion (SFTE).
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In the pure gauge theory we do not need to renormalize the
flowed gauge field [92]. Any correlation function containing
a gauge field at finite flow time is finite, once we renormalize
the Yang-Mills theory at t = 0. If we decide to flow also the
fermion fields the situation is different. We consider here the
GF for fermions proposed in Ref. [88]

∂tχ = DμDμχ ,

χ(x; t = 0) = ψ(x) , (65)

where Bμ is the flowed gauge field according to Eq. (43).
We can now consider correlation functions containing gauge
and fermion fields at t = 0 and gauge and fermion fields at
t > 0. While the flowed gauge fields do not require renormal-
ization, the fermion fields however do [88]. The renormaliza-
tion constant of the flowed fermion fields is denoted by Zχ .
The divergent part has been calculated at 1-loop [88,127,131]
and 2-loop [133]. The renormalization of fermion local oper-
ators, e.g. a bilinear or a 4-fermion operator (see Ref. [134]
for a study of BK ), is still greatly simplified because it renor-
malizes multiplicatively depending on the number of fermion
fields, i.e. with Zχ and its powers we renormalize any fermion
local operator at t > 0 [88]. This implies that flowed fermion
local composite fields have no power divergences. To under-
stand where the power divergence is gone, it is convenient
to study the behavior at short flow time of the composite
fields. The short flow time expansion is an operator product
expansion around t = 0, with Wilson coefficients which can
be computed in perturbation theory containing the flow-time
dependence [91]. Once we take care of the renormalization of
the flowed fermion fields we can relate the flowed operators
with the operators at t = 0 using a SFTE. Performing the con-
tinuum limit at non-vanishing flow time can be advantageous
because then the SFTE can be performed in the continuum,
and the symmetries of the continuum theory can be used to
classify the operators contributing to the SFTE.

The SFTE can be used to remove the power diver-
gences of higher dimensional operators. In the SFTE the
power divergences appear as powers of 1/t and can be sub-
tracted either perturbatively, calculating the appropriate Wil-
son coefficient, or non-perturbatively with an appropriate
non-perturbative condition at finite flow time.

Power divergences can be calculated also in the RI-MOM
scheme [137–141] and using the coordinate space method
[109,142–144].

To address the leading behavior at small flow time it is
advantageous to use an operator product expansion at short
flow time, a short flow-time expansion (SFTE). The SFTE
for a renormalized gauge-invariant local operator, (Oi )R (t),
is [91]

(Oi )R (t)
t→0
∼

∑
j

ci j (t)
(O j

)
R (0) , (66)

where the operators contributing are classified according to
the symmetries of the theory. The Wilson coefficients, or
expansion coefficients, ci j (t), can be determined in pertur-
bation theory. The operators on the r.h.s of the SFTE (66)
are classified based on their naive dimension and the lowest
dimensional operators dominate the behavior at small flow
time. The same SFTE is valid if we insert the local operator
(Oi )R (t) in a correlation function, as far as we avoid contact
terms on the r.h.s of the SFTE. This gives us the freedom to
probe the OPE in many different ways, isolating the contri-
bution from each operator of the r.h.s. of Eq. (66).

As we have seen in Sect. 5 CP-violating higher dimen-
sional operators describe, at the hadronic scale, BSM contri-
butions to the EDM. The renormalization on the lattice of the
qCEDM operator is complicated because, not only it mixes
with operators of the same dimension, but also with lower
dimensional operators [140]. The classification of these oper-
ators depend on the lattice action used. If the lattice action
satisfies the Ginsparg-Wilson relation the number of these
operators is reduced. Independent of the choice of the lattice
action though, the lowest dimensional operator contributing
a 1/a2 divergence is the pseudoscalar density, P(x). Poten-
tially there is also a dimension 4 operator proportional to the
topological charge density. This term comes with a 1/a diver-
gent coefficient if the lattice action breaks chiral symmetry,
or with a single power of the quark mass, if the regulator
respects chiral symmetry. This is a direct consequence of the
chiral transformation properties of the qCEDM.

The use of the GF circumvents this problem because at
fixed finite flow time, up to a renormalization of the fermion
field Zχ , the continuum limit does not require additional
renormalization. Thus also in this case the topological charge
does not contribute a 1/a power divergence. If we perform
the SFTE in the continuum we can classify the contributing
operators based on the symmetries of the continuum the-
ory and for example the topological charge density will not
contribute to the SFTE, if not a logarithmic term propor-
tional to the quark mass. We have checked in the contin-
uum in perturbation theory that the leading contribution at
finite flow time is indeed given by the pseudoscalar den-
sity and that the topological charge contributes a logarithmic
divergence multiplied by a single power of the quark mass
[145].

We consider in Euclidean space the qCEDM (67)

OC (t) = χ(t)σμνGμν(t)χ(t) , (67)

at small flow time t , (OC )R (t)

(OC )R (t)
t→0
∼ cCP (t)PR(0) + cCq(t)

(Oq
)
R (0) + · · · ,

(68)
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Fig. 13 Feynman diagrams contributing to cCP (t) at leading order in g2. The qCEDM at non-zero flow time t is denoted by a box vertex with a t
in it. The O(g) vertex coming from the GF is denoted by Y and the double lines refer to the use of the heat kernel for the fermion flow

where

Oq = 1

4
εμνρσG

a
μνG

a
ρσ , (69)

and the dots indicate operators of dimension 5 or higher. To
determine the expansion coefficients cCP (t) and cCq(t) we
probe the qCEDM with different external states [146]. We use
2 external quarks to determine, cCP (t), and 2 external gluons
to determine, cCq(t). Technical details of the calculations
and all the Feynman rules needed, together with a sample
calculation, can be found in Ref. [145].

To determine cCP (t) we consider correlation functions of
the local operators, O, between 2 quark fields

ΓψOψ̄ (x, y; t) = 〈
ψ(x)O(t)ψ̄(y)

〉
, (70)

while to determine cCq(t) between 2 gauge fields

ΓAOA(x, y; t)abαβ =
〈
Aa

α(x)O(t)Ab
β(y)

〉
, (71)

Applying the SFTE (66) to Eq. (70) we obtain

Γ R
ψOC ψ̄

(x, y; t) = cCP (t)Γ R
ψPψ̄

(x, y; 0)

+ cCq(t)Γ
R

ψOq ψ̄
(x, y; 0) + · · · (72)

and an analogous SFTE can be written for Eq. (71).
At tree-level one obtains that the values of the expansion

coefficient vanish, c(0)
CP (t) = 0 and c(0)

Cq(t) = 0. With some

additional algebra at the next order O(g2) one obtains

Γ
(1)

ψOC ψ̄
(x, y; t) = c(1)

CP (t)Γ (0)

ψPψ̄
(x, y; 0) , (73a)

Γ
(1)

AOC A(x, y; t) = c(1)
Cq(t)Γ

(0)
AQA(x, y; 0) . (73b)

where the labels (0) and (1) refers to the coefficients of the
expansion of O(g0) and O(g2). We can now determine c(1)

CP (t)

evaluating Γ
(1)

ψOC ψ̄
(x, y; t).

The calculation ofΓ (1)

ψOC ψ̄
(x, y; t) requires the calculation

of the Feynman diagrams in Fig. 13. It turns out that only the
first diagram in Fig. 13 contribute to Γ

(1)

ψOC ψ̄
(x, y; t) [145].

The calculation brings the following expression

c(1)
CP (t) = 6ig2C2(F)

(4π)2

1

t
, (74)

which confirms the expectation that the leading contribution
at small t to the qCEDM is given by the pseudoscalar density
with a linearly divergent in 1/t expansion coefficient. We
denote with g the renormalized coupling and with C2(F) =
(N 2 − 1)/2N for SU (N ).

To calculate cCq(t), as we have done for cCP (t), we calcu-

late Γ
(1)

AOC A(x, y; t) from the Feynman diagrams in Fig. 14.
We defer for the technical aspects of this calculation to
Ref. [145].

The final result for the expansion coefficient reads

c(1)
Cq(t) = 4ig2 m

(4π)2

[
log(2p2t) + γE − 1

]
, (75)

where we confirm again the expectation from chiral sym-
metry considerations. Chiral symmetry of continuum QCD
enforces a power of the quark mass to multiply the topolog-
ical charge density and thus we are left with a logarithmic
divergence in the flow time.

8.1 Towards a determination of the qCEDM

The calculation of the bare nEDM induced by the qCEDM
operator proceeds in a similar fashion as the nEDM induced
by the θ term discussed in Sect. 7. As for the θ term we can
calculate the bare CP-violating phase factor for a nucleon
induced by the qCEDM. The 2-point function with the inser-
tion of the qCEDM operator

G(qC)
2 (p ′, t,Π, t f ) = a3

∑
x

e−ip ′·x (76)

Tr
{
Π〈N (x, t)N (0, 0)OC(t)〉} , (77)

defines

α
qC
N = G(qC)

2 (p ′ = 0, x4, γ5Π+, t)

G2(p ′ = 0, x4,Π+)
, . (78)

To renormalize the bare CP-violating phase α
qC
N we

clearly need to renormalize the qCEDM. In the previous sec-
tion we have introduced the GF as a tool to renormalize the
qCEDM and we have determined in PT the dominant contri-
bution at small flow time.

In Fig. 15 is shown the flow-time dependence of α
qC
N

determined in [147]. The flow-time evolution shows a rapid
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Fig. 14 Feynman diagrams contributing to cCq (t) at leading order in g2. The qCEDM at non-zero flow time t is denoted by a box vertex with a t
in it. The O(g) vertex coming from the GF is denoted by Y and the double lines refer to the use of the heat kernel for the fermion flow
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Fig. 16 Light quarks, u and d, contributions to the CP-odd form factors
F3p,n(Q2) for the proton or neutron. Different colors correspond to
different nucleon source-sink separation: blue, t = 8a, red, t = 9a and
green, t = 10a. Fig. taken from Ref. [108]

decrease with increasing flow time. This flow time depen-
dence is most likely related to the 1/t divergence we have
discussed in this section above and that has been calculated
in PT in Ref. [145]. The scope of the SFTE is to connect the
renormalized matrix element calculated at t > 0 with the
renormalized ones at t = 0.

Results for the CP-odd form factor, F3, induced by the
qCEDM, have been presented in Refs. [75,108,112].

As we have discussed above the qCEDM operator mixes
with pseudoscalar density, thus the determination of the
nEDM requires the determination of the CP-odd form fac-
tor induced by the pseudoscalar density. In Fig. 16 is shown
the CP-odd form factor F3(Q2) induced by the pseudoscalar
density determined in Ref. [108]. A rather clean signal is seen
for each quark contribution.

Fig. 17 CP-odd bare form factor F3 at fixed value of Q2 as a function
of the electromagnetic current insertion time. Different colors represent
different nucleon source-sink separation. Before (left plot) and after
(right plot) a variance reduction technique, see main text. Fig. taken
from Ref. [112]

About the calculation of Ref. [112] it is interesting to men-
tion 2 technical aspects. The first is the use of a variance-
reduced correlator obtained by subtracting from the physi-
cal observable

〈Oph
〉

another observable, 〈O0〉 = 0, with 0
expectation value

〈Oph
〉 − 〈O0〉, but highly correlated with〈Oph

〉
. The choice of Ref. [112] is to subtract from the CP-

odd form factor F3 the same form factor evaluated in a QCD
background, i.e. without a θ term. In this way the expectation
value vanishes, but hopefully the correlation between the two
F3s can reduce the variance of the physical observable. The
results of Fig. 17 from Ref. [112] indicate a rather dramatic
improvement.

The second aspect to mention is the use of Machine Learn-
ing (ML) algorithms [148] in the evaluation of lattice corre-
lators. The intent is to “learn” the relation between observ-
ables of different computational costs and which are cor-
related. While the cost reduction seems modest in the case
studied, the method is rather general. It is possible that a bet-
ter choice of correlated observables or better ML algorithms
would improve the cost reduction.

9 Weinberg operator

In Sect. 5 we have seen that the dimension d = 6 Weinberg
operator

OW = Tr
{[
Gμρ,Gνρ

]
G̃μν

}
(79)
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Fig. 18 Feynman diagrams contributing to Γ
(1)
AOW A. The squared vertex, containing t , represents the Weinberg operator at flow time t . The vertex

labelled with X is the first order vertex term coming from the expansion of the GF and the double curly line is the gluonic kernel

can potentially induce a big contribution to the nEDM,
because chiral symmetry does not suppress its matrix ele-
ment with powers of the quark mass. As for the qCEDM, the
Weinberg operator has a rather complicated renormalization
pattern. In an off-shell scheme the renormalization mixing
pattern of the Weinberg operator has been recently studied
in Ref. [141].

The conclusion of Ref. [141] is that the Weinberg operator
mixes with 3 dimension 4 operators and, for N f ≥ 3 there
is also 1 dimension 5 operator. The mixing with this oper-
ator starts at O(g4). The mixing continues with 30 dimen-
sion 6 operators, 20 of which are nuisance operators and it
is possible to define an RI-S̃MOM scheme [141] with 34
renormalization conditions. The implementation of this pro-
gram on the lattice seems rather challenging. In Ref. [141] is
investigated the possibility to use a background-field method
[149] to probe the Weinberg operator. This reduces the num-
ber of renormalization conditions to impose and could be
a promising tool for the study of renormalization of higher
dimensional operators.

The GF is another approach that can be used to disentangle
the short-distance behavior of the Weinberg operator. The
SFTE of the Weinberg operator contains contribution of the
CP-odd operators with d = 6 or less that can be classified
following [141].

As a first step into the renormalization of the Weinberg
operator we have computed [145,150] in perturbation theory
to O(g2) the power divergent mixing coefficient. The only
dimension 4 operator contributing to the power divergences
at O(g2) is the topological charge density. Any fermionic
bilinear with a power of mass or derivative will contribute at
higher order in the coupling, because to probe such mixing
one needs 2 external quark fields, and the correlation function
between the Weinberg operator and 2 quark fields is of O(g4).

If we retain only the leading term the SFTE of the Wein-
berg operators

OW (t)
t→0
∼ cWq(t)

(
OR

q

)
(0) + · · · , (80)

where we neglect not only higher dimensional operators but
also operators contributing at O(g4). We probe the Wein-
berg operator with 2 external gluons, ΓAOW A(x, y; t), and
expanding in powers of the coupling we obtain that the tree-
level of the expansion coefficient vanishes, c(0)

Wq = 0, while

at O(g2) we obtain

Γ
(1)

AOW A(x, y; t) = c(1)
Wq(t)Γ

(0)

AOq A
(x, y; 0) . (81)

The O(g2) Feynman diagrams contributing to Γ
(1)

AOW A are
depicted in Fig. 18. The Feynman rules and the technical
details of the calculation can be found in Ref. [145]. The
result of the calculation leads to a power divergence pro-
portional to the topological charge density with expansion
coefficient

c(1)
Wq(t) = 45

8
g2C2(A)

(4π)2

1

t
. (82)

where C2(A) = N for SU (N ). This result confirms again
the expectation that the Weinberg operator at small flow time
receives contributions from the lowest dimensional operators
with the same symmetries preserved by the theory. At this
order in the strong coupling, the only operator is the topo-
logical charge density.

9.1 First numerical results for the Weinberg operator

The difficulty to renormalize the Weinberg operator has until
now discouraged any serious attempt to determine the nEDM.
Nevertheless exploratory studies have been performed. In
Ref. [151] we have explored for example the flow-time
dependence of the correlation functions containing one Wein-
berg and one topological charge

χQW (t) = 1

V

∫
d4x

∫
d4y

〈OW (x; t)Oq(y; t)
〉
. (83)

In Fig. 19 is shown the correlator, χQW (t), as a function of
flow time. We observe a non-trivial flow-time dependence
that should be explained by the flow time dependence of the
Weinberg operator. These type of correlators could provide
conditions to determine the mixing of the Weinberg operator
with the topological charge.

10 A look into the future

The Electric Dipole Moment is a prime quantity to probe
CP-violation within the Standard Model and Beyond. Sev-
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Fig. 19 Flow-time dependence of the mixed correlator in Eq. (83) for 2
different pion masses. The ensembles are N f = 2+1 non-perturbatively
improved clover fermions at a = 0.0905 fm

eral sources can contribute to the EDM and it is important
to address those sources theoretically to estimate how each
of them contributes to the EDM. Even if experimentally no
intrinsic EDM has been observed yet, technical advances
promise to bring the bound on the neutron EDM (nEDM)
down by 1 − 2 order of magnitudes within the next 10 years.
This imposes a serious attempt to determine the hadronic
contribution of each single CP-violating source.

The challenges to overcome in this program are the bad
signal-to-noise ratio (SNR) for the θ term, and the renor-
malization for the higher dimensional operators. For the
θ term contribution, I have discussed several improvement
techniques to tame the SNR problem. Despite the variance-
reduction techniques applied, the calculation of the nEDM
remains challenging. Even if first lattice QCD results seem to
be consistent with NLO Chiral Perturbation Theory (χPT),
clearly better improvements are needed. If we want to
improve the accuracy of the nEDM induced by the θ term
to a 10% − 20% directly at the physical point, we need to
increase by 1 − 2 order of magnitudes the amount of lattice
measurements. Most likely a new level of variance reduc-
tion techniques are needed to determine more precisely the
nEDM induced by the θ term.

Perhaps a better strategy, at least for the short term, would
be to perform simulations at pion masses slightly higher than
the physical point and then do a chiral interpolation including
the constraint in the chiral limit, dn(mπ = 0) = 0. This
procedure would work if we make sure we have properly
matched χPT. In this respect the direct calculation of CP-
violating couplings, such as g0, provides a strong check.

Higher dimensional operators, such as the quark-chromo
and the Weinberg operators, can also contribute to the nEDM
as to the EDM of other systems. The challenge to determine
the hadronic matrix element of these CP-violating opera-

tors is the renormalization. The mixing pattern of both the
qCEDM and the Weinberg is now known also for off-shell
schemes. The power divergences in the lattice spacing and
the plethora of operators contributing to the mixing make the
renormalization using off-shell schemes challenging. Alter-
native schemes have been proposed based on on the Gradient
Flow and on the coordinate space method. First results in per-
turbation theory with the Gradient Flow have been obtained
towards the renormalization of the qCEDM and the Wein-
berg, but we are still not close to a complete non-perturbative
renormalization. Efforts in this direction are ongoing and
we emphasize the importance, for future developments, to
attempt the renormalization using different techniques.

CP-violation physics has always been gentle in the past,
gifting us with windows over new phenomena. Future exper-
iments in search of a non-zero EDM, should be accompa-
nied by a vigorous theoretical effort to disentangle all the
CP-violating sources. The current statistical and systematic
uncertainties in LQCD calculations call for larger numerical
investments and better methodologies to improve the SNR
and disentangle the renormalization mixing. Despite the dif-
ficult challenges ahead of us, I will not be surprised if CP-
violation once again teaches us something about fundamental
interactions.
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